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Editorial on the Research Topic 


Identification of immune-related biomarkers for cancer diagnosis based on multi-omics data


Cancer has become one of the leading causes of mortality around the globe. Activating the innate immune signal pathway and inducing the anti-tumor immune response plays a key role in the efficacy of tumor treatment, especially in preventing the recurrence of residual tumor cells. With the development of high-throughput sequencing technology, multi-omics data for cancer has become accessible. These data have given researchers increasing opportunities to explore genetic risk, regulatory mechanisms, and protein function of the immune microenvironment in cancers. However, it is still a big challenge to utilize these data effectively and to mine knowledge from them. Artificial intelligence algorithms and statistical methods have shown great potential to take advantage of omics data and reveal mechanisms of immune function in cancer.

Here, we organized a Research Topic on “Identification of Immune-Related Biomarkers for Cancer Diagnosis Based on Multi-Omics Data.” In total, about 30 outstanding works were presented in this thematic issue, ten of which have been highlighted as follows.

	Xu et al. performed a meta-analysis by downloading data from PubMed, Google Scholar, and Embase databases on randomized clinical trials compared ipilimumab, nivolumab, pembrolizumab, or atezolizumab with non-immunotherapy controls. Median overall survival (OS) and median progression-free survival (PFS) were selected to evaluate the efficacy of cytotoxic T-lymphocyte-associated protein 4 (CTLA-4), programmed cell death 1 (PD-1), and programmed death ligand 1 (PD-L1) inhibitors. Utilizing the random-effect model, hazard ratios (HRs) with 95 confidence intervals (CIs) were calculated by R software. The meta-analysis suggested that ICIs were associated with obvious improvements in PFS and OS compared with non-ICI therapies.

	Sun et al. introduced a novel disease-susceptible gene prediction method, XGBG, to study ovarian carcinomas (OCs) in more depth. Firstly, they employed the graph convolutional network (GCN) to reconstruct the gene features based on both gene features and network topological structure. Then, a boosting method was utilized to predict OC susceptible genes. The final XGBG model achieved a high AUC of 0.7541 and an AUPR of 0.8051. This method is helpful in further understanding the etiology and pathology of OC, and may be used as strong theoretical evidence for drug design.

	Chen et al. developed a novel method named “DBN-GTN” to identify gastric cancer-related genes on a large scale. This method built a heterogeneous network using a disease similarity network and a gene interaction network. Meanwhile, the deep belief network (DBN) was applied to reduce the dimension of features. This method used multiple features of genes and gastric cancer to identify the patterns of gastric cancer-related genes, which can be used to find more gastric cancer-related genes, and it performed best among four traditional methods and five similar methods. This paper provides support to further explain the genetic risk, susceptibility, and drug screening of gastric cancer.

	Liu et al. investigated prognostic genes in the tumor microenvironment of colon cancer using gene expression profiles and clinical information from colon adenocarcinoma (COAD) and rectal adenocarcinoma (READ). Meanwhile, they utilized the nine key prognostic genes obtained to build the independent prognostic model. They calculated stromal and immune scores for each sample and identified nine key prognostic genes including HOXC8, SRPX, CCL22, CD72, IGLON5, SERPING1, PCOLCE2, FABP4, and ARL4C by LASSO Cox regression analysis. This work may help in clinical decisions and improve the prognosis for colon cancer.

	Cao et al. developed an accurate and interpretable attention-based hybrid approach, DeepARC, which combined a convolutional neural network (CNN) and recurrent neural network (RNN) to predict transcription factor binding sites (TFBS). Taking advantage of the attention mechanism, DeepARC can gain greater access to valuable information about the motif and bring interpretability to the work of searching for motifs through the attention weight graph. Moreover, DeepARC achieved an average area under the receiver operating characteristic curve (AUC) score of 0.908 on five cell lines in the benchmark dataset. This method predicts better than existing state-of-the-art methods and has good interpretability.

	Qiu et al. developed a novel deep-learning framework to study the association between MSI status and several molecules including mRNA, miRNA, lncRNA, DNA methylation, and copy number variation (CNV) using colorectal cancer data from The Cancer Genome Atlas (TCGA). The fusion models integrating the H&E image with a single type of molecule has higher prediction accuracies than that using the H&E image alone, with the highest AUC of 0.952 achieved when combining the H&E image with DNA methylation data. This study may have clinical significance in practice and provide a reference for future studies.

	Duan et al. proposed an SVM-based method, SVMMDR, to predict the relationship between miRNAs and drug resistance based on the miRNAs-drug resistance association data from the ncDR database. The SVMMDR integrated miRNAs-drug resistance association, miRNAs sequence similarity, drug chemical structure similarity, and other similarities, extracted path-based Hetesim features, and obtained inclined diffusion features through restart random walk. By combining the multiple features, the prediction score between miRNAs and drug resistance was obtained based on the SVM. The final the average AUC of the SVMMDR method was 0.978 in 10-fold cross-validation. This work shows that SVMMDR has a significant performance advantage compared with existing methods.

	He et al. proposed a method for large-scale identification of esophageal cancer-related genes by computational methods, GCNLMF, to improve the efficiency of esophageal cancer genetic susceptibility research. This method fused graph convolutional networks and logical matrix factorization to effectively identify esophageal cancer-related genes through the association between genes. The GCNLMF achieved an AUC of 0.927 and AUPR of 0.86 in 10-fold cross-validation. In the final comparison with the other five methods, GCNLMF performed best. This study provides a new algorithm for finding signature genes in esophageal cancer and offers new insights into the future development of esophageal cancer research.

	Li et al. first downloaded the mRNA, microRNA (miRNA), long non-coding RNA (lncRNA), copy number variation (CNV) data, and clinical information of patients with endometrial cancer(EC) from The Cancer Genome Atlas (TCGA). Then, differential expression analyses were performed to screen potential prognostic markers and establish prediction models using three classifiers. Finally, the prediction model achieved an area under the curve of 0.763, and an accuracy of 0.819 under 10-fold cross-validation. This work develops a computational model using omics information, which can predict the recurrence and metastasis risk of EC accurately, thereby avoiding improper treatment, and improving the prognosis of patients.

	Li et al. proposed a novel deep-learning method named Deep-LC for predicting NSCLC-related genes. Firstly, they built a gene interaction network and used graph convolutional networks to extract features of genes and interactions between gene pairs. Then, a simple convolutional neural network module was used as the decoder to decide whether the gene was related to the disease. Deep-LC is an end-to-end method, and from the evaluation results, they can conclude that Deep-LC performs well in mining potential Non-Small Cell Lung Cancer-related genes and performs better than existing state-of-the-art methods. This work provides new insights for future research in non-small cell lung cancer.
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Introduction

Immune checkpoint inhibitors (ICIs) have been approved to prolong overall survival (OS), compared to other treatments. However, the recent studies reported consistent and inconsistent results. Hence, we conducted this meta-analysis to evaluate the efficacy of ICIs.



Materials and Methods

The articles were identified by searching PubMed, Embase, and Google Scholar published up to December 2021. A total of 12,126 participants (6,450 cases and 5,676 controls) were involved in the meta-analysis. Median OS and median progression-free survival (PFS) were selected to evaluate the efficacy of cytotoxic T-lymphocyte-associated protein 4 (CTLA-4), programmed cell death 1 (PD-1), and programmed death ligand 1 (PD-L1) inhibitors (ipilimumab, nivolumab or pembrolizumab, and atezolizumab, respectively). Utilizing the random-effect model, hazard ratios (HRs) with 95 confidence intervals (CIs) were calculated by R software.



Results

We observed a significant association between cancer patients and ICIs in OS (HR = 0.79, CI = 0.74–0.84) and PFS (HR = 0.80, CI = 0.75–0.86).



Conclusions

The meta-analysis suggested that ICIs were associated with obvious improvements in PFS and OS compared with non-ICI therapies.





Keywords: immune checkpoint inhibitors, meta-analysis, cytotoxic T-lymphocyte-associated protein 4, overall survival, programmed cell death 1, progression-free survival, programmed death ligand 1



Introduction

Cancer, an enormous burden on society, is one of the main reasons of death in both developed and developing countries. According to the global cancer statistics, there were about 19.3 million new cancer cases and nearly 10.0 million cancer deaths in 2020 worldwide (1). The immune system can recognize and prepare to eliminate cancer but is controlled by inhibitory receptors and ligands (2). Immune checkpoints are regulatory pathways in the immunome that inhibit a part of an active immune response against a specific target or a group of targets (3). These immune checkpoint pathways are often able to keep self-tolerance and limit incidental tissue damage during the antimicrobial immune response; thus, immune destruction can be averted by cancers. There is no doubt that tumors co-opt certain immune checkpoint pathways as a main mechanism of immune resistance, especially against T cells that are specific for tumor antigens (4).

Immune checkpoint inhibitors (ICIs), which regain the efficacy of tumor-specific T cells in the tumor microenvironment, enhancing the immune system’s ability to recognize and eradicate tumors, are breakthroughs in the treatment of cancer and have made significant advances in both hematological and solid tumor oncology (5). They have been approved for use in melanoma, bladder cancer, non-small cell lung cancer (NSCLC), stomach cancer, renal cell carcinoma (RCC) and head and neck squamous cell carcinoma and will be approved for other types in the foreseeable future tumors (6, 7).

The US Food and Drug Administration (FDA) approved ipilimumab as the first CTLA-4 inhibitor of advanced melanoma. Nivolumab and pembrolizumab were the first of two PD-1 inhibitors approved for advanced melanoma, and atezolizumab was the first programmed death ligand 1 (PD-L1) inhibitor approved by the FDA (8–11).

Recent studies showed that ICIs could prolong the overall survival (OS) of cancer patients, compared with placebo, dacarbazine, everolimus, paclitaxel, chemotherapy, and other therapy methods or drugs (12–24). However, the studies reported inconsistent results. In 2013, Reck et al. randomly assigned 130 SCLC patients to receive paclitaxel with placebo (control) or ipilimumab 10 mg/kg in two alternative regimens, concurrent ipilimumab or phased ipilimumab, and declared that ipilimumab did not prolong the overall survival (OS) of SCLC patients (25). In 2014, Kwon et al. did a double-blind, multicenter, randomized, phase 3 trial with 799 metastatic castration-resistant prostate cancer (399 to ipilimumab and 400 to placebo) patients and reported that no obvious difference in overall survival was found between the ipilimumab group and the placebo group (26). In 2016, Beer et al. randomly assigned 400 and 202 metastatic castration-resistant prostate cancer patients to ipilimumab and to placebo, respectively, and discovered that ipilimumab did not increase the overall survival (OS) of patients with metastatic castration-resistant prostate cancer (27). Reck et al. randomly assigned 478 small-cell lung cancer (SCLC) patients to the chemotherapy plus ipilimumab group and 476 SCLC patients to the chemotherapy plus placebo group and got a conclusion that ipilimumab plus chemotherapy did not prolong OS compared with chemotherapy alone in SCLC patients (28). Larkin et al. randomly assigned 272 melanoma patients to the nivolumab group and 133 melanoma patients to chemotherapy and found that nivolumab did not prolong OS compared with chemotherapy alone in SCLC (29). Owonikoko et al. randomly assigned 278 SCLC patients to the ipilimumab group and 278 SCLC patients to the chemotherapy group and found that ipilimumab did not prolong OS compared with chemotherapy alone in SCLC patients (30). Spigel et al. randomly assigned 284 SCLC patients to the nivolumab group and 285 SCLC patients to the chemotherapy group and got a conclusion that nivolumab did not prolong OS compared with chemotherapy alone in SCLC patients (31). Hence, to get a more convincing result, we performed a meta-analysis to study the efficacy of ipilimumab, nivolumab, pembrolizumab, and atezolizumab, compared to other therapies or other drugs.



Materials and Methods


Search Strategy

We identified all randomized clinical trials that compared ipilimumab, nivolumab, pembrolizumab, or atezolizumab with the non-immunotherapy control arms from January 1, 2007, to December 31, 2021. The articles we collected were searched by using the keywords “overall survival” or “OS,” “progression-free survival” or “PFS,” “immune checkpoint inhibitors” or “immune checkpoint blockage” or “ICIs” or “ipilimumab” or “nivolumab” or “pembrolizumab” or “atezolizumab” in the PubMed, Google Scholar and Embase databases. The articles we selected were written in English.



Study Selection Criteria

Trials were eligible for inclusion if they met the following criteria: (1) trials that involved patients must receive cancer treatment; (2) trials that had adequate data available including OS and PFS; (3) trials were phase 2 or phase 3 randomized clinical trials (RCTs); and (4) the articles published must be written in English.



Data Extraction

We extracted the following information from each study and selected the items including first author’s last name, year of publication, phase of RCTs, the name of the ICIs (ipilimumab, nivolumab, pembrolizumab or atezolizumab) and control arms, number of patients ICIs and control groups, and the hazard ratios (HRs) of OS and PFS. All the duplicated studies were excluded.



Statistics Analysis

To calculate the overall incidence and HR of OS and PFS, we combined estimates by exploiting the fixed-effect model with the Mantel and Haenszel method and by employing the random-effect models with the DerSimonian and Laird method. The statistical analysis was performed with the R software package named Meta. The HR with 95% confidence interval (CI) was calculated to access the association between overall survival and ICIs.

Two quantities, Cochran’s Q and I2, were used to access the heterogeneity in different types of ICIs groups and subgroups. Statistical heterogeneity was assessed using Cochrane’s Q statistic, and the p value ranging from 0% to 100%, to measure the significance level of inconsistency. If the value of value I2 is less than 50%, or the p value of heterogeneity is greater than 0.10, the fixed-effect model is applied, otherwise the random effect model is employed. After the heterogeneity test, we exploited the R meta package to conduct the meta-analysis with the random-effect model.

Egger’s test (32) and Begg’s test (33) were selected to access the publication bias for OS and PFS. When a two-tailed p value was less than 0.05, the publication bias was extremely significant. Moreover, the potential publication bias was assessed by Begg’s funnel plots to check the relative symmetry of the overall estimated individual study estimates.




Results


Literature Search

A flowchart for the article selection is shown in Figure 1. Through the search strategy, a total of 953 articles were identified. According to the title and abstract, 675 articles were primarily deleted, 193 articles were removed because they were letters, reviews, and other articles, 41 articles were excluded as they were not randomized clinical trials (RCTs), 12 articles were removed because they did not meet our case–control method, and 4 articles were deleted because studies were not phase 2 or phase 3 RCTs. Then 28 were remained, and 8 articles were removed because of the publication bias test. Finally, 20 articles were left, including 7 ipilimumab articles, 6 nivolumab articles, 4 pembrolizumab articles, and 3 atezolizumab articles, respectively (shown in Table 1). Moreover, the data we extracted from the articles were accessed in clinical trial databases with specific identifiers.




Figure 1 | The flowchart of collecting articles. Through the search strategy, a total of 953 articles were identified. According to the title and abstract, 675 articles were primarily deleted, 193 articles were removed because they were letters, reviews, and other articles, 41 articles were excluded as they were non-randomized clinical trials, 12 articles were removed because they did not meet our case–control method, and 4 articles were deleted because studies were not phase 2 or phase 3 RCTs. Then 28 were remained. Moreover, 8 articles were removed after the publication bias test.




Table 1 | The primary characteristics of the 23 articles.





Heterogeneity Test

The summary result of heterogeneity is directly shown in Table 2. In the OS group, we found little heterogeneity in total with I2 = 41%, p = 0.02, and we chose to select the random-effect model according to the method we used. In the tumor subgroup heterogeneity test, we did not find obvious significant heterogeneity in the melanoma (I2 = 38%, p = 0.16), SCLC (I2 = 0%, p=0.83), NSCLC (I2 = 0%, p=0.48), and urothelial cancer (I2 = 0%, p = 0.73) subgroups, but a significant heterogeneity was found in the prostate cancer (I2 = 77%, p = 0.04) subgroup. In the PFS group, we also found heterogeneity in total with I2 = 58%, p < 0.01, and we chose to select the random-effect model according to the method we used. In the tumor subgroup heterogeneity test, we did not find obvious significant heterogeneity in the SCLC (I2 = 28%, p = 0.24), NSCLC (I2 = 45%, p = 0.11) and prostate cancer (I2 = 0%, p = 0.72) subgroups, but a significant heterogeneity was found in the melanoma (I2 = 73%, p < 0.01) and urothelial cancer (I2 = 61%, p = 0.11) subgroups.


Table 2 | The summary of OS and PFS heterogeneity test.





Publication Bias Analysis and Sensitivity Analysis

The p-values of Begg’s test and Egger’s test were applied for OS and PFS. We did not find publication bias in OS by Begg’s test (p = 0.5436) and Egger’s test (p = 0.6849), and in PFS by Begg’s test (p = 0.9483) and Egger’s test (p = 0.9774). The result of the OS and PFS publication bias analysis is directly reflected in Figure 2 by using Begg’s funnel plot.




Figure 2 | Begg’s funnel plot of overall survival and progression-free survival studies: (A) Begg’s funnel plot of overall survival studies to evaluate publication bias. (B) Begg’s funnel plot of progression-free survival studies to evaluate publication bias.





Association of ICIs With Overall Survival

The OS analysis was included in 23 studies, and the PFS analysis was included in 20 studies (shown in Table 1). Figure 3 shows the results of OS, and Figure 4 shows the results of PFS. Table 3 shows the summary of the melanoma, SCLC, NSCLC, prostate cancer, and urothelial cancer (I2 = 0%, p = 0.73) subgroups, but a significant heterogeneity was found in the prostate cancer subgroup meta-analysis and overall meta-analysis.




Figure 3 | The forest plot of OS in the random-effect model.






Figure 4 | The forest plot of PFS in the random effect model.




Table 3 | The summary of the meta-analysis with OS and PFS.



In the OS analysis, the ICIs were associated with substantially ameliorated OS (HR = 0.79, CI = 0.74–0.84), compared with non-ICI therapies. In the subgroup analyses, melanoma, SCLC, NSCLC, and urothelial cancer patients treated with ICIs were associated more with OS compared with non-ICI therapies (HR = 0.78, CI = 0.69–0.89; HR = 0.87, CI = 0.80–0.95; HR = 0.71, CI = 0.66–0.77; HR = 0.79, CI = 0.68–0.91), respectively. However, prostate cancer was not significantly associated with improved OS (HR = 0.95, CI = 0.71–1.26).



Association of ICIs With Progression-Free Survival

In the PFS analysis, the ICIs were associated with significantly improved PFS (HR = 0.80, CI = 0.75–0.86), compared with non-ICI therapies. In subgroup analyses, melanoma, SCLC, NSCLC, and prostate cancer patients treated with ICIs were associated more with PFS compared with non-ICI therapies (HR = 0.78, CI = 0.63–0.98; HR = 0.78, CI = 0.69–0.89; HR = 0.86, CI = 0.77–0.95; HR = 0.69, CI = 0.61–0.77), respectively. However, urothelial cancer was not significantly associated with improved PFS (HR = 0.88, CI = 0.72–1.05).




Discussion

In our meta-analysis, a total of 12,126 participants (6,450 cases and 5,676 controls), treated with ICIs and non-ICI arms, from 20 articles were included.

In total, among 12,126 patients in our meta-analysis, 2,423 patients (1,514 cases and 969 controls) were included into the melanoma subgroup, 2,727 patients (1,353 cases and 1,374 controls) were included into the SCLC subgroup, 4,122 patients (2,063 cases and 2,059 controls) were included into the NSCLC subgroup, 1,401 patients (799 cases and 602 controls) were included into the prostate subgroup, and 1,393 patients (721 cases and 672 controls) were included into the urothelial cancer subgroup.

To our knowledge, this is the comprehensive meta-analysis to assess the efficacy of ICIs (ipilimumab, pembrolizumab, nivolumab, and atezolizumab) in different types of tumors, including melanoma, SCLC, NSCLC, prostate cancer, and urothelial cancer. Results of trials on ICIs have been published, while the clinical value of ICIs is still controversial. To further investigate the efficacy of ICIs, we made five subgroups of melanoma, SCLC, NSCLC, prostate cancer, and urothelial cancer with OS and PFS.

The pooled analyses indicated that ICIs were associated with obviously ameliorated PFS and OS compared with non-ICI arms. In OS subgroup analyses, melanoma, SCLC, NSCLC, and urothelial cancer patients treated with ICIs were associated more with OS compared with non-ICI therapies. However, prostate cancer was not significantly associated with improved OS. In PFS subgroup analyses, melanoma, SCLC, NSCLC, and prostate cancer patients treated with ICIs were associated more with PFS compared with non-ICI therapies. However, urothelial cancer was not significantly associated with improved PFS.

However, the meta-analysis had some limitations. To begin with, the number of participants in our meta-analysis was 12,126, and more studies should be added to this meta-analysis. Second, some heterogeneity existed in this meta-analysis, especially in the PFS group. It should be solved in the further study. Besides, more studies should be added into the prostate cancer patients and urothelial cancer subgroups.



Conclusions

This meta-analysis got a conclusion that immune checkpoint inhibitors were associated with obviously ameliorated PFS and OS compared with non-ICI therapies.
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The growth of lymphatic vessels (lymphangiogenesis) plays a pivotal role in breast cancer progression and metastasis and the immune response. Vascular endothelial growth factor C (VEGFC) has been demonstrated to accelerate cancer metastasis and modulate the immune system by enhancing lymphangiogenesis. However, it remains largely unclear how transcription factors physically regulate VEGFC expression by interacting with histone-modifying enzymes. Like many histone-modifying enzymes, SETD7 plays a key role in cell proliferation and inhibits tumour cell differentiation. In this study, we identified the role of the transcription factor zinc finger with KRAB and SCAN domains 5 (ZKSCAN5) in interacting with histone methyltransferase SETD7 and mediating VEGFC transcription and tumour lymphangiogenesis. ZKSCAN5 interacts with and recruits SETD7 to the VEGFC promoter. By regulating breast cancer-secreted VEGFC, ZKSCAN5 could induce the tube formation of lymph endothelial cells, which promotes tumour proliferation, migration, and metastasis. Clinically, the expression of ZKSCAN5 was frequently upregulated in patients with breast cancer and positively correlated with the expression of VEGFC and the number of lymphatic microvessels. ZKSCAN5 is a poor prognostic factor for patients with breast cancer. Our results characterise the role of ZKSCAN5 in regulating VEGFC transcription and predict ZKSCAN5 as a breast cancer therapeutic target.
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Introduction

Breast cancer is the leading cause of death among women worldwide (1, 2). Lymphangiogenesis, a pivotal component for tumour metastasis, immune escape, and growth, has frequently been shown to occur in human breast cancer (3). Vascular endothelial growth factor C (VEGFC), a member of the VEGF family, is an important regulator of lymphangiogenesis (4–6). VEGFC stimulates the formation of new lymph vessels and provides a route for detached cancer cells to metastasise to distant sites (7). Numerous experiments have demonstrated that tumour-secreted VEGFC is a key cytokine involved in tumour development and the immune response (8, 9). A high VEGFC level is associated with significantly decreased overall and disease-free survival in many solid tumours (10, 11). Thus, VEGFC appears to be an attractive therapeutic target for cancers. Thus, discovering novel factors that regulate VEGFC expression is of great significance.

The transcriptional regulation of VEGFC is one of the most significant ways to control VEGFC expression (12). A small number of transcription factors have been reported to regulate VEGFC expression at the mRNA level, including Six1 (13) and forkhead box k1 (FOXK1) (14). However, novel VEGFC transcriptional factors controlling the VEGFC mRNA level remain largely unknown.

Zinc finger with KRAB and SCAN domains 5 (ZKSCAN5) is a transcription factor that belongs to one of the Krűppel-like zinc finger family members. ZKSCAN5 is pivotal in the process of spermatogenesis (15). It has been validated that ZKSCAN5 is closely linked with oesophageal squamous cell carcinoma tumorigenesis (16). However, the biological functions of ZKSCAN5 remain largely unknown. SETD7 interacts with and methylates a large number of transcription factors, such as BRG1 (17), E2F1 (18), and SMAD3 (19). SETD7-mediated methylation could facilitate the recruitment of transcription factors to chromatin (20, 21).

In this study, we found that ZKSCAN5 interacts with SETD7 and increases VEGFC transcription by facilitating the recruitment of the ZKSCAN5/SETD7 complex to the VEGFC promoter. In addition, ZKSCAN5 has been recognised as a novel critical regulator for the expression of VEGFC and contributes to tumour lymphangiogenesis. ZKSCAN5 promotes the proliferation, migration, and tube formation of human lymphocyte endothelial cells (HLECs). Furthermore, ZKSCAN5 is positively correlated with the expression of VEGFC and could be a valuable prognostic marker for poor survival of breast cancer.



Materials and Methods


Plasmids, Antibodies, siRNAs, and Reagents

PCR-amplified fragments were inserted into pGEX-KG (Amersham Pharmacia Biotech, Amersham, UK) or pET-28a (Novagen) to produce plasmids expressing fusion proteins of GST or His. The FLAG-tagged ZKSCAN5 and SETD7 as well as the MYC-tagged ZKSCAN5 and SETD7 eukaryotic expression vectors were constructed by cloning PCR-amplified sequences into pcDNA3 (Invitrogen, Carlsbad, CA, USA). The luciferase reporters of the VEGFC promoter were constructed by cloning promoter DNA fragments obtained from genomic DNA into the pGL4-Basic vector (Promega, Madison, WI, USA).

Anti-Flag (A8592), anti-GAPDH (G9295), anti-Flag M2 agarose (A2220), anti-ZKSCAN5 (SAB4501021), and anti-SETD7 (SAB1306218) antibodies were obtained from Sigma-Aldrich (St. Louis, MO, USA); anti-Myc (sc-40HRP) antibody was obtained from Santa Cruz Biotechnology (Dallas, TX, USA); anti-H3K4me2 (17–677) and anti-H3K4me3 (17–678) antibodies were obtained from Millipore (Burlington, MA, USA); anti-H3K4me (ab8895), anti-SETD7 (ab14820), anti-VEGFC (ab83905), and anti-LYVE1 (ab10278) antibodies were obtained from Abcam (Cambridge, MA, USA); anti-SET1 (A300-289A) and anti-mixed lineage leukaemia protein 1 (MLL1; A300-374A) antibodies were obtained from Bethyl (Montgomery, TX, USA); and anti-His (27471001) and anti-GST (RPN1236) antibodies were obtained from GE Healthcare Life Sciences (Chicago, IL, USA).

The sequences of ZKSCAN5 and SETD7, both short hairpin RNAs (shRNAs) and siRNAs, are provided in Supplementary Table S1. A lentiviral pSIH-H1-Puro vector was used to express shRNAs, and stable cell lines were generated using lentiviral transduction (System Biosciences, Palo Alto, CA, USA). siRNAs were chemically synthesised (GenePharma, Shanghai). (R)-PFI-2 (HY-18627A) was obtained from MedChemExpress (Princeton, NJ, USA). GSK-LSD1 2HCL (S7574) and CPI-455 HCL (S8287) were obtained from Selleck (Houston, TX, USA).



Cell Culture, Transfection, and Luciferase Reporter Assay

Human embryonic kidney 293T cells, breast cancer cells ZR75-1 (ER+), and MDA-MB-231 (ER-) were purchased from ATCC and cultured in DMEM (Invitrogen) with 10% FBS (HyClone, Logan, UT, USA). Lipofectamine 2000 Reagent (Invitrogen) was used for transfection. Integration of lentiviruses was achieved by co-transfecting recombinant lentivirus vectors and pPACK Packaging Plasmid Mix (System Biosciences) into 293T cells using the MegaTran Reagent (OriGene, Rockville, MD, USA). Stable cell lines were kept for approximately 2 months in 1 μg/ml puromycin. The Dual Luciferase Reporter Assay System from Promega was used to perform luciferase reporter assays.



Screening for Transcription Factors Regulating the VEGFC Promoter

High-throughput screening assays were performed according to the manufacturer’s instructions (OriGene). In brief, screening assay reagents were added to each 384-well plate containing VEGFC-Luc reporter vector (100 ng), galactosidase reporter (100 ng), and distinct cDNA plasmids (60 ng). The mixture was kept at room temperature for 20 min until complex formation, and ZR75-1 cells were added at a density of 7,500 cells/well. After 48 h of incubation, the cells were collected, and subsequently, luciferase activities were analysed.



Real-Time Reverse Transcription-PCR

Cellular RNA was isolated by using the TRIzol reagent (Invitrogen). Using the Quantscript RT Kit (Promega), reverse transcription of the extracted RNA into cDNA was performed. The relative expression of VEGFC was normalised to β-actin expression. The primers used for quantitative real-time reverse transcription (qRT-PCR) were as follows: VEGFC-forward: 5′-CTCGGATGCTGGAGATGAC-3′, VEGFC-reverse: 5′-GGCTGGGGAAGAGTTTGTT-3′.



Wound Healing Assays

A micropipette tip was used to scrape the cells in a six-well plate. The cells were cultured in ZKSCAN5-related conditioned medium. Cell migration was monitored and imaged with a microscope at the indicated times. The cell migratory abilities were recorded and analysed with ImageJ software.



Tube Formation Assay

We placed the thawed extracellular matrix (ECM) gel solution into 96 prechilled sterile well plates, and then they were incubated for 1 h at 37°C to allow the matrix solution to solidify. Cell suspensions of 1.5–3 × 104 cells/well were added to the cured ECM gel. The cells were incubated at 37°C for 6–18 h. An inverted microscope was then used to observe and photograph the tube formation.



GST Pull-Down and Coimmunoprecipitation Assays

Purified His or GST fusion proteins bound to GST beads supplemented with protease inhibitors were co-incubated at 4°C for 4 h. After washing, the precipitated components were subjected to Western blot analysis. Cells were harvested and lysed using sonication to perform a coimmunoprecipitation assay. The supernatant of the cell lysates was incubated with antibodies at 4°C overnight, followed by incubation with Protein A Agarose (Santa Cruz) at 4°C overnight. The beads were dissolved in 2× SDS loading buffer after washing thrice with lysis buffer washing. Western blot was performed using specific antibodies as indicated.



Chromatin Immunoprecipitation and Re-ChIP

A Magna ChIP Test Kit (Millipore, Burlington, MA, USA) was used for chromatin immunoprecipitation (ChIP) determination according to the manufacturer’s instructions. Briefly, 1 × 107 ZR75-1 cells were cross-linked with 1% formaldehyde (Sigma) at room temperature, and then 0.25 M glycine was added after 10 min. Chromatin was sonicated to a size range of 200–1,000-bp fragments for ChIP analysis. The primary immunoprecipitation complexes were washed, eluted with 10 mM DTT at 37°C for 30 min, and diluted to 1:50 in re-ChIP buffer followed by re-ChIP with the secondary antibodies. Real-time PCR was conducted to detect the relative mRNA expression. Supplementary Table S2 summarises the primers used for quantitative real-time PCR analysis.



In Vivo Tumour Growth and Metastasis Analysis

The animal study was approved and monitored by the Ethics Committee of Harbin Medical University Cancer Hospital (the ID of animal experiment ethical approval: SYDW2021-056). For in vivo tumour estimation, nude mice were inoculated subcutaneously with 1 × 107 ZR75-1 cells with different constructs on the right side. The tumour size was calculated, and the mice were euthanised at the indicated time. The resected tumour was preserved in liquid nitrogen.

BALB/c mice were injected with 1 × 106 MDA-MB-231 cells labelled with luciferase carrying the indicated constructs into the lateral tail vein. All mice were euthanised after 50 days. All lungs were excised for metastatic foci analysis.



Immunohistochemistry

Primary breast cancer tissues and adjacent normal tissues were obtained from 116 patients at the Harbin Medical University Cancer Hospital (the ID of clinical experiment ethical approval: SYLC2021-063). Informed consent was obtained from the patients, and all study protocols were approved by the Institutional Review or Committees of Harbin Medical University Cancer Hospital. Anti-ZKSCAN5 (SAB4501021), anti-VEGFC (ab83905), and anti-LYVE1 (ab10278) primary antibodies were used at 1:100, 1:100, and 1:50 dilutions, respectively. The H-score of ZKSCAN5 or VEGFC was calculated by multiplying the percentage of positive cells and staining intensity.



Statistical Analyses

Statistical significance was assessed by using the two-tailed Student’s t-tests. The correlation expression and clinicopathologic characteristics were determined using the Pearson’s χ2 tests. The Kaplan–Meier method was used to estimate the overall and disease-free survival. All calculations were conducted with the SPSS 20.0 software. p < 0.05 was considered to indicate statistical significance.




Results


ZKSCAN5 Mediates the Transcription of VEGFC in Breast Cancer Cells

To determine the possible transcription factors regulating VEGFC transcription, we selected a transcription factor from the full-length cDNA transfection array of zr75-1 breast cancer cells from −1,058 to +1 bp by using the VEGFC promoter-luciferase (VEGFC-Luc) reporter. Besides the previously reported transcription factor Six1, we identified a novel transcriptional factor, i.e., ZKSCAN5. With an increase in ZKSCAN5 expression vector transfection doses, the VEGFC-Luc reporter activity gradually increased in both ZR75-1 and MDA-MB-231 cells (Figure 1A). By contrast, the knockdown of ZKSCAN5 decreased VEGFC-Luc reporter activity (Figure 1B). In accordance with the results of luciferase reporter analysis, knockdown of ZKSCAN5 decreased the VEGFC mRNA level (Figure 1C). Since the subcellular localisation of ZKSCAN5 has not been reported, we investigated the subcellular localisation of ZKSCAN5 by performing cytosolic–nuclear separation and immunofluorescence assay. The results showed that ZKSCAN5 was mainly located in the nucleus, which provided the cellular basis of ZKSCAN5 to transcriptionally regulate VEGFC expression (Figures 1D, E).




Figure 1 | ZKSCAN5 regulates the expression of VEGFC in breast cancer cells. (A) Luciferase reporter genes were determined in ZR75-1 and MDA-MB-231 breast cancer cells co-transfected with different concentrations of VEGFC reporter and myc-ZKSCAN5. A representative immunoblot showed the expression of myc-HRP. β-Actin was used as a control for loading. All values shown are expressed as the average value ± SD obtained from three independent experiments. *p < 0.05, **p < 0.01, and empty vector. (B) Luciferase reporter gene detection in ZR75-1 and MDA-MB-231 breast cancer cells co-transfected with VEGFC-Luc and ZKSCAN5 shRNA, VEGFC-Luc and control shRNA, or VEGFC-Luc and ZKSCAN5 shRNA plus shRNA-resistant ZKSCAN5 (ZKSCAN5-R). The representative Western blot shows ZKSCAN5 expression. Among them, β-actin was used as the loading control. (C) Real-time RT-PCR was used to analyse the VEGFC expression in ZR75-1 and MDA-MB-231 cells, which were transfected with ZKSCAN5 shRNA, control shRNA, or ZKSCAN5 shRNA plus shRNA-resistant ZKSCAN5 (ZKSCAN5-R). The representative Western blot further showed the expression of ZKSCAN5. Data shown are the mean ± SD of triplicate measurements from experiments that have been repeated three times with similar results (B, C). **p < 0.01 versus control shRNA. (D) Cytoplasmic and nuclear ZKSCAN5 protein levels in two types of breast cancer cell lines, ZR75-1 and MDA-MB-231. Tubulin was used as the cytoplasmic control, and lamin A/C was used as the nuclear protein-loading control. (E) Immunofluorescence images of ZKSCAN5 cellular localisation in green, and nuclei stained in blue (DAPI).





ZKSCAN5-Regulated VEGFC Promotes the Proliferation, Migration, and Tube Formation of HLECs

Cancer cell-secreted VEGFC markedly enhanced the proliferation and migration of lymphocyte endothelial cells. Because ZKSCAN5 improved the secretion of VEGFC by breast cancer cells, the effects of the conditioned medium on HLEC proliferation and migration were investigated in ZKSCAN5 knockdown stable cell lines. The ZKSCAN5 knockdown ZR75-1 or MDA-MB-231 cell-conditioned medium decreased HLEC proliferation. The conditioned medium from these cells re-expressing ZKSCAN5 could rescue these effects (Figures 2A, B). A similar tendency was also detected in HLEC migration analysis (Figures 2C, D).




Figure 2 | VEGFC secreted by cancer cells, under the influence of ZKSCAN5, regulates HLEC proliferation, migration, and tube formation. (A, B) Cell proliferation and colony formation assays in HLECs cultured in conditioned medium come from ZR75-1 or MDA-MB-231 cells stably infected with lentivirus carrying ZKSCAN5 shRNA or ZKSCAN5 shRNA plus ZKSCAN5-R. The representative Western blot displays the expression of ZKSCAN5. **p < 0.01 versus the control shRNA group (A, B). (C, D) Wound healing assays for HLECs cultured in conditioned medium from ZR75-1 or MDA-MB-231 cells, which were stably infected as in (A). The image shown is one of the representative results (C, D). Scale bar: 100 μm. (E, F) Tube formation assays for HLECs cultured in the conditioned medium from ZR75-1 or MDA-MB-231 cells, which were stably infected as in (A). All values shown are the mean ± SD of triplicate measurements and were repeated three times with analogous results (C, D). *p < 0.05 versus control shRNA. **p < 0.01 versus control shRNA.



The evolution of capillary lymph ducts by lymphatic endothelial cells is the key aspect of lymphangiogenesis. Therefore, we examined whether the expression of ZKSCAN5-mediated VEGFC could affect HLEC tube formation in vitro. The conditioned medium of ZKSCAN5 knockdown breast cancer cells constrained tube formation, which could be rescued by ZKSCAN5 re-expression in the ZKSCAN5 knockdown cells (Figures 2E, F). Collectively, these results illustrate that ZKSCAN5 enhances the expression of VEGFC and promotes HLEC tube formation and lymphangiogenesis.



ZKSCAN5 Regulates Breast Cancer Tumour Growth and Lung Metastasis In Vivo

To determine the phenotype of ZKSCAN5 in vivo, we examined the effect of ZKSCAN5 on breast cancer growth by injecting breast cancer cells containing this structure into the back of BALB/C nude mice. As expected, ZKSCAN5 knockdown significantly inhibited the growth of breast cancer tumours. This could be rescued by ZKSCAN5 re-expression in the ZKSCAN5 knockdown cells (Figures 3A–C).




Figure 3 | ZKSCAN5 regulates the growth of breast cancer tumours and lung metastasis in vivo. (A, B) ZR75-1 cells stably infected with the lentivirus carrying the indicated constructs were injected subcutaneously into the nude mice (n = 7 per group). The tumour volume was measured every 3 days, and the growth curve was plotted (B). (C) Representative IHC staining of ZKSCAN5 and Ki67 and H&E staining images of tumours resected from nude mice. Scale bar, 50 µm. (D) MDA-MB-231 cells stably expressing the constructs were injected through the tail vein to construct a breast cancer cell metastasis model in nude mice (n = 7 per group). (E) Anatomical and histological analyses of representative lung metastases were carried out. The number of tumour tubercles was determined under an anatomical microscope. Symbols represent individual mice. **p < 0.01 versus the corresponding control.



Since metastases occur in about 10% of patients with breast cancer, and nearly half of distant metastases occur in the lungs, we investigated the effect of this pathway on breast cancer tumour metastasis. Compared with that in the control group, diffuse pulmonary nodules were significantly reduced in the ZKSCAN5 knockout group. Importantly, ZKSCAN5 re-expression in the ZKSCAN5 knockdown cells dramatically rescued lung metastasis (Figures 3D, E). A histological examination of the lungs confirmed the presence of metastases. In conclusion, ZKSCAN5 regulates breast cancer tumour growth and lung metastasis in vivo.



ZKSCAN5 Recruits the Histone Methyltransferase SETD7 to the VEGFC Promoter

To further investigate the transcription mechanisms of ZKSCAN5 on regulating VEGFC expression in breast cancer cells, we confirmed the binding site of ZKSCAN5 on the VEGFC promoter. We used JASPAR to predict conserved binding sequences of ZKSCAN5 and its binding sites to the VEGFC promoter (Figure 4A). A luciferase assay demonstrated that nucleotides from −658 to −608 bp on the VEGFC promoter contained a possible ZKSCAN5-binding site (Figure 4B). ChIP assay revealed that ZKSCAN5 was specifically recruited into the −658- to −608-bp region of the VEGFC promoter, and not the −608- to −558-bp region or 2 kb upstream of the VEGFC promoter (Figure 4C).




Figure 4 | (A) Conserved binding sequences of the transcription factor ZKSCAN5 (JASPAR: http://jaspar.genereg.net/) and its binding sites to the VEGFC promoter. (B) Luciferase activity of various VEGFC promoter constructs in ZR75-1 cells transfected with ZKSCAN5 or empty vector. Data shown are the mean ± SD of triplicate measurements and were repeated three times with similar results. **p < 0.01 versus empty vector with corresponding promoter reporter. (C) ChIP analysis of the occupancy of ZKSCAN5 on the putative ZKSCAN5-binding sites of the VEGFC promoter in ZR75-1 cells. (D) ChIP analysis of the occupancy of H3K4me, H3K4me2, and H3K4me3 on the VEGFC promoter in ZR75-1 cells. The GAPDH promoter has the function of H3K4me2- and H3K4me3-positive control. (E) ChIP analysis of the occupancy of ZKSCAN5 and different histone methyltransferases on the VEGFC promoter in ZR75-1 cells. Positive controls of SET1 and MLL1 were promoters of PMA1 and HoxA7, respectively.



Transcriptional activation or repression can be led by histone methylation. Methylation of histone H3 at lysine 4 (H3K4) is supposed to be a transcriptional activating mark. Given that ZKSCAN5 benefits VEGFC transcription, we then investigated whether H3K4 methylation enriched the ZKSCAN5-binding region. The specificity of the H3K4 methyl antibodies was validated before the ChIP assay. As expected, GSK-LSD1 (200 μM, 12 h), an LSD1 inhibitor, specifically increases the levels of H3K4me2 and H3K4me3 but does not affect H3K4me1. CPI-455 (10 μM, 5 days), the inhibitor of KDM5 demethylases, only increases the level of H3K4me3 but does not affect H3K4me2. These findings demonstrate that the H3K4methyl antibodies used in our experiments are specific without cross-reactivity (Supplementary Figure S1). H3K4 dimethylation (H3K4me2) and trimethylation (H3K4me3), but not H3K4 monomethylation (H3K4me), were enriched at the −658- to −608-bp region, despite the positive control H3K4me being enriched at the GAPDH promoters (Figure 4D).

Next, we investigated which histone methyltransferase precisely regulates the dimethylation or trimethylation of H3K4 on the ZKSCAN5-binding region (−658 to −608 bp). Like ZKSCAN5, SETD7 was also recruited to the ZKSCAN5-binding site on the VEGFC promoter (Figure 4E). As previously reported (22, 23), although MLL1 and SET1A were recruited to the promoters of homeobox-containing 7 and plasma membrane ATPase 1 separately, they were not recruited to the binding site of the VEGFC promoter (Figure 4E). Re-ChIP experiments were performed to determine whether ZKSCAN5 was associated with SETD7 on the −658- to −608-bp region of the VEGFC promoter (Figure 5A). Importantly, ZKSCAN5 knockdown reduced the recruitment of SETD7, H3K4me2, and H3K4me3, to the −658- to −608-bp region of the VEGFC promoter (Figure 5B). Knockout of SETD7 reduced the recruitment of H3K4me2 and H3K4me3 to the −658- to −608-bp region of the VEGFC promoter (Figure 5B). The same trend was observed by using (R)-PFI-2 (1 μM, 2 h), an inhibitor of SETD7 (Figure 5C).




Figure 5 | ZKSCAN5 and SETD7 constructed a complex on the −658- to −608-bp region of the VEGFC promoter. (A) Re-ChIP analysis of the occupancy of ZKSCAN5 and SETD7 on the VEGFC promoter (−658 to −608 bp) in ZR75-1 cells. (B) ChIP analysis of ZR75-1 cells stably infected with lentivirus carrying ZKSCAN5 shRNA or SETD7 shRNA on VEGFC promoter (−658 to −608 bp) with the indicated antibodies. Western blot revealed the knockdown effects of ZKSCAN5 and SETD7. **p < 0.01 versus corresponding control shRNA. (C) ChIP analysis using the SETD7 antibody in ZR75-1 cells treated with DMSO or (R)-PFI-2 on the VEGFC promoter (−658 to −608 bp). (D) Reciprocal coimmunoprecipitation analysis of endogenous interactions among ZKSCAN5 and SETD7. (E) GST pull-down analysis of direct interactions between ZKSCAN5 and SETD7. Purified His-tagged ZKSCAN5 and GST-SETD7 or GST was used. (F) Mapping of the interaction region of SET7 in ZKSCAN5. HEK293T cells were co-transfected with MYC-tagged SET7 and FLAG-tagged ZKSCAN5 or its deletion mutants. Anti-FLAG immunoprecipitation was used to precipitate cell lysates, followed by immunoblotting with the specified antibody. The schematic diagram shows ZKSCAN5 and its deletion mutants. (G) The mapping highlights the interaction region of ZKSCAN5 in SET7. HEK293T cells were co-transfected with MYC-tagged ZKSCAN5 and FLAG-tagged SET7 or its deletion mutants. Immunoprecipitation of the cell lysate was analysed in (A). The schematic diagram shows SET7 and its deletion mutants; MF, middle region fragment; SET, SET domain-containing fragment. All values shown are the mean ± SD of triplicate measurements from experiments that have been repeated three times with similar results.



Based on the fact that ZKSCAN5 could mediate the enrichment of SETD7, we investigated whether ZKSCAN5 could substantially interact with SETD7. Endogenous ZKSCAN5 pointedly coimmunoprecipitated with endogenous SETD7 using ZR75-1 cells (Figure 5D). Since the His-labelled ZKSCAN5 protein interacts with the purified GST-SETD7, but not GST alone, the functional interaction between ZKSCAN5 and SETD7 is explicit (Figure 5E). ZKSCAN5 (215–366) contains the SCAN domain related to Set7 but does not contain other ZKSCAN5 deletion mutants (Figure 5F). SET7 (215–366) contains the SET fragment (SET), which interacted with ZKSCAN5, whereas SET7 (108–214) containing the middle-region fragment (MF) and SET7 N-terminal region (1–107) containing the NF domain did not (Figure 5G). These results show that ZKSCAN5 and SETD7 may construct complexes in the −658- to −608-bp region of the VEGFC promoter.



ZKSCAN5 Positively Correlates With VEGFC Expression and Plays a Prognostic Role in Breast Cancer

We first performed immunohistochemistry (IHC) on 116 human breast cancer samples to demonstrate the clinical significance of ZKSCAN5. Before this test, the specificity of the antibodies for ZKSCAN5 in IHC was determined by immunoblotting lysates from MDA-MB-231 and ZR75-1 breast cancer cells transfected with ZKSCAN5 siRNAs (Supplementary Figure S2). Interestingly, ZKSCAN5 expression increased in cancer tissues compared to that in the adjacent paracancerous tissues (p = 2.33 × 10−6; Figure 6A). The associations between ZKSCAN5 expression and lymph vessel number stained by the specific marker LYVE-1 were investigated. ZKSCAN5 was positively related to VEGFC expression in breast cancer tissues (p = 9.0 × 10−6). Tumours with high ZKSCAN5 expression had more lymph vessels compared with low ZKSCAN5 expression (Figures 6B, C). Moreover, we observed that higher ZKSCAN5 expression indicated reduced disease-free (p = 1.842 × 10−4) and overall survival (p = 0.006; Figure 6D). In conclusion, these findings imply the importance of ZKSCAN5 in lymphangiogenesis and the prognosis of breast cancer.




Figure 6 | ZKSCAN5 is a prognostic marker of breast cancer and is positively correlated with VEGFC expression. (A) Representative immunohistochemical staining of ZKSCAN5 in human cancerous breast tissues and adjacent normal breast tissues. Scale bar: 25 μm. ZKSCAN5 expression scores were plotted and compared (Mann–Whitney U test). (B) Representative immunohistochemical staining of ZKSCAN5 in human breast cancer samples. Scale bar: 25 μm. To quantify lymphatic microvessel density, images were obtained from eight regions of each tissue to calculate the number of vessels more accurately. The correlation of ZKSCAN5 with VEGFC expression or lymph microvessel number (positive LYVE-1 staining) is shown. The p value was generated using Pearson’s χ2 test (ZKSCAN5 and VEGFC) and the Wilcoxon rank-sum test (LYVE-1). (C) Database analysis showed that ZKSCAN5 expression was positively correlated with VEGFC expression in breast cancer patients. (D) The total survival time (above) and disease-free survival time (below) of patients with breast cancer were estimated by the Kaplan–Meier method. The review samples are represented by the markers on the chart lines. (E) Proposed model for ZKSCAN5 modulation of VEGFC expression as well as its tumour-promoting function. ZKSCAN5 recruited SETD7 into the VEGFC promoter, which promoted the increase of VEGFC transcription and secretion in breast cancer cells. VEGFC is secreted by cancer cells, binding to VEGFR3, promoting proliferation, migration and lymphangiogenesis of HELC. Ultimately, they can lead to tumour growth and metastasis.






Discussion

Lymphatic vasculature is considered a crucial factor in the modulation of normal homeostasis and many diseases (24). VEGFC is one of the most important regulators of tumour lymphangiogenesis. Emerging evidence shows that various aspects of tumour development can be promoted through the autocrine regulation of VEGFC. It is reported that VEGFC can also regulate the immune system, making it easier for tumour cells to escape immune surveillance. The proliferation and migration of lymphatic endothelial cells are prerequisites for lymphangiogenesis (25). The expression of VEGFD in breast tumours was significantly higher than that in the non-adjacent control (26, 27). The expression of VEGFC was significantly higher than that of VEGFD in patients with breast cancer, as revealed by investigating TCGA database (Supplementary Figure S3, p < 0.0001). A study demonstrated that primary breast tumours induce sentinel lymph node lymphangiogenesis and that tumour-derived VEGFC plays an important role in their lymphangiogenesis in breast cancer, but not VEGFD (28). VEGFD seemed to exert proliferative activity in invasive breast carcinomas. VEGFC was found to be an independent indicator of a patient’s poor prognosis (29). Thus, elucidating the molecular mechanisms underlying VEGFC expression modulation in cancer cells is of great significance.

The significant upregulation and downregulation of VEGFC expression in tumours were mainly caused by transcriptional regulation (30). Transcription factors, such as Six1 (13) and FOXK1 (14), enhanced VEGFC transcription among cancer cells. However, other transcriptional factors that regulate VEGFC expression remain largely unknown. Here, we identified ZKSCAN5 as a novel transcriptional factor for VEGFC expression regulation. We chose ZR75-1 and MDA-MB-231 breast cancer cell lines to exclude the influence of the ER status. ZKSCAN5 can not only activate the activity of the VEGFC-Luc reporter but also increase the expression of VEGFC mRNA. ZKSCAN5 was localised predominantly in the nucleus, which provided the cellular basis of ZKSCAN5 to regulate VEGFC expression transcriptionally. ZKSCAN5 binds to the promoter section (−2,911 to −2,859 bp) of VEGFC in breast cancer cells. Cancer cell-secreted VEGFC regulated by ZKSCAN5 controls HLEC proliferation, migration, and tube formation (Figure 6E). As a new clinical prognostic marker for breast cancer, ZKSCAN5 has a positive correlation with VEGFC expression. Thus, targeting ZKSCAN5 will be an effective way to control lymphangiogenesis in breast cancer.

Transcriptional regulation consists of changes in transcription factor binding and a complex programme of epigenetic changes regulated by histone-modifying enzymes and DNA methyltransferase (31, 32). However, the characteristics of transcription factor binding-related histone modification enzymes remain unclear. Unlike many other methyltransferases, SETD7 only monomethylates H3K4, resulting in transcription activation in HeLa cells (33). SETD7 has initially been defined as H3K4me1. It remains controversial whether SETD7-mediated H3K4me1 is critical for the transcriptional regulation of its target genes (34). Although SETD7 is one H3K4-specific methyltransferase, SETD7-mediated p53 methylation is not a major regulatory event and does not affect p53 activity markedly in vivo (35). Although Guo et al. established the physical interaction between ISL1 and SETD7, as a histone H3K4-specific methyltransferase (36), SETD7 activates its expression in gastric cancer cells by binding to the ZEB1 promoter (37). Despite SETD7 being generally considered a monomethyltransferase, it has also been shown to catalyse the dimethylation of specific substrates, depending on the sequence contexts of the methylation sites (38). For example, researchers discovered that SETD7-mediated H3K4me3 enrichment on the lncRNA DRAIC promoter regulated the growth and metastasis of gliomas (39). We confirmed a functional role for ZKSCAN5 in recruiting SETD7 to the specific target VEGFC. ZKSCAN5 directly interacts with SETD7 and forms a complex with SETD7 on the VEGFC promoter. ZKSCAN5 knockdown reduces the recruitment of SETD7, H3K4me2, and H3K4me3. SETD7 knockdown or inhibition decreases H3K4me2 and H3K4me3 expression on the VEGFC promoter. Notably, SETD7 is known to be a transcriptional coactivator for ZKSCAN5 in regulating VEGFC transcription. Our study showed that SETD7 could play an important role in the transcriptional regulation of ZKSCAN5 as a cofactor of H3K4me2 or H3K4me3. The different results from previous studies may be caused by the following factors: first, previous studies have focused on different cell lines; second, many factors can affect the target genes excluding DNA methylation; third, sequence contexts of the methylation sites could lead to different outcomes. Taken together, our study indicates the critical role of ZKSCAN5 in epigenetic regulation and suggests that methylation of H3K4me2 and H3K4me3 by SETD7 is required for ZKSCAN5-induced VEGFC transcription.

ZKSCAN5 is proposed to play an important role during spermatogenesis (15). In humans, alternatively spliced ZKSCAN5 transcripts with different 5′-untranslated regions have been confirmed (40). However, the biological function of ZKSCAN5 is currently largely unknown. To the best of our knowledge, here, for the first time, we uncovered the function of ZKSCAN5 in modulating VEGFC expression, lymphangiogenesis, and breast cancer cell growth. In addition, we found that ZKSCAN5 overexpression was positively correlated with a poor prognosis in patients with breast cancer. ZKSCAN5 is the first identified sequence-specific DNA-binding transcription factor that can bind to the VEGFC promoter (Figure 4D). Our results pertaining to ZKSCAN5 supplement previous findings of the biological functions of ZKSCAN5. However, there have been few relevant studies on ZKSCAN5 since its discovery in 1999 (41). ZKSCAN3, a transcription factor in the same family as ZKSCAN5, plays a role in many types of tumours (42–44). ZKSCAN3 is a zinc finger transcription factor with KRAB and SCAN domains. It upregulates the expression of genes related to the cell cycle, resulting in cell proliferation, migration, angiogenesis, and proteolysis. Therefore, ZKSCAN3 promotes the tumour progression, invasion, and migration and cell growth. Silencing its expression can significantly suppress the malignancy, tumorigenicity of xenotransplantats, and growth and metastasis of tumour cells. Knocking out this key molecule in tumour cells can also lead to the enhancing of the antitumor effects of drugs. The wide expression of ZKSCAN3 in tumour cells makes it an important potential target for tumour therapy. ZKSCAN5 and ZKSCAN3 belong to the zinc finger transcription factor family. We propose that their functions would also be similar and, along with ZKSCAN3, can be targeted for the development of tumour therapy.

It has been reported that SETD7 methylates ERα, which plays an important role in breast cancer development and progression (45). Recently, SETD7 has been found to potentially methylate β-catenin, which plays a key role in cytodifferentiation, cell proliferation, and tumorigenesis (46). Inactivation or elimination of SETD7 causes G1/S cell-cycle arrest in osteosarcoma and pulmonary carcinoma cells after DNA damage (47, 48). It remains to be explored whether SETD7 has tissue-specific effects on regulating the growth of cancer cells. The present study provides some evidence that SETD7 is an oncogene in breast cancer. Inhibiting SETD7 expression may be a good strategy for breast cancer treatment. It is very interesting to study these inhibitors that may restrain tumour cell growth and lymphangiogenesis.
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Ovarian carcinomas (OCs) represent a heterogeneous group of neoplasms consisting of several entities with pathogenesis, molecular profiles, multiple risk factors, and outcomes. OC has been regarded as the most lethal cancer among women all around the world. There are at least five main types of OCs classified by the fifth edition of the World Health Organization of tumors: high-/low-grade serous carcinoma, mucinous carcinoma, clear cell carcinoma, and endometrioid carcinoma. With the improved knowledge of genome-wide association study (GWAS) and expression quantitative trait locus (eQTL) analyses, the knowledge of genomic landscape of complex diseases has been uncovered in large measure. Moreover, pathway analyses also play an important role in exploring the underlying mechanism of complex diseases by providing curated pathway models and information about molecular dynamics and cellular processes. To investigate OCs deeper, we introduced a novel disease susceptible gene prediction method, XGBG, which could be used in identifying OC-related genes based on different omics data and deep learning methods. We first employed the graph convolutional network (GCN) to reconstruct the gene features based on both gene feature and network topological structure. Then, a boosting method is utilized to predict OC susceptible genes. As a result, our model achieved a high AUC of 0.7541 and an AUPR of 0.8051, which indicates the effectiveness of the XGPG. Based on the newly predicted OC susceptible genes, we gathered and researched related literatures to provide strong support to the results, which may help in understanding the pathogenesis and mechanisms of the disease.
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Introduction

Ovarian carcinomas (OCs) are one of the most fatal cancers in women; a scientific study of the disease is of vital priority due to its high death rate (1). A better understanding of the entities and molecules that contribute to the pathogenesis and progression of OC is essential to improve the diagnostics and treatment of the disease. Although the etiologic causes of OCs have not been recognized well, genetic factors that caused mutations in the disease have been examined profoundly with the help of many genetic approaches. However, there are still many disease susceptible genes not identified, and it is of vital importance to explore the mechanism and underlying pathogenic factors to better understand the disease and make a contribution in treating the disease.

A genome-wide association study (GWAS) is an approach utilized in genetics research to associate specific genetic variants [single-nucleotide polymorphisms (SNPs)] with a specific disease. It has identified hundreds of risk genetic variants (SNPs) that may result in ovarian cancers (2–6). However, these studies can only explain a small fraction of disease-related regions in a functional point of view (7–9). Since many risk alleles may locate in the non-protein-coding regions to regulate the expression of target genes (10), though GWAS provides strong support in revealing the associations between variants and traits, it is not comprehensive to discover the disease-related genes or gene regulators merely based on GWAS datasets.

Expression quantitative trait loci (eQTLs) are genomic loci that explain variation in expression levels of genes, which can be regarded as an additional evidence for identifying disease-related genes. eQTLs indicate the chromosomal loci that can explain variance in expression traits. These distinguishing characteristics from most expression quantitative trains are not the product of the expression of a single gene. With the help of eQTL analyses, a lot of causal genes for multiple types of cancers have been identified, such as kidney cancers, prostate cancers, breast cancers (9, 11, 12), and other complex diseases such as Alzheimer’s disease and schizophrenia (13, 14). Therefore, it is more worthy to discover disease causal genes based on the integration of both GWAS and eQTL datasets.

In addition to the genetic information derived from GWAS and eQTL datasets to understand the mechanisms of complex diseases, investigation and identification of molecular pathways are also important in exploring the underlying mechanism of diseases. Pathway analysis is a typical efficient analysis to explore the biology of genes and proteins that are differentially expressed in biological processes. There are many widely accepted pathway databases such as KEGG and BioCarta that can provide illustrative information to study diseases from the view of pathway system (15, 16). According to the information of molecular dynamics and cellular processes, genes and gene products are annotated based on different functions and characteristics (17). Since complex diseases are not only caused by a single gene or a single biological process, it is important to understand the diseases and identify disease causal genes from the point of view of a pathway system.

In this article, we proposed a novel OC causal gene identification method, XGPG, integrating gene features from both genomic point and pathway annotation point. We first employed the graph convolutional network (GCN) to reconstruct the gene feature based on both gene feature and network topological structure, then utilized a boosting method, extreme gradient boosting (XGBoost), to predict OC-related susceptible genes as a binary classification problem. By applying this method, we built an efficient gene prediction model and prioritized more putative genes associated with OCs.



Methods


Framework

Our method, XGPG, contains 4 main parts, data collection, feature extraction, gene feature reconstruction based on both gene feature and network topology structure, and OC causal gene prediction based on the constructed XGBoost model. In the first section (A), we manually collected different types of ovarian diseases including OC-related genes from the DisGeNET database (18) and then we obtained gene features from the GWAS Catalog, GTEx Portal, and KEGG database for different features (19, 20). Furthermore, we collected gene interaction information from the HumanNet database (21). (B) Thus, we extracted gene features from GWAS data, eQTL data, and pathway annotations, and then extracted gene network structure topological features based on the gene–gene interaction network. (C) After the feature extraction process, we utilized the GCN model to reconstruct the integrated gene features based on both gene feature and topological structure for a more precise representation of collected genes. (D) In the disease gene prediction part, a boosting model, XGBoost, is employed for constructing the prediction model and to prioritize OC-related genes. The work frame is shown in Figure 1.




Figure 1 | Work frame of the XGBG model. (A) Data resource; (B) GCN workflow; (C) XGboost workflow; (D) final classifier.





Data Collection

We first downloaded published verified ovarian cancer-related genes from the DisGeNET database; after filtering, the dataset contains 3,181 genes to be regarded as a positive gene set. To construct a balanced training set, we randomly selected 3,171 genes that have interactions with positive genes but have no associations with ovarian diseases. These genes are used to construct the negative gene set. Then, we downloaded gene interaction information from the HumanNet database to build the gene–gene interaction network. For the prediction of OC causal genes, we also downloaded 721 ovarian disease-related genes as candidate genes to construct the prediction gene set. To extract gene features, we downloaded GWAS data from the GWAS Catalog and obtained 9,793,553 susceptible loci associated with OC, and we downloaded eQTL data from the GTEx v8 database including 25,325 susceptible loci detected in ovary tissue based on gene expression level. Moreover, we downloaded gene-pathway information from the KEGG database, including 343 annotated pathways.



Feature Extraction

We extracted gene features from three aspects, namely, GWAS data, eQTL, data and KEGG pathway information. We first obtained the detailed gene location information of the training and predictive gene data, including chromosome name, start position, and end position. Then, the genes are mapped to the SNPs provided by GWAS data. To construct the SNP feature, we sorted the gene-mapped SNPs by p-value and extracted the top 5 significant SNPs as the SNP feature of the gene. Thus, the SNP feature can be denoted as a 5-D vector:

 

For those genes that have less than 5 mapped SNPs, we set the value to 9 × 10−6 to avoid calculation error. For the expression feature, we mapped the genes to eQTL data based on gene location information and then extracted the top 5 significant eQTL p-values as expression feature. We also set the value to 9 × 10−6 for those genes mapped to less than 5 loci to avoid the calculation error. Thus, the expression feature can be denoted as a 5-D vector:

 

We then downloaded the KGML files from the KEGG database, representing the details for computational analysis and pathway relations in KEGG pathways. According to the KGML files, we can obtain the genes that participate in each KEGG annotated pathway. In total, the KEGG database has annotated 343 pathways; thus, the pathway feature of each gene can be denoted as a 343-D vector; the value is set to 1 if the gene is in the pathway process or set to 0 vice versa:

 

 

Thus, the primary feature representation of each gene can be denoted as a 353-D vector including the SNP feature, the expression feature, and the pathway feature. Since the feature matrix could be very sparse and is not comprehensive, we further utilized the GCN model to reconstruct the feature representation with the information of the gene interaction network topological structure.



Feature Reconstruction by GCN

We first downloaded the gene–gene interaction information from the HumanNet database and constructed a gene–interaction network of the training set with dimensions of 6,352 × 6,352. Then, the adjacent matrix can be constructed based on the topological structure of the net. Next, the gene interaction network with gene features is input to the GCN model to reconstruct the gene features to obtain a more comprehensive feature representation. Consider the graph G = (V, E, W), where V is the nodes, E is the edge, and W is the weight matrix encoding the associations between nodes. In the GCN model, Rectified Linear Units (ReLU) is used as the activation function. We input the gene feature matrix X to the GCN model and then the gene feature can be extracted by the propagation rule of each layer:

 

 

where σ is the non-linearity activation function; here, we used ReLU.

Lastly, gene feature representation is reconstructed by GCN.



Gene Prediction Based on XGBoost Model

XGBoost is a state-of-the-art boosting method that has been widely employed in many kinds of data mining problems. It can also be used in classification and regression problems. Boosting is an ensemble learning algorithm that firstly train a weak model and then train an enhanced model to improve the errors by iteration. By iteration, the new model can fit the residuals of the previous model. Here, we utilized the “xgboost” package in R to perform the training and prediction process. In order to evaluate our prediction model, we performed a 10-fold cross-validation on the 6,352 training set. Since the training set is composed of 3,181 positive samples and 3,171 negative samples, we randomly divided them into 10 groups, and 9 of them is used to train the model and the last one is used to test the model based on the labels at each time. Grid searches were performed to evaluate the best performance of the parameters of the model.




Results


Measurement of Model Performance

Since we have assessed the performance of our model based on 10 CVs with training sets, the ROC curve and PR curve are used to measure the performance of the model; the curves of 10 CVs are shown in Figure 2. The AUC and AUPR of 10 CVs are shown in Table 1. As a result, we obtained the average AUPR of 0.8051 and the average AUC of 0.7541. We chose the best performance model with an AUPR of 0.8301 and an AUC of 0.7770 to predict the OC causal genes.




Figure 2 | Ten CV performance of the XGPG model.




Table 1 | AUPR and AUC of 10 CVs.





Performance Comparison Between Models

Although we have proved the performance of XGPG by 10 CVs on the training set, there have been many other machine learning and deep learning methods used in classification problems, such as random forest (RF), Naïve Bayesian (NB), support vector machine (SVM), and deep neural network (DNN). To better illustrate the effectiveness and credibility of XGPG, we also compared it with SVM, RF, Naïve Bayes, and DNN. In order to ensure the consensus of the input to each model, all the gene features are reconstructed by GCN. The results are shown in Figure 3. As shown in the figure, SVM and RF perform better than NB and DNN, but they are far behind the XGBoost model.




Figure 3 | Performance comparison with different models.





OC Gene Prediction Process

Since we have demonstrated the performance of our method and chose the best model to predict the OC genes, we then performed the gene prediction process with 721 verified ovary disease-related genes obtained from DisGeNET to further identify genes that are significantly associated with OCs. We also extracted the gene features as mentioned in the Feature Extraction section and built the gene interaction network to obtain the topological structure. After the gene prediction process by XGPG, we finally prioritize the candidate genes by the score resulting from the XGBoost model.




Case Study

According to the results, our method predicted 148 (score threshold is 0.8) and 45 (score threshold is 0.9) OC causal genes from 721 candidate susceptible genes. We listed the top 20 genes in Table 2. As shown in Table 2, some of predicted genes have been reported to have direct or indirect associations with OC. Studies have indicated that KNG1 is highly related to the gonadotropin-releasing hormone (GnRH) (22), which is a hypothalamic neuropeptide that plays an important role in the reproductive system. Investigators have made a great effort to develop GnRH agonists and antagonists for the treatment of tumors such as ovarian cancers (23). Coagulation factor II (F2) is found to be overexpressed in various epithelial neoplasms including ovarian cancer (24); F2 receptor, also known as PAR1, has been provided to be differentially expressed in ovarian cancer tissue (25). F13A, also known as coagulation factor XIII A, has been proven to have a significantly higher concentration in OC plasma, which may be a powerful tool for the clinical diagnosis and prognostic prediction of the disease (26). RASA1 is a member of the RAS-GAP family, which has been reported to play an important role in cell proliferation and migration in several types of cancers, including OC, by inhibiting the malignant progression of OC cells in a high level (27). Furthermore, SMAD1 can regulate BMPs (such as BMPR1A), resulting in aberrant BMP signaling in ovarian cancer pathology (28, 29). The IGF system has been implicated in OC since it has a key role in normal growth and development. In the Yang study, they proved that IGFBP-6 may have profound effects on the migration of two ovarian cancer cell lines, which may help in developing an IGFBP-6-based therapeutic for ovarian cancers (30). Since AGTR1 has been demonstrated to be the main effector of RAS and AGTR1 protein was detected in 86% of OC tissues, AGTR2 is the antagonist of AGTR1, which means that it also plays an important role in the pathology of OC (31). NPPB is a secreted protein that has been proven to maintain a high level in the blood of women with ovarian cancer, which indicates that NPPB may be a novel biomarker for the detection of EOC (32).


Table 2 | Top 20 predicted OC causal genes.





Discussion

OCs are one of the most dangerous cancers for women. It is important and essential to understand the mechanisms of the disease. In this study, we proposed an OC causal gene prediction method, XGPG, based on the deep learning method and the boosting method. Since GWASs have identified lots of susceptible loci associated with OC, due to the theory of linkage disequilibrium (LD), SNPs can regulate the pathologies of traits on the expression level of target genes. Thus, we integrated both GWAS and eQTL data to integrate the gene feature from both genetic and expression levels. Moreover, since complex diseases are not only caused by a single gene or SNP, it is important to also take gene–gene interaction into consideration. We built the gene interaction network to extract the gene network topological structure. Based on both gene feature and structure feature, we can reconstruct the gene feature representation by the GCN model and then perform the prediction process using the XGBoost model. We obtained a high AUPR 0.8051 of and an AUC of 0.7541 on the training set composed of 3,181 positive samples and 3,171 negative samples after 10-fold cross-validation. Compared with 4 other models, SVM, RF, NB and DNN, our model performed much better. Then, we performed the OC prediction process on the 721 candidate genes and derived a prioritized gene list. As a result, our method predicted 148 (score threshold is 0.8) and 45 (score threshold is 0.9) OC causal genes. From the results, prioritized genes such as F13A, RASA, SMAD, and AGTR2, and several other genes are published and proved to be associated with OC, which also proved the effectiveness of our method. In summary, our method is helpful in further understanding the etiology and pathology of OC, and may be used as a strong theoretical evidence for drug design.
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As one of the most common cancers of the digestive system, colon cancer is a predominant cause of cancer-related deaths worldwide. To investigate prognostic genes in the tumor microenvironment of colon cancer, we collected 461 colon adenocarcinoma (COAD) and 172 rectal adenocarcinoma (READ) samples from The Cancer Genome Atlas (TCGA) database, and calculated the stromal and immune scores of each sample. We demonstrated that stromal and immune scores were significantly associated with colon cancer stages. By analyzing differentially expressed genes (DEGs) between two stromal and immune score groups, we identified 952 common DEGs. The significantly enriched Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) terms for these DEGs were associated with T-cell activation, immune receptor activity, and cytokine–cytokine receptor interaction. Through univariate Cox regression analysis, we identified 22 prognostic genes. Furthermore, nine key prognostic genes, namely, HOXC8, SRPX, CCL22, CD72, IGLON5, SERPING1, PCOLCE2, FABP4, and ARL4C, were identified using the LASSO Cox regression analysis. The risk score of each sample was calculated using the gene expression of the nine genes. Patients with high-risk scores had a poorer prognosis than those with low-risk scores. The prognostic model established with the nine-gene signature was able to effectively predict the outcome of colon cancer patients. Our findings may help in the clinical decisions and improve the prognosis for colon cancer.
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Introduction

Colon cancer is a common malignant tumor, ranking second among cancers in causing cancer-related deaths in the United States. Statistics from 2016 and 2017 estimated that approximately 147,950 individuals would be diagnosed with colon cancer in 2020, with 53,200 of these individuals dying from the disease (1–3). In China, colon cancer has the fifth highest incidence and mortality among all cancers (4). The cure and survival rates for colon cancer have increased because of early cancer screening and improvements in treatment (5, 6).

The tumor microenvironment (TME) is composed of tumor cells and surrounding immune cells, stromal cells, and extracellular matrices (ECMs) (7–11). Tumor cells can interact closely with their niche, with mesenchymal stromal cells playing a role in tumor cells escaping surveillance of the immune system (12, 13). Stromal cells promote tumor growth by overexpressing growth signals in cancer cells (14). There is growing evidence that the TME results in tumor progression by participating in multiple biological processes, including immune cell activation and recruitment, angiogenesis, and ECM remodeling (8, 15). Therapeutic strategies targeting the TME have emerged as a promising approach for cancer treatment in recent years (16, 17). Many studies have indicated that TME can affect a patient’s clinical outcome and response to therapy (18, 19). Tumor-infiltrating immune cells have been proven to significantly influence tumor progression and the efficacy of anti-tumor therapy (20).

The function of multiple cell types in the TME of colon cancer has been well elucidated. In addition to acting as a physical scaffolding for tumor cells, ECM also contributes to colon cancer cells adhesion, immune evasion, and metastasis (21). Tumor-associated neutrophils enhance invasiveness by influencing angiogenesis and response to vascular endothelial growth factor (VEGF) inhibition in colon cancer (22). Higher numbers of CD4+ T cells can improve survival and patient benefits (23), whereas infiltrated inefficient T cells can drive tumor immune resistance (24). Malignant cells may avoid immune surveillance by suppressing dendritic cells, and colon cancer stem cells can evolve into malignant cells by accumulating genetic and epigenetic alterations and interacting with the TME as well (25). In summary, the TME of colon cancer promotes a pro-inflammatory milieu, and therefore, anti-inflammatory agents can be used to treat colon cancer (26).

In this study, we explored the relationship between stromal and immune scores of colon cancer and clinical variables. We then identified nine key prognostic genes in the TME of colon cancer. We established a novel prognostic model of the nine-gene signature that effectively predicted the outcome of colon cancer patients.



Materials and Methods


Colon Cancer Data Collection From the TCGA Database and GEO Database

Gene expression data and corresponding clinical information of COAD and READ patients used in our study were downloaded from The Cancer Genome Atlas (TCGA) database (https://portal.gdc.cancer.gov/). Detailed clinical characterization of the patients was summarized in Table 1. The Gene Expression Omnibus (GEO) database [GSE39582 (n = 585)] was used to validate the relationship between the expression of nine key prognostic genes and the survival of colon cancer patients.


Table 1 | Clinical characterizations of patients.





Calculation of the Stromal and Immune Scores and Identification of DEGs

We calculated the immune and stromal scores in each tumor sample using the “estimate” R package, and the gene expression matrix of colon cancer patients from the TCGA database was used as input (27). Patients were subsequently separated into high-stromal and low-stromal score groups or high-immune and low-immune score groups based on the median scores, respectively. DEGs were identified using the “limma” R package, (FDR) <0.05 and |log2(fold change)| >1 as the cutoff values (28, 29). The “heatmap” R package was employed to display the expression level of the top 40 DEGs. The “VennDiagram” R package was used to display the overlapping genes (30).



Enrichment Analysis of Intersection DEGs

To explore the potential functions and pathways of these intersection DEGs, Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) enrichment analyses were performed by using the “enrichplot” package and the “clusterProfiler” package (31), with the threshold set as p-value < 0.05.



Identification of Key Prognostic Genes Within Intersection DEGs

Univariate Cox regression analysis was used for identifying the relationship between gene expression and overall survival (OS), tumor samples of patients were divided into a high-expression group and a low-expression group according to the median gene expression level, p-value < 0.05 was considered as the threshold, and 22 genes were identified as candidate prognostic genes. A least absolute shrinkage and selector operation (LASSO) algorithm was used to identify key prognostic genes with the “glmnet” R package (32). Lambda.min was the cutoff point at which the minimum mean cross-validated error occurs. Genes or indexes whose coefficient was not 0 at lambda.min were selected as key prognostic genes. The risk score of each sample was calculated using the following formula:

	

Coef indicated the coefficient of genes and Exp indicated the expression level of genes. All patients were grouped into the high-risk group and low-risk group based on the median risk score. The “SurvivalROC” of R package was used to display the performance of all prognostic factors to predict the survival of colon cancer patients.



Statistical Analysis

The correlation analysis was performed using Spearman’s correlation analysis. Survival curves were compared using the Kaplan–Meier method and the log-rank test. Cox regression analysis was used to calculate hazard ratios (HRs) and 95% confidence intervals (CIs). All tests were two-sided, and a p < 0.05 was considered to indicate significance.




Results


Stromal and Immune Scores Were Markedly Related to Colon Cancer Stages

To investigate the relationship between stromal, immune scores, and clinical variables, we calculated the immune and stromal scores of each tumor sample. Patients with more malignant tumors exhibited lower immune scores than those with less malignant tumors (M1 vs. M0; N1 vs. N0; stage IV vs. stage I or stage II) (Figures 1A–C), whereas there were no differences in the distribution of immune scores among T1–4 patients (Figure 1D). We also observed no differences in the distribution of stromal scores among M0–1 patients or stage I–IV (Supplementary Figures 1A, B). The stromal scores for patients with more malignant tumors (N1 and T4) were higher compared to those with less malignant tumors (N0, T1, and T2) (Figures 1E, F). We did not observe significant associations between stromal scores or immune scores and age or sex (Supplementary Figures 1C–F).




Figure 1 | Stromal and immune scores were markedly related to colon cancer stages. (A–D) Distribution of immune scores in nonmetastatic (M0) patients and distant metastases (M1) patients (A), N0-2 patients (B), stage I–IV patients (C), T1–4 patients (D). (E, F) Distribution of stromal scores in N0-2 patients (E) and T1-4 patients (F).





Identification of Intersection DEGs

We identified 1,814 DEGs in high versus low immune and high versus low stromal score groups. The heatmap showed the gene expressions of the top 40 DEGs based on stromal scores and the top 40 DEGs based on immune scores, respectively (Figures 2A, B). We identified 948 common upregulated DEGs (Figure 2C) and four common downregulated DEGs (Figure 2D). GO enrichment analyses demonstrated that the main enriched terms for these intersection DEGs were T-cell activation, positive regulation of cytokine production, and immune receptor activity (Figure 2E). The significantly enriched KEGG terms were chemokine signaling pathway and cytokine–cytokine receptor interaction (Figure 2F).




Figure 2 | Analysis of DEGs-based stromal and immune scores. The heatmap of the top 40 DEGs based on stromal scores (A) and immune scores (B). Venn diagrams displaying the number of upregulated DEGs (C) and downregulated DEGs (D) detected in both groups. Top 30 enriched (p < 0.05) GO terms (E) and KEGG terms (F).





Identification of Key Prognostic Genes

Univariate Cox regression analysis was used for exploring the relationship between gene expression and OS (33). We identified 22 candidate prognostic genes, including 20 high-risk genes and two low-risk genes (Figure 3A). LASSO Cox regression analysis was used to identify key prognostic genes and build a model that can predict the prognosis of colon cancer patients (Figures 3B, C); we obtained nine key prognostic genes (Table 2). The OS between the low- and high-risk groups classified by our prognostic model was significantly different (p = 8.202e−05, Figure 3D). Next, we constructed the prognostic risk model with the nine-gene signature to predict 3- and 5-year OS; the area under the curve (AUC) of ROC curves of 3 and 5 years were 0.666 and 0.711, respectively (Figure 3E). To explore the correlation between the nine-gene risk score and TME score, we performed the Spearman’s correlation test, and the results showed that the nine-gene risk score was significantly correlated with the stromal or immune scores (Supplementary Figures 2A, B).




Figure 3 | Identification of key prognostic genes within intersection DEGs. (A) Forest plot of risk genes: Red represented high-risk genes (hazard ratios, HR > 1); green represented low-risk genes (HR < 1). (B) Constructing the LASSO coefficient prediction model. (C) Selecting variables in LASSO regression with minimum criteria by 1,000 times cross-validation. (D) Overall survival between high- and low-risk score groups. (E) ROC curves for predicting 3- and 5-year overall survival probability with the nine-gene score.




Table 2 | Nine key prognostic genes.





Prognostic Genes Influenced the Proportion of Infiltrating Immune Cells

The relative abundances of 22 immune cells in the tumor tissue of colon cancer patients are shown in Figure 4A, with M0 macrophages (21.61%), CD4+ resting memory T cells (16.29%), and M2 macrophages (11.97%) being the primary contributors to immune cell infiltration. CD8+ T cells exhibited a positive correlation with CD4+ memory T cells and a negative correlation with M0 macrophages (Figure 4B). The infiltration proportion of naïve B cells, M1 macrophages, and M2 macrophages was higher in high-risk score groups versus low-risk score groups, whereas the low-risk group had higher regulatory T cells (Tregs) (p = 0.009) (Figure 4C).




Figure 4 | The composition of 22 immune cells in colon cancer tumors from the TCGA dataset. (A) The relative abundances of 22 immune cells in the tumor tissue of colon cancer patients. (B) The correlation matrix between different cell types; the size of the circle represented the degree of correlation. (C) Fractions of infiltrating immune cells in high versus low risk score groups.





Validation in the GEO Database

An external colon cancer dataset from the GEO database (GSE39582) was used to validate the correlation between the expression of the nine key prognostic genes and OS. Survival analysis was performed, and only two genes were matched in the dataset, including CCL22 and ARL4C (Figures 5A–C).




Figure 5 | External validation of key prognostic genes using the GEO database. (A) Forest plot of risk genes: Red represents high-risk genes (hazard ratios, HR > 1); green represents low-risk genes (HR < 1). (B, C) Overall survival between high and low CCL22 (B) and ARL4C (C) expression groups.






Discussion

TME was related to the development and progression of tumors and had the potential to influence responses to therapies. We obtained the immune and stromal scores that could reflect the degree of immune infiltration of corresponding cells in tumor tissue. We confirmed that stromal and immune scores were significantly related to colon cancer stages. Patients with more malignant tumors (M1, N1, and stage IV) have lower immune scores than those with less malignant tumors (M0, N0, stage I, and stage II); in contrast, the stromal scores for late-stage (N2 and T4) patients were higher compared to early-stage (N0, T1, and T2) patients. In the early stage of tumorigenesis, the TME of colon cancer was remodeled, the number of infiltrating stromal cells was raised, and the number of immune cells was decreased. Stromal cells helped tumor cells escape from being attacked by the immune system, and the lethality of some immune cells to tumors began to weaken. Disrupting the stability of TME thus induced tumor development.

We obtained DEGs between high versus low stromal and immune score groups and further identified 948 co-upregulated DEGs and four co-downregulated DEGs. The main enriched GO terms for the intersection DEGs were T-cell activation and ECM organization. Additionally, the significantly enriched KEGG terms were chemokine signaling pathway, and cytokine–cytokine receptor interaction.

Moreover, univariate Cox regression analysis was performed to determine the association between the expression of DEGs and survival, and we screened out 22 risk genes as candidate prognostic factors; using LASSO Cox regression analysis, we identified nine key prognostic genes. These genes have previously been reported to be associated with the development and progression of tumors. Fatty acid-binding protein 4 (FABP4) released from adipocytes could promote invasion in prostate cancer (34). ADP-ribosylation factor (Arf)-like protein 4c (Arl4c) expression was upregulated upon activation of Wnt-β-catenin and growth factor-Ras signaling and contributed to tubulogenesis and tumorigenesis (35). Serine proteinase inhibitor family G1 (SERPING1) downregulation was associated with poor prognosis in prostate cancer (PCa) (36). SRPX2 was involved in tumor suppression and progression (37). Homeobox C8 (HOXC8) was a transcription factor that had been reported, and high expression of HOXC8 was associated with poor prognosis of cervical cancer (38). Several types of immune cells, such as dendritic cells and macrophages, secreted CCL22 upon activation (39–41). CCL22 could recruit T regulatory cells and controlled the growth of tumor cells in melanoma. However, the relationship between CCL22 and colon cancer was unknown. The level of chemokine CCL22 was increased in COAD (42). Our study demonstrated that all these genes might be crucial biomarkers in the TME of colon cancer. We also found that ARL4C and HOXC8 were upregulated, and FABP4, PCOLCE2, SERPING1, and SRPX were downregulated in tumor tissue compared to corresponding healthy tissue (Supplementary Figure 3). More work is needed to be done to investigate the association between the expression of these genes and colon cancer proliferation, metastasis, and invasion. We calculated the risk score of each sample using the gene expression of the nine genes, and we demonstrated that patients with high-risk scores have a poorer prognosis than those with a lower-risk score. Furthermore, we established an independent prognostic model that was able to effectively predict the outcome of colon cancer patients with the nine-gene signature.

Finally, analysis of immune cells’ infiltration revealed the M0 macrophages, CD4+ resting memory T cells, and M2 macrophages with the highest proportion. Many studies had shown that M2 macrophages may promote tumor progression (43), invasiveness (44), and angiogenesis (45). We also demonstrated that the infiltration proportion of M2 macrophages was higher in high-risk score groups versus low-risk score groups.

Because our study was a pure bioinformatics analysis based on the TCGA database, further biological experiments were needed to validate our results. Moreover, whether these nine key prognostic genes could improve the diagnostic accuracy and therapeutic response for colon cancer in actual clinical practice requires further verification.



Conclusion

In conclusion, we identified nine potential prognostic markers for colon cancer through a systematic bioinformatics analysis. A novel prognostic model established with the nine-gene signature effectively predicted the outcome of colon cancer patients. More work is needed to validate our findings.
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Supplementary Figure 1 | Relationship between stromal and immune scores and colon cancer clinical variables. (A, B) Distribution of stromal scores in nonmetastatic (M0) patients and distant metastases (M1) patients (A). Stage I-IV patients (B). (C–F) Distribution of immune scores (C) and stromal scores (D) in different age groups, immune scores (E), and stromal scores (F) in different sex groups.

Supplementary Figure 2 | The correlation between the nine gene score and tumor microenvironment scores. (A) Stromal score; (B) Immune score.

Supplementary Figure 3 | Comparison of the expressions of the nine key prognostic genes in tumor tissue and corresponding healthy tissue of colon cancer patients.
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Accurate inference of gene regulatory rules is critical to understanding cellular processes. Existing computational methods usually decompose the inference of gene regulatory networks (GRNs) into multiple subproblems, rather than detecting potential causal relationships simultaneously, which limits the application to data with a small number of genes. Here, we propose BiRGRN, a novel computational algorithm for inferring GRNs from time-series single-cell RNA-seq (scRNA-seq) data. BiRGRN utilizes a bidirectional recurrent neural network to infer GRNs. The recurrent neural network is a complex deep neural network that can capture complex, non-linear, and dynamic relationships among variables. It maps neurons to genes, and maps the connections between neural network layers to the regulatory relationship between genes, providing an intuitive solution to model GRNs with biological closeness and mathematical flexibility. Based on the deep network, we transform the inference of GRNs into a regression problem, using the gene expression data at previous time points to predict the gene expression data at the later time point. Furthermore, we adopt two strategies to improve the accuracy and stability of the algorithm. Specifically, we utilize a bidirectional structure to integrate the forward and reverse inference results and exploit an incomplete set of prior knowledge to filter out some candidate inferences of low confidence. BiRGRN is applied to four simulated datasets and three real scRNA-seq datasets to verify the proposed method. We perform comprehensive comparisons between our proposed method with other state-of-the-art techniques. These experimental results indicate that BiRGRN is capable of inferring GRN simultaneously from time-series scRNA-seq data. Our method BiRGRN is implemented in Python using the TensorFlow machine-learning library, and it is freely available at https://gitee.com/DHUDBLab/bi-rgrn.
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1 Introduction

Gene regulatory mechanisms are crucial to understanding diverse dynamic processes such as development, stress response and disease (1). Cell states and the dynamics of cell behavior are governed by complex gene interactions (2), which in turn define cellular morphology and functions. Such regulatory interactions can be modeled as a gene regulatory network (GRN), where nodes are regulators and their target genes, and edges represent the regulatory relationships between genes (3). Unraveling GRNs is one of the major challenges in the field of computational biology, which allows us to pinpoint key factors that determine phenotype in health systems as well as in diseases (4, 5).

A plethora of computational or statistical approaches have been developed for inferring networks from observational gene expression data (6–8). The widely used algorithm GENIE3 decomposes the inference of gene regulatory networks into different regression subproblems. Using tree-based ensemble methods, the expression pattern of each target gene is predicted by the expression of all the other genes (9). ENNET also considers the inference problem as a regression task, which is solved by a decision tree optimizing the least-squares loss function (10). It builds the model additively using a boosting procedure. PPCOR reconstructs gene regulatory network by calculating partial correlation coefficient and semi-partial correlation coefficient between genes (11). PIDC exploits information theory to infer the regulatory relationship between genes (12). Biologically, it is assumed that changes in regulators should precede changes in their targets in time. However, such time information is not available in steady-state gene expression data, and thus GRNs constructed from these data have limited ability to capture dynamic regulatory relationships between genes. Several methods have been proposed to infer GRNs based on time-series gene expression data to address this issue. The algorithm LEAP reconstructs gene regulatory networks by calculating the Pearson correlation coefficient. With pseudo-time data information, the algorithm defines a fixed-size time window and assumes that the earlier expressed gene in this window can affect other genes (13). SCODE infers regulatory networks based on ordinary differential equations and linear regression (14). The method SINCERITIES adopts the Kolmogorov–Smirnov distance to quantify the distance between two cumulative distribution functions of gene expressions from subsequent time points, and recovers directed regulatory relationships among genes by employing regularized linear regression (15). BiXGBoost infers the regulatory network through both forward and reverse directions, separately considering the regulatory genes and target genes of specific genes, and uses the gradient boosting decision tree to integrate the final regulatory relationship (16). The algorithm GRGNN proposes an end-to-end gene regulation graph neural network approach to reconstruct GRNs from scratch utilizing gene expression data in both a supervised and a semi-supervised framework (17). DeepSEM is a neural network version of the structural equation model (SEM) to explicitly model the regulatory relationships among genes (18). These efforts mainly focus on intracellular interactions, inferring gene regulatory relationships within a specific cell. Recently developed methods for spatial transcriptomics are now providing high-throughput information about both the expression patterns of genes within a single cell and the spatial relationships between cells (19–21). The algorithm CNNC is a supervised framework for gene relationship inference, using convolutional neural networks to analyze summarized co-occurrence histograms from pairs of genes in scRNA-seq data (22). GCNG transforms the problem of gene regulation network reconstruction into a classification problem. It uses a graph convolutional neural network to fit cell location information and gene expression data and infer the final result (23).

Although much progress has been made, inferring a network of regulatory interactions between genes is still challenging. On one hand, for time-series scRNA-seq data, methods for reconstructing GRNs on bulk data are not directly applicable. As the biological meaning of a sample changes from the average for several cells in bulk data to the value for a single cell, the form of the gene expression data is also changed. Meanwhile, as the approaches devised for single-cell transcriptomics typically require a large number of time points to infer GRNs, they are usually suitable for a small number of genes. Adding a few genes to a network inference analysis may require the inference algorithm to consider many additional regulatory interactions between them. As the number of genes grows, the number of edges and the demand for input data might explode.

Here, we present BiRGRN, a novel method of inferring GRNs from time-series scRNA-seq data. BiRGRN adopts a bidirectional recurrent neural network to infer GRNs. The recurrent neural network is a deep neural network that can capture complex, non-linear, and dynamic relationships among variables. It maps a neuron to a gene, and maps the connections between neural network layers to the regulatory relationship between genes, giving a good solution to model GRN with biological closeness and mathematical flexibility. Then we transform the reconstruction of GRNs into a regression problem, using the gene expression data of the previous time points to predict the gene expression data of the later time point. Meanwhile, we adopt a bidirectional structure and incorporate an incomplete set of prior knowledge to improve the accuracy and stability of the algorithm. To evaluate the performance of BiRGRN, we apply it to four simulated datasets and three real single-cell transcriptomic datasets. We performed a comparison of our results with other state-of-the-art techniques, which shows the better performance of our proposed model.



2 Materials


2.1 The BiRGRN Method

In this work, we propose a new computational method BiRGRN to reconstruct gene regulatory networks based on bidirectional recurrent neural network and multiple prior networks. The overview of the BiRGRN is shown in Figure 1. The proposed algorithm consists of the following three main steps. Firstly, we train a deep neural network to infer preliminary gene regulatory networks, where neurons are mapped to genes, and the links between adjacent layers of the neural network are related to gene regulation relationships. Secondly, we incorporate incomplete prior knowledge to filter the candidate regulatory edges obtained in the first step. Finally, we adopt a voting strategy to integrate multiple candidate regulatory networks and utilize a bidirectional strategy to optimize the inferred GRN.




Figure 1 | BiRGRN reconstructs GRNs from time-series single cell transcriptome data using bidirection RNN. (A) Inferring initial gene regulatory network with RNN. (B) Incorporating incomplete prior knowledge to adjust candidate regulatory edges. (C) Adopting a voting strategy to integrate multiple candidate regulatory networks, and further utilizing bidirectional model to optimize the inferred GRN.




2.1.1 Step 1: Training RNN to Infer the Initial Gene Regulatory Networks

Inferring gene regulatory network from single-cell transcriptomic data is actually to construct a directed graph, where the nodes represent the genes, and the edges represent the regulatory relationships among genes. If we assume that the expression pattern of gene i at time point p+1 is the total regulatory effect of the expression values of all genes at the previous p time points, the regulation process can be described as the following function (16):

 

where   represents the expression value of gene i at the time point p+1, Ep represents the expression value of all genes at the previous p time points, and ∈i represents the influence of external noise. Specifically, p is the time lag, which represents the maximum time delay of the interaction between genes.

Here, to model the regulation process of different genes in a parallel manner, we adopt RNN to formalize gene regulatory networks (24). A recurrent neural network is a type of artificial neural network that can capture complex, non-linear, and dynamic relationships among variables. It is mainly used for processing sequential data like time series and solving ordinal or temporal problems. As shown in the example RNN (Figure 2), each node represents a particular gene and the edges between the nodes represent the regulatory interactions among the genes. Each layer of the neural network defines the gene expression level of the genes at a specific time point. The expression level of all genes at the time point p+1 depends upon the expression level of all the genes at the preceding p time points and the weights of the corresponding connecting edges with that particular gene (25, 26). Then the regulation process can be formulated as:

 


where Ep+1 represents the expression value of all genes at the time point p+1.






Figure 2 | The schematic structure of a RNN unfolded in time. Each node corresponds to a gene and a connection between two nodes defines their interaction.



To improve the stability of the algorithm, BiRGRN integrates multiple fully connected layers with the RNN to train gene expression data. Therefore, the proposed network structure consists of an RNN, multiple fully connected layers with ResNet residual connections (27), and an output layer. In detail, the proposed RNN contains p layers corresponding to p time points, with multiple inputs and one output. Subsequently, the output of the RNN is used as the input of these fully connected layers. To avoid the over-fitting problem usually caused by the deep neural network, BiRGRN adds a ResNet residual connection for every five fully connected layers. In the experiment, we set the number of the connected layers ranging from 10 to 100. We find that too few fully connected layers will lead to a significant decrease in the stability of the algorithm, whereas too many fully connected layers can not improve the accuracy but increase the running time of the algorithm. Therefore, we use 50 fully connected layers and add a ResNet structure. To train the deep neural network, we take the gene expression data of the genes at the previous p time points as input, and the gene expression data at the p+1 time point as output. Then, the problem is transformed into a supervised regression problem, which overcomes the difficulty of obtaining training labels.

Here, we utilize mean square loss (MSE) as the regression loss function for deep neural network training. The RNN is a fully connected structure, whereas the regulatory network is usually sparsely connected. Thus, we add L1 regularization in the objective function, aiming to control the sparsity of the resulted weight matrix w. The loss function is defined as follows:

 

where    and Et,p+1 respectively represent the predicted and the real expression value of all genes at the time point t+p+1. α∥ ω ∥1  is the regularized term.

For the training process, when the objective function converges to the minimum, the algorithm extracts the multiple weight matrixes between the RNN layer and each fully connected layer. Then we normalize each basic weight matrix separately. According to the proposed network structure, the weight matrix corresponds to the regulatory relationships among genes, which can be used to reconstruct a candidate gene regulatory network. For each matrix, we take the top m (Usually 1.2 times the number of inferred regulation edge) connections as the candidate regulatory edges. As multiple weight matrixes are obtained after the training process, we can infer multiple candidate gene regulatory networks, which are used as the basic voters to determine the final regulatory edges in the following steps.



2.1.2 Step 2: Incorporating Prior Knowledge to Adjust Candidate Regulatory Edges

During the above training process, the final loss function of the model usually cannot be completely reduced to zero due to the influence of external noise. Meanwhile, in convex optimization problems, there are a large number of approximate solutions near the global optimal. In order to improve the accuracy of the GRN inference, some prior knowledge can be utilized to filter the candidate regulatory edges. The previous method, such as NetREX and MiPGRN, assumes that the prior network and the target GRN have some similarity, and then bias the optimization procedure toward networks that overlap with the prior (28, 29). Here, if the initial candidate GRN defined by the basic weight matrix has more overlap with the prior network, it is considered to be closer to the final inferred GRN. Correspondingly, this candidate GRN is assigned a higher voting weight in the following ensemble process. Specifically, the weight of the candidate GRN is calculated according to the following strategy:

 

where ωk represents the weight of the kth initial GRN, ContainPrek denotes the number of candidate edges in the kth inferred GRN overlapping with the prior network, and preNumber represents the number of the prior edges.

As the usable prior knowledge usually does not exist for given datasets, here we adopt a general strategy to obtain an incomplete prior edge set. We utilize different computational algorithms to predict the putative GRNs, apply the method NETRex to optimize the predictions, and then integrate the top 10% of the resulted edges to obtain an incomplete prior edge set (29). Through evaluating different methods, here we select three methods, including GRNBOOST2, PPCOR, and PIDC. These three methods respectively adopt a different strategy to predict GRNs. NetRex is an algorithm based on Network Component Analysis (NCA) to optimize the predicted GRN (28).



2.1.3 Step 3: Utilizing a Bidirectional Model to Optimize the Inferred GRN

Based on the deep neural network, we obtain K candidate GRNs, and each candidate GRN possesses an adjusted weight matrix. Next, we integrate these K different initial gene regulatory networks. The voting strategy is the addition of weights, and finally a global regulatory edge ranking is obtained according to the weights. For the regulatory edge of gene i to gene j, the weight eij is calculated as:

 

where ωk represents the weight of the kth candidate GRN, and   represents the regulatory edge of gene i to gene j in the kth candidate GRN.

Inspired by the bidirectional model of the algorithm BiXGBoost (16), we further utilize the bidirectional model to fully mine the regulatory genes and target genes. Different from BiXGBoost which proposes local_in and local_out models to deal with forward and reverse inference, we use forward time-series expression data and reverse time-series expression data to respectively infer two regulatory networks. For the reverse time series data, the weight matrix obtained by the model represents the regulatory strength between gene. Next, considering the directionality of the regulatory relationship, we assume that genes expressed at earlier time points regulate genes expressed at later time points. Therefore, for the reverse inference, the input of the algorithm is the gene expression data at p time points of p+1, p, p-1,…, 2, and the output is the gene expression data of the first time point. After getting the trained model, the algorithm extracts the weight matrix ωr, and the subsequent operations are consistent with the forward model. Then the algorithm will eventually get two regulatory networks, and also use voting strategies to integrate forward and reverse results to get the final inferred regulatory network:

 

where   represents the weight eij obtained from forward inferring, and    represents the weight eij obtain the reverse inferred GRN. Based on the calculated new weights of these edges, we rank the regulatory edges and select the top m regulatory edges to form the inferred GRN.




2.2 Datasets

Real scRNA-seq data sets. In order to evaluate the performance of the proposed algorithm on real scRNA-seq datasets, we select three widely used scRNA-seq data sets as the previous method SCODE did (14). The first dataset is derived from primitive endoderm (PrE) cells differentiated from mouse ES cells (measured at 0, 12, 24, 48, and 72 hours, respectively) and contains 456 cells (30). The second dataset is derived from examining direct reprogramming from mouse embryonic fibroblast (MEF) cells to myocytes (measured on 0, 2, 5, and 22 days), and this data set contains 405 cells (31). The third dataset is the scRNA-seq data of definitive endoderm cells derived from human ES cell differentiation (measured at 0, 12, 24, 36, 72, and 96 hours, respectively), and this dataset contains 758 cells (32). In order to verify the inferred GRN on these scRNA-seq datasets, SCODE used the transcription factor regulation network database (http://www.regulatorynetworks.org), which was constructed from DNaseI footprints and TF-binding motifs (33, 34). They integrated the TF regulatory networks of human and mouse, and extracted 100*100 TF regulatory networks for each dataset. We use this regulatory network as the correct network for each data set, and calculate the AUC value of the inferred network.

Simulated data sets. For real single-cell gene expression datasets, it is usually difficult to obtain the real labels for the edges in the gene regulatory network. In order to verify the effectiveness of the proposed method and compare it with existing methods, four simulated datasets are also used to evaluate the inferred results (6). These four data sets are all generated by the Boolean model simulating real cell expression data (35). The advantage of using the Boolean model is that it can be used as a real biological regulatory network to evaluate the performance of the reconstructed regulatory network. We utilize the four gene expression data sets of gonadal sex determination (GSD), hematopoietic stem cell differentiation (HSC), ventral spinal cord development (VSC), and mammalian cortical development (mCAD) to evaluate the performance of the algorithm. These four datasets all contain 10 simulation subsets composed of 2000 cells. The detailed information of the data sets is shown in Table 1.


Table 1 | Details of time-seris gene expression datasets used in the experiment.





2.3 Evaluation Metrics

To evaluate the performance of different methods in inferring GRNs, we utilize two widely-used metrics AUROC and AUPRC. Specifically, AUROC is the area under the ROC based on TPR and FPR. AUPRC is the area under the PRC based on the precision rate and the recall rate.

 

 

 

 

where TP and FP indicate the numbers of true and false positives, and TN and FN are true and false negatives. For the simulated datasets, we calculated the average of the AUROC and AUPRC to evaluate the accuracy of the inferred network on different subsets. Further, we calculated the overall score of AUROCscore and AUPRCscore. The definition is as follows:

 

 

where n represents the number of subsets in each dataset (taking the dataset GSD as an example, n is 10). AUROCi and AUPRCi respectively denote the average AUROC and AUPRC of the algorithm on the ith data set.




3 Results


3.1 Performance on Simulated Data Sets

To evaluate the effectiveness of BiRGRN, We apply the proposed GRN inference method to four simulated datasets, including datasets related to hematopoietic stem cell differentiation (HSC), gonadal sex determination (GSD), ventral spinal cord development (VSC), and mammalian cortical development (mCAD). In detail, each dataset is generated by the Boolean model in previous study (6), including 10 data subsets composed of 2000 cells and multiple time points. Table 1 lists the detailed information of these datasets. We take each synthetic network as the ground truth and adopt two metrics to evaluate the inferred GRNs. We utilize both the area under the receiver operating characteristic curve and the area under the precision-recall curve (AUROC/AUPRC) as our evaluation metrics across the 10 different datasets. Further, we compare BiRGRN with four widely used methods, including three prior algorithms GRNBOOST2 (36), PPCOR, PIDC, and the classic algorithm GEINE3.

Figures 3, 4 respectively show the AUROC and AUPRC of these compared methods on the four datasets. As can be seen, BiRGRN outperforms the compared methods on all four simulated datasets. We observe significant improvement over the three methods (GRNBOOST2, PPCOR, and PIDC) using the provided prior edge sets. Also, BiRGRN performs better than the widely used method GENIE3. Compared with the second-ranked algorithm on GSD, BiRGRN has a 6.2% increase in AUROC and a 33.3% increase in AUPRC. On the dataset HSC, BiRGRN achieves an improvement of 11.3% in AUROC and 10.2% in AUPRC over the other methods. For the dataset VSC, BiRGRN has a 3.8% higher AUROC and a 13.2% higher AUPRC than the second-ranked algorithm, whereas the performance of PPCOR is not as good as other methods. And as shown in the figures, the compared algorithms perform poorly on mCAD, and the AUROC values of the four algorithms are only around 0.5. In contrast, our proposed BiRGRN reaches a mean AUROC of 0.8. Compared with the second-ranked algorithm, the AUROC of BiRGRN increases by 55%, AUPRC increases by 56.1%. Furthermore, Figure 5 presents the overall score of these algorithms on the four datasets, the histogram of the overall score also intuitively shows that the algorithm in this paper has a better performance.




Figure 3 | AUROC scores of the compared GRN inference algorithms on four simulated datasets.






Figure 4 | AUPRC scores of of the compared GRN inference algorithms on four simulated datasets.






Figure 5 | The overall score of the algorithm on the four simulated datasets.





3.2 Performance on the Real scRNA-Seq Data Sets

We next measure the performance of BiRGRN for inferring GRNs on real datasets. Here, BiRGRN is applied to three real time-series scRNA-seq datasets. As previous studies did (14), the inferred GRN is validated by the TF regulatory network based on DNaseI footprints and TF-binding motifs. We calculate the AUROC values of BiRGRN given 15% of the prior knowledge and compared them with four widely used methods, including GENIE3, LEAP, BiXGBoost, and SCODE. Specifically, GENIE3 is a classic random forest-based method for inferring GRNs. The algorithm BiXGBoost adopts local-in and local-out models to utilize time information in two directions and integrates XGBoost to evaluate the feature importance. LEAP and SCODE are two advanced GRN inference methods for scRNA-seq data.

Table 2 presents the performance of these compared methods on the real scRNA-seq datasets. Compared to other network inference algorithms, our proposed algorithm BiRGRN can infer TF regulatory networks with high performance. On Dataset 1 and Dataset 3, the AUROC values of BiRGRN are obviously higher than those of the four previous algorithms. Compared with the second-ranked algorithm SCODE, the AUROC of BiRGRN is increased by 6.5% on dataset1, and the AUROC of BiRGRN is increased by 7.4% on dateset3. On Dataset 2, the performance of BiRGRN is close to the best performance. These results indicate that the RNN structure utilized in BiRGRN has a high capability of incorporating time point information, which is effective in network inference.


Table 2 | The AUROC value of the algorithm on three real scRNA-seq datasets.



We also record the runtime of each method on three real data sets. As shown in Table 3, LEAP and GENIE3 have the highest efficiency. The runtime of BiRGRN is at the median level among several methods. On Dataset 1 and Dataset 2, BiRGRN runs for 1min and 58s, which is much faster than SCODE and BiXGBoost. These results show that BiRGRN can efficiently use temporal information to rapidly reconstruct gene regulatory networks.


Table 3 | The runtime of each method for three real datasets.





3.3 Ablation Study

As BiRGRN is mainly composed of the bidirectional RNN integrating the forward and reverse training, and the voting model incorporating prior knowledge, we further investigate the impact of the different components on the overall performance. Accordingly, we obtain three variants of BiRGRN, including BiRGRN-Prior(the model removing incorporated prior knowledge), BiRGRN-Forward (the model removing forward training), and BiRGRN-Reverse (the model removing reverse training). We respectively carry out the ablation study on the four simulated datasets. Table 4 summarizes the performance comparison between BiRGRN and these three variants.


Table 4 | The AUROC value of the algorithm and three variants on the simulated datasets.



We first evaluate the contribution of prior information for guiding the voting process in the model. The results show that the removal of the prior information results in a slight drop in performance. Without incorporating prior information, the network is able to reconstruct a relatively coarse segmentation. Without further guidance of prior information, it might be not able to refine it properly. To further inspect the effectiveness of the bidirectional model, we respectively compare the performance of the BiRGRN without forwarding training and reverse training. From the table, we observe that the performance of two single directional training models is similar, and they are slightly lower than those of the bidirectional training model. This result of ablation Study indicates the forward training and the reverse training might be complementary to each other, and thus the bidirectional RNN structure is capable of capturing more regulation relationships among genes. On the whole, these results demonstrate that both the components are contributive to the performance of BiRGRN.




4 Conclusion

Many cellular processes, either in development or disease progression are governed by complex gene regulatory mechanisms. GRN reverse engineering methods attempt to infer GRNs from large-scale transcriptomic data using computational or statistical models. A plethora of GRN inference methods has been proposed. However, with the development of single-cell sequencing technology, traditional GRN inference methods designed for bulk transcriptomic data might be unsuitable to process large quantities of scRNA-seq data. In this paper, we proposed a novel computational method BiRGRN to infer GRNs from time-series scRNA-seq data. BiRGRN utilizes a bidirectional recurrent neural network to infer GRNs. The recurrent neural network is a complex neural network, which can capture complex, non-linear, and dynamic relationships among variables. It maps a neuron to a gene, and maps the connections between neural network layers to the regulatory relationship between genes, giving a good solution to model GRN with biological closeness and mathematical flexibility. Then we transform the reconstruction of GRNs problem into a regression problem that uses the gene expression data of the previous time points to predict the gene expression data of the later time node. In order to improve the accuracy of the algorithm, the method can use an incomplete set of prior knowledge. The developed model has been tested on four simulated data and three real datasets. We performed a comparison of our results with other state-of-the-art techniques which shows the superiority of our proposed model. The experiments conducted on simulated datasets and real scRNA-seq datasets demonstrate that BiRGRN can infer gene regulatory networks with high performance, which that the proposed bidirectional RNN structure is effective in GRN inference.
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Bone metastasis is one of the most common distant metastasis of breast cancer, which could cause serious skeletal disease and increased cancer-related death. Therefore, identification of novel target(s) to develop therapeutics would improve patient outcomes. The role of NKX2-8 in modulation of bone remodeling was determined using osteoclastogenesis and micro-CT assays. The expression of NKX2-8 was examined via immunohistochemistry analysis in 344 breast cancer tissues. The mechanism underlying NKX2-8-mediated PTHrP downregulation was investigated using biotinylated deactivated Cas9 capture analysis, chromatin immunoprecipitation, co-immunoprecipitation assays. A bone-metastatic mouse model was used to examine the effect of NKX2-8 dysregulation on breast cancer bone metastasis and the impact of three PTHrP inhibitor on prevention of breast cancer bone metastasis. The downregulated expression of NKX2-8 was significantly correlated with breast cancer bone metastasis. In vivo bone-metastatic mouse model indicated that silencing NKX2-8 promoted, but overexpressing NKX2-8 inhibited, breast cancer osteolytic bone metastasis and osteoclastogenesis. Mechanistically, NKX2-8 directly interacted with HDAC1 on the PTHrP promoter, which resulted in a reduction of histone H3K27 acetylation, consequently transcriptionally downregulated PTHrP expression in breast cancer cells. Furthermore, targeting PTHrP effectively inhibited NKX2-8-downregulation-mediated breast cancer bone metastasis. Taken together, our results uncover a novel mechanism underlying NKX2-8 downregulation-mediated breast cancer bone metastasis and represent that the targeting PTHrP might be a tailored treatment for NKX2-8 silencing-induced breast cancer bone metastasis.
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Introduction

Recently, it has been recently reported that the incidence of breast cancer has become the highest and one of top leading cause of cancer death in the world (1), generally caused by the outgrowth of cancer cells in distant organs, such as bone, brain, liver and lungs (2). More than 70% advanced breast cancer develops bone metastasis that significantly reduced the quality of life and survival of patients (3, 4). However, current treatments for bone metastasis have limited efficacy. Despite the temporary effect of bisphosphonates and denosumab (an anti-receptor activator of NF-κB ligand (RANKL) monoclonal antibody) on decreasing the risk of skeletal-related events (SREs), no significant effect has been observed in terms of overall survival. Thus, it is an urgent necessity to identify the vital molecule(s) that contribute to bone metastasis of breast cancer, which could be used as diagnostic marker and novel treatment target for bone-metastasis of breast cancer.

Breast cancer bone metastasis are mostly osteolytic metastases, caused by recruitment and activation of osteoclasts to the tumor-bone interface to form aberrant bone resorption (5). Evidences proves that cancer-secreted factors directly or indirectly activated osteoclasts to absorb the bone matrix, leading to formation of a “bone pre-metastatic niche” to support cancer bone metastasis, thus generating a “vicious cycle” between bone-metastatic tumor cells and the bone pre-metastatic niche (4, 5). Parathyroid-hormone related peptide (PTHrP) is the most important osteoclast-activating factors released by cancer cells, including breast cancer cells (3). It has been proven that breast cancer cells do not express RANKL, but produce PTHrP to elevate RANKL secretion from osteoblasts to activate osteoclasts (6). Although it has been widely demonstrated that PTHrP plays the central role in breast cancer bone metastasis, the molecular mechanism in regulation of PTHrP expression remain largely unclear.

Human Nk2 homeobox 8 (NKX2-8), a NK2-related transcription factor, was reported to be downregulated in multiple tumors, which contributed to initiation, progression and development of cancer (7–13). Our previous studies have demonstrated that downregulation of NKX2-8 significantly contributed to malignant progression and development of bladder cancer (10) and esophageal squamous carcinoma (11), and deletion of NKX2-8 conferred chemoresistance on epithelial ovarian cancer (13). Herein, we demonstrated that NKX2-8 transcriptionally downregulated the PTHrP expression through directly interacting with histone deacetylase 1 (HDAC1) on the PTHrP promoter, resulting in a reduction of histone H3K27 acetylation, which transcriptionally downregulated PTHrP level in breast cancer. Silencing NKX2-8 induced PTHrP expression to activate osteoclasts, which generated a bone-metastasis supported “bone pre-metastatic niche”. These results not only demonstrated the crucial role of NKX2-8 reduction in osteoclastogenesis-induced breast cancer bone metastasis but also represent a potential therapeutic strategy to treat bone metastasis of NKX2-8-downregulated breast cancer.



Materials and Methods


Cell Lines and Cell Culture

The breast cancer cell lines, including MDA-MB-231 and SCP2, osteoclast precursors Raw 264.7 cells and osteoblast precursors MC3T3-E1 cells were cultured in Dulbecco’s modified Eagle’s medium (DMEM) (Gibco, Grand Island, NY, USA) plus with 10% fetal bovine serum (FBS; Gibco). SCP2 cell line was kindly provided by Prof. Guohong Hu in the School of Medicine, Chinese Academy of Sciences and Shanghai Jiao Tong University. The abovementioned cell lines have been examined the contamination of mycoplasma and authenticated by short tandem repeat (STR) fingerprinting at the department of Forensic in Sun Yat-Sen University (China).



Plasmids, Retroviral Infection and Transfection

The retroviral vector pMSCV-neo was employed to construct the pMSCV-neo/NKX2-8 plasmid. Short hairpin RNAs (shRNAs) targeting NKX2-8, PTHrP, and HDAC1 were cloned into the pSuper Retro viral vector. The detailed information of shRNA oligonucleotides is presented in Supplementary Table 1. The region of human PTHrP promoter, which included nucleotides from −2000 to +500 around transcription start site, was subcloned into pGL3-Control luciferase reporter vector (Promega, Madison, WI, USA). Stable cell lines expressing NKX2-8, or NKX2-8 shRNA(s), PTHrP shRNA(s) and HDAC1 shRNA(s) were established by retroviral infection and 10 days selection with puromycin (0.5 µg/mL).



RNA Extraction, Reverse Transcription and Real-Time PCR

The Trizol (Life Technologies, Carlsbad, CA, USA) reagent was used to extract total RNA from the indicated cells performed as the manufacturer’s instructions. The extracted RNA was reverse transcribed to cDNA, which was used in the quantitative real-time PCR step of the quantitative real-time reverse transcription PCR (qRT-PCR) protocol. The primers and probers used for qRT PCR were designed using the Primer Express v 2.0 software (Applied BioSystems, Foster City, CA, USA). The expression level of indicated genes was normalized to the expression of the housekeeping gene GAPDH (encoding glyceraldehyde-3-phosphate dehydrogenase) and calculated as 2- [(Ct of gene) - (Ct of GAPDH)], which Ct indicated the cycle threshold for each gene. All primers are listed in Supplementary Table 1.



Luciferase Assay

Total 1 × 103 indicated cells were cultured in 48-well for 24 h and then transfected with control or correspond luciferase reporter plasmids (100 ng) and pRL-TK renilla plasmid (5ng) (Promega, Madison, WI) using the Lipofectamine 3000 reagent (Invitrogen, Carlsbad, CA, USA). The Dual Luciferase Reporter Assay Kit (Promega, Madison, WI) was used to measure the luciferase and renilla signals after transfection at 48h using the protocol provided by the manufacturer.



Chromatin Immunoprecipitation (ChIP) Assay

The chromatin immunoprecipitation (ChIPs) assay kit (Cell Signaling Technology, Danvers, MA, USA) was used for ChIP assay according to protocol provided by the manufacturer’s instructions. In brief, the indicated cells were cultured on 100-mm culture dish around 70%~80% confluence and were fixed to cross-link proteins with DNA using 1% formaldehyde. The cell lysates were sonicated to shear DNA into small uniform fragments. Equal amounts of supernatants using anti-NKX2-8 (Abcam), or anti-HDAC1 (Abcam), or anti-H3K27ac (Abcam) and anti-IgG antibodies (Millipore, Billerica, MA) with protein G magnetic beads were immunoprecipitated overnight at 4°C. The cross-linked protein/DNA complexes were collected by magnetic pull down, and then were eluted from beads by elution buffer. PCR analysis with the indicated primers was conducted using the free DNA reversed from cross-linked protein/DNA complexes. The indicated ChIP primers are showed in Supplementary Table 1.



Chemical Reagents

3 types of PTHrP inhibitors, the PTHrP neutralizing antibody (T-4512) were purchased from Bachem (Torrance, CA, USA). 6-thioguanine (6-TG) was purchased from Sigma-Aldrich (St. Louis, MO, USA), and PTHrP7-34 was purchased from GL Biochem (Shanghai, China).



Enzyme-Linked Immunosorbent Assay (ELISA)

The PTHrP level in the culture medium from breast cancer cells was measured using a Human PTHrP (Parathyroid hormone-related protein) ELISA Kit (EH1058, FineTest, Wuhan Fine Biotech Co., Ltd., Wuhan, China), and analyzed according to the manufacturer’s instructions. The levels of transforming growth factor beta (TGF-β), RANKL, and osteoprotegerin (OPG) in culture medium were measured using mouse TGF-β ELISA Kit (ab119557), human RANKL ELISA Kit (ab213841), mouse RANKL ELISA Kit (ab100749), human OPG ELISA Kit (ab100617) and mouse OPG ELISA Kit (ab203365), respectively. The SpectraMax i3x Multi-Mode Microplate Reader (Molecular Devices, San Jose, CA, USA) was used to read data at 450 nm.



Patient Information

A total of 20 tumor-adjacent normal breast tissues and 344 paraffin-embedded breast cancer samples were performed in this study. All samples that were histopathologically and clinically diagnosed at the third Affiliated Hospital, Sun Yat-sen Univeristy Cancer Center, and the First Affiliated Hospital from 2005 to 2019. The protocols used in this study were approved by the Institutional Research Ethics Committee of Sun Yat-sen University for the use of these clinical materials for research purposes. All Patients’ samples were obtained according to the Declaration of Helsinki and each patient signed a written informed consent for all the procedures.



Immunohistochemistry (IHC) Assay

IHC assay was used to measure the NKX2-8 protein level via anti-NKX2-8 antibody (1:100; Sigma-Aldrich Cat# AV31856), and PTHrP protein level via anti-NKX2-8 antibody (1:100; LSBio Cat# LS-C31524-100) in 20 normal breast tissue and 344 breast cancer specimens, according previous report (12). Axio Imager.Z2 system (Carl Zeiss Co. Ltd., Jena, Germany) was used to capture the immunohistochemistry images. The degree of immunostaining of formalin-fixed, paraffin-embedded sections were reviewed and scored separately by two independent pathologists blinded to the histopathological features and patient data of the samples. The scores were determined by combining the proportion of positively-stained tumor cells and the intensity of staining. The scores given by the two independent pathologists were combined into a mean score for further comparative evaluation. Tumor cell proportions were scored as follows: 0, no positive tumor cells; 1, <10% positive tumor cells; 2, 10–35% positive tumor cells; 3, 35–75% positive tumor cells; 4, >75% positive tumor cells. The staining intensity was graded according to the following standard: 1, no staining; 2, weak staining (light yellow); 3, moderate staining (yellow brown); 4, strong staining (brown). The staining index (SI) was calculated as the product of the staining intensity score and the proportion of positive tumor cells. Using this method of assessment, we evaluated protein expression in normal breast tissues, breast cancer tissues and bone metastasis tissues by determining the SI, with possible scores of 0, 2, 3, 4, 6, 8, 9, 12, and 16. Samples with an SI ≥ 8 were determined as high expression and samples with an SI < 8 were determined as low expression. Cutoff values were determined on the basis of a measure of heterogeneity using the log-rank test with respect to overall survival.



CAPTURE System

CAPTURE system using the biotinylated deactivated Cas9 (dCas9) was performed according to a previous report (14). In brief, the genomic locus-associated protein in the breast cancer cells transfected with the CAPTURE system, including a FB-dCas9 and a biotin ligase BirA (purchased from Addgene, Watertown, MA, USA; 100547 and 100548), and target-specific single guide RNAs (targeting the promoter of PTHrP, listed in Supplementary Table 1), were isolated using streptavidin purification and then for mass spectrometry analysis.



Cell Growth Assay

A 3-(4, 5-Dimethylthiazol-2-yl)-2, 5-diphenyltetrazolium bromide (MTT) assay was employed to examine the cell growth. In brief, the indicated cells (8 × 103) were cultured in 96-well plate at the indicated time point, and 0.5 mg/mL MTT was added to each well for 4 h. Then removing MTT, adding dimethyl sulfoxide (DMSO), and mixing vigorously. The SpectraMax i3x Multi-Mode Microplate Reader (Molecular Devices) was used to measure the absorbance at 490nm.



Osteoclastogenesis Assay

Osteoclast precursor cells (1 × 105) were cultured on 24-well clusters containing glass coverslips (Thermo Fisher Scientific, Waltham, MA, USA) and grown in the conditioned media (CM), alone or treated with anti-PTHrP antibody (10 μg/mL), or 6-TG (10 μM), or PTHrP7-34 (0.5 μM). Media were changed at every other day. Osteoclasts were counted on day 6. The osteoclasts cultured on plastic dishes were fixed with 4% paraformaldehyde/phosphate-buffered saline (PBS) and tartrate-resistant acid phosphatase (TRAP) in the cells was stained using a commercial kit (387A-1KT; Sigma-Aldrich). The TRAP-positive multinucleated cells that contain > 3 nuclei defined as osteoclasts.



Xenografted Tumor Models

The animal study was reviewed and approved by the Sun Yat-sen University Animal Care Committee. Bone-metastasis assay was performed using the indicated luciferase-expressing breast cancer cells (1×105) that were intracardially injected into nu/nu nude mice (5 weeks old). Anti-PTHrP antibody (Abcam) or anti-rabbit IgG were administered intraperitoneally twice a week. The 6-TG (1.0 mg/kg in 100 μL of PBS), or PTHrP7-34 (200 μg/kg in μL of PBS) was injected subcutaneously daily. The SIEMENS micro-computed tomography (μCT) system (SIEMENS, Munich, Germany) was used to detect the osteolytic lesions in tibia and femur of hind limb. The bones of mice were harvested for further analysis.



In Vivo Quantification of Osteoclasts

Hind limbs were fixed in paraformaldehyde solution (4%), decalcified in 14.3% EDTA for 4 days at 37°C with daily changes of EDTA, and then embedded in paraffin wax. Sections were stained with hematoxylin and eosin using Mayer’s hematoxylin solution, stained with TRAP (using a TRAP kit, 387A-1KT; Sigma-Aldrich) according to the manufacturer’s protocols. The numbers of TRAP+ osteoclasts were determined on a 3 mm length of endocortical surface and viewed under an optical microscope (Olympus, DP72, Tokyo, Japan).



Statistics

All the data presented in this study were showed as the mean ± standard deviation (SD) and n represents the number of independent experiments performed on different mice, or different batches of cells, or different clinical tissues. Statistical analysis was performed either the Student’s two-tailed t-test or one-way analysis of variance (ANOVA). Bivariate correlations were calculated between study variables using Spearman’s rank correlation coefficients. Survival curves were plotted using the Kaplan-Meier method was used to plot survival curves that were compared using the log-rank test. Univariate and multivariate Cox regression analyses were used to analyze the significance of various variables for survival. The P-values that less than were considered statistically significant. The GraphPad Prism 7 (GraphPad Inc., La Jolla, CA, USA) and SPSS 19.0 (IBM Corp., Armonk, NY, USA) statistical software were used for statistical analysis and P-values were represented as *P < 0.05, **P < 0.01, ***P < 0.001, and N.S. means not significant (P > 0.05).




Results


Reduced NKX2-8 Is Associated With Progression of Bone-Metastasis in Breast Cancer

SCP2 cell line, which is the bone-tropism cell line derived from MDA-MB-231 cells, is used to study the bone-tropism of breast cancer metastasis (15). To screen the key factors involved in breast cancer bone metastasis, MS-based proteomics was performed in SPC2 and MDA-MB-231-parental cells. Analysis of protein profiling showed that a total of 34 proteins, including 18 elevated proteins and 16 reduced proteins, were dysregulated in SPC2 cells compared with MDA-MB-231-parental cells (Figure 1A and Supplementary Table 2). Among them, NKX2-8 levels were found to be significantly decreased in bone-metastatic tissues compared to normal breast tissues, or non-metastatic breast cancer tissues, respectively (Figures 1B, C, and Supplementary Figure 1). Furthermore, statistical analysis showed that patients with NKX2-8 high-expressing breast cancer had much longer bone-metastasis-free survival than the patients with NKX2-8 low-expressing breast cancer (P = 0.011 and Figure 1D). Taken together, our results indicate that the reduced NKX2-8 is linked to the development of bone-metastasis in breast cancer.




Figure 1 | NKX2-8 is associated with progression of bone-metastasis in breast cancer. (A) The upregulated and downregulated proteins in SCP2 cells compared with MDA-MB-231 cells were analyzed using Volcano plot. (B, C) Representative IHC images (B) and quantification (C) of NKX2-8 level in normal breast tissue (n = 20), primary non-bone metastatic breast cancer tissues (n = 241), primary bone-metastatic breast cancer tissues (n = 63), and bone-metastatic breast cancer tissues (n = 40). Scale bar, 50 µm. (D) Kaplan-Meier analysis of bone metastasis-free survival curves in patients with NKX2-8 high- vs. low-expressed breast cancer with bone metastasis (n = 63; P = 0.011, log-rank test). *** means P < 0.001, N.S. means not significant (P > 0.05).





NKX2-8 Suppresses Bone Metastasis of Breast Cancer Cells

The biological role of NKX2-8 in breast cancer organ-specific metastasis was then examined using NKX2-8-silenced SCP-2 and NKX2-8–overexpressing MDA-MB-231 breast cancer cell lines (Figure 2A), and then injected intracardially the corresponding cells into nude mice. The NKX2-8-silenced breast cancer cells-injected mice exhibited earlier bone metastases, as revealed by μCT analysis, and histology examination (Figures 2B, C). Consistently, compared with that in the control mice, the NKX2-8-overexpressing breast cancer cells displayed delayed bone metastases, and reduced bone metastasis lesions/osteolytic areas (Figures 2B, C). Histological TRAP staining showed that NKX2-8-overexpressing breast cancer cells significantly suppressed activation of osteoclasts (Figure 2C). Collectively, these results demonstrated the NKX2-8 specifically inhibits bone metastasis of breast cancer cells by reducing osteoclastogenesis.




Figure 2 | NKX2-8 silencing promotes bone metastasis in breast cancer. (A) Real-time PCR analysis of NKX2-8 expression in sh-vector- and NKX2-8-shRNA(s)-transduced SCP2 cells and in vector- and NKX2-8-transduced MDA-MB-231 cells. GAPDH served as the loading control. (B) Left: µCT images of bone lesions from representative mice. Right: Quantification of the μCT osteolytic lesion area, and Kaplan-Meier bone metastasis-free survival curve of the indicated mice groups in experimental metastasis phase (n = 8/group). (C) Histological H&E images (left-upper) and TRAP images (left-lower), and quantification (right) of the osteolytic area and TRAP-positive osteoclasts as shown in the indicated mice (n = 8/group). Scale bar, 50 µm. BC, Breast Cancer; BM, Bone Metastasis. * means P < 0.05, *** means P < 0.001.





Downregulation of NKX2-8-Induced PTHrP Promotes Osteoclastogenesis

Interestingly, similar with treatment with the conditioned media (CM) from control cells, there was no effect on osteoclastogenesis when osteoclasts were treated directly with that of NKX2-8-silenced cells (Figure 3A). Nevertheless, CM from osteoblasts was found to significantly increase the TRAP-positive multinuclear osteoclasts number and enhance the TRAP enzymatic activity, when osteoblasts were pretreated with CM from NKX2-8-silenced cells (Figure 3A). There results suggested that CM from NKX2-8-silenced cells indirectly promotes osteoclastogenesis. Considering that the RANKL/OPG axis is vital for osteoclastogenesis, we next examined the RANKL/OPG ratio in osteoblasts under induction by CM from breast cancer cells. The relative RANKL/OPG ratio was dramatically elevated after treatment with CM from NKX2-8-silenced cells, but was decreased after treatment with CM from NKX2-8-overexpressing cells (Figure 3B). Consistently, the expression of differentiation marker and activation marker of osteoclasts, such as Acp5, Ctsk, Nfat-c1, C-fos, and Dc-stamp, were significantly upregulated in osteoclasts treated with CM from osteoblasts that pretreated with CM from NKX2-8-silenced breast cancer cells, but decreased in response to overexpression of NKX2-8 (Supplementary Figure 2). These results indicated that the NKX2-8 silencing induced-secretome promotes osteoclastogenesis via osteoblasts-secreted RANKL.




Figure 3 | NKX2-8 silencing-induced PTHrP promotes osteoclastogenesis in vitro. (A) Left: schematic illustration of osteoclastogenesis under treatment with CM from breast cancer cells or from osteoblasts pretreated with CM from breast cancer cells. Middle: osteoclast differentiation assays assessed using TRAP staining cultured CM obtained from the indicated cells. Right: Quantification of the number of TRAP-positive multinuclear osteoclasts and TRAP activity. (B) ELISA analysis of the RANKL/OPG ratio in CM from osteoblast precursor cells MC3T3-E1 cells cultured in the CM obtained from the indicated breast cancer cells. (C) Real-time PCR analysis indicating osteoclastogenesis regulator expression in the indicated cells. The pseudocolor represents the intensity scale of genes in the indicated cells generated by a log2 transformation. GAPDH serves as the loading control. (D) ELISA analysis of secreted PTHrP levels in CM from the indicated cells. (E) Real-time PCR analysis of PTHrP levels in sh-vector- and PTHrP-shRNA(s)-transduced MDA-MB-231/NKX2-8 sh#1 cells. GAPDH served as the loading control. (F) Left: schematic illustration of osteoclastogenesis under treatment with CM from osteoblasts pretreated with CM from breast cancer cells. Right: ELISA analysis of the RANKL/OPG ratio in CM from osteoblast precursor cells MC3T3-E1 cells in the presence of CM from the indicated breast cancer cells, and quantification of the TRAP-positive multinuclear osteoclasts number and TRAP activity cultured in the CM obtained from the indicated cells. (G) Left: schematic illustration of breast cancer CM-induced “vicious cycle” between the indicated cells. Middle: The TGF-β1 levels analyzed using ELISA assay in CM from RAW 264.7 cells cultured onto the bone slice in CM obtained from the breast cancer cells. Right: MTT assay analysis of proliferation rate of indicated cells from experiment in left panel. (H) Schematic illustration of PTHrP-induced “vicious cycle” between the indicated cells. BC: Breast Cancer. N.S. means not significant (P > 0.05), *** means P < 0.001.



Among the osteoclastogenesis regulators that have been reported previously (16–19), PTHrP was one of the most upregulated secreted proteins in NKX2-8-silenced cells, but was downregulated in NKX2-8-overexpressing cells (Figure 3C). Consistently, the secreted PTHrP protein levels were also drastically decreased in NKX2-8-overexpressed cells, but elevated in NKX2-8-silenced cells, (Figure 3D), suggesting the potential role of PTHrP in breast cancer bone-metastasis.

Silencing PTHrP abrogated NKX2-8-silenced induction of RANKL secretion, the TRAP-positive multinuclear osteoclasts number, the enzymatic activity of TRAP (Figures 3E, F), which demonstrated that NKX2-8 silencing induced-PTHrP promotes osteoclastogenesis via osteoblasts-secreted RANKL. Moreover, the NKX2-8 silencing-promoted vicious cycle was significantly blocked by silencing PTHrP, as indicated by downregulation of bone matrix-released TGF-β and reduced growth rates of breast cancer cells (Figure 3G). Taken together, our results strongly indicated a critical role of the NKX2-8/PTHrP/RANKL axis in the regulation of osteoclastogenesis in vivo, which resulted in a vicious cycle between tumor cells and osteoclasts (Figure 3H).



NKX2-8 Transcriptionally Represses the Expression of PTHrP

Next, the role of NKX2-8 reduction in PTHrP expression were examined. As shown in Figure 4A, the NKX2-8 ChIP assay results suggested that NKX2-8 was most significantly associated with the PTHrP promoter in MDA-MB-231 cells. Furthermore, the NKX2-8-silenced cells displayed increased, but NKX2-8-overexpressing cell exhibited decreased, the luciferase activities of genes with a NKX2-8-specific binding site (NBS) (Figure 4B). Whereas, we did not observe the effect on the luciferase activities of the NKX2-8 NBS-deleted promoter (Figure 4B). The reverse correlation adverse of NKX2-8 with PTHrP expression was also demonstrated using IHC analysis in breast cancer tissues, which NKX2-8 expression was adversely associated with the PTHrP level (Figure 4C). Importantly, no correlation of NKX2-8 and PTHrP was found in the breast cancer tissues with other organs metastasis (Supplementary Figure 3). Real-time PCR analysis revealed that the PTHrP expression was downregulated in the NKX2-8 high-expressing breast but upregulated in the NKX2-8 low-expressing (Figure 4D). Therefore, these results provided further evidence that NKX2-8 transcriptional downregulates PTHrP expression via directly targeting on its promoters.




Figure 4 | NKX2-8 transcriptionally represses PTHrP. (A) ChIP analysis of the enrichment of NKX2-8 on promoter of PTHrP gene in MDA-MB-231 cells. (B) Relative luciferase activities of the PTHrP promoter in the indicated breast cancer cells. (C) NKX2-8 levels were negatively associated with PTHrP expression in breast cancer tissues (n = 304). The representative IHC staining images (left) and expression correlation (right) of NKX2-8 and PTHrP protein in breast cancer tissues. Scale bars, 20 µm. (D) Relative expression of NKX2-8 and PTHrP in primary breast cancer tissues (n = 20) with bone metastasis (n = 10; P < 0.001). ** means P < 0.01., *** means P < 0.001 N.S. means not significant (P > 0.05).





The NKX2-8/HDAC1 Complex Is Involved in NKX2-8-Inhibited PTHrP Expression

In order to investigate the molecular mechanism in which NKX2-8-mediated transcriptional suppression of PTHrP, we performed the biotinylated deactivated Cas9 (dCas9) capture analysis and found that both NKX2-8 and HDAC1 were identified to target on the PTHrP promoter in MDA-MB-231 cells (Figure 5A and Supplementary Table 3). Furthermore, ChIP assays revealed that downregulation of NKX2-8 significantly reduced, whereas upregulation of NKX2-8 enriched, the HDAC1 level on the PTHrP promoter in breast cancer cells (Figure 5B). Conversely, silencing NKX2-8 drastically increased, but overexpressing NKX2-8 decreased, the enrichment of H3K27 acetylation (H3K27ac) on the promoter of PTHrP gene in breast cancer cells (Figure 5C), which demonstrated that NKX2-8 inhibited PTHrP expression via HDAC1 to reduce H3K27ac on the promoter of PTHrP. Meanwhile, silencing HDAC1 significantly increased the PTHrP expression in NKX2-8 overexpression cells (Figure 5D). These results suggested that HDAC1 played an important role in NKX2-8-mediated PTHrP expression. In line with this hypothesis, we found that knockdown of HDAC1 has no impact on the enrichment of NKX2-8, but significantly increased the level of H3K27ac, on the PTHrP promoter (Figures 5E–G), which further supported the notion that NKX2-8 inhibits PTHrP expression via HDAC1 to reduce H3K27ac on the promoter of PTHrP.




Figure 5 | NKX2-8 interacts with HDAC1 in NKX2-8-inhibited PTHrP transcription. (A) Schematic diagram of interaction between NKX2-8 and the HDAC1 in the PTHrP promoter using CAPATURE approach. (B) ChIP analysis of the enrichment of HDAC1 in the PTHrP promoter in the indicated breast cancer cells. (C) ChIP analysis of the enrichment of H3K27ac in the PTHrP promoter in the indicated breast cancer cells. (D) Real-time PCR analysis of PTHrP mRNA (left) and ELISA analysis of serum PTHrP (right) expression in the indicated cells. GAPDH was used as the loading control. (E) The relative expression of HDAC1 in the indicated cells using real-time PCR analysis. GAPDH served as the loading control. (F) ChIP analysis of the association of NKX2-8 with the promoter of PTHrP gene in the indicated breast cancer cells. (G) The relative enrichment of H3K27ac on the PTHrP promoter determined by ChIP analysis in the indicated breast cancer cells. N.S. means not significant (P > 0.05), *** means P < 0.001.



Consistently, silencing HDAC1 in the breast cancer cells significantly abolished the reductive effect of NKX2-8 on the formation of TRAP+-multinuclear osteoclasts and TRAP enzymatic activity (Figures 6A, B). Taken together, these results suggest that the NKX2-8/HDAC1 repressor complex is involved in NKX2-8-inhibited PTHrP expression in breast cancer cells.




Figure 6 | NKX2-8 represses osteoclastogenesis via HDAC1. (A) TRAP staining images of the indicated CM-treated pre-osteoclasts. Scale bar, 20μm or 50μm. (B) The number quantification of TRAP-positive multinuclear cells and examination of TRAP activity. *** means P < 0.001.





Targeting PTHrP Inhibit NKX2-8 Silencing-Induced Osteoclastogenesis and Bone Metastasis

To determine the critical effect of tumor-derived PTHrP on NKX2-8 silencing-mediated osteoclastogenesis, the osteoclast precursor cells was treated with three types of PTHrP inhibitors, including the peptide antagonist PTHrP7–34, the neutralizing antibody and the chemical inhibitor 6-thioguanine (6-TG), under conditions of CM from NKX2-8-silenced cells. Osteoclastogenesis analyses indicated that all three type of inhibitors efficiently impaired the osteoclastogenesis effects of the CM from NKX2-8-silenced cells, as PTHrP inhibition completely abolishing the induced effects of NKX2-8 silencing on the TRAP-positive multinuclear osteoclasts and TRAP enzymatic activity (Figures 7A–C). These results further supported the notion that NKX2-8 inhibited osteoclastogenesis via PTHrP in vitro. Moreover, we found that treatment with all three PTHrP inhibitor exhibited dramatic blocked effect on vicious cycle induced by silencing NKX2-8, as indicated by decreased level of bone matrix-released TGF-β1 and slower growth rates of breast cancer cells (Supplementary Figure 4). Therefore, our results indicate that targeting PTHrP contributes to inhibition of the osteoclastogenesis and vicious cycle induced by NKX2-8 silencing.




Figure 7 | Targeting PTHrP inhibits NKX2-8 silencing-induced bone metastasis. (A) Schematic illustration of osteoclastogenesis in the indicated condition. (B) Osteoclast differentiation assays analyzed as shown by TRAP staining of the indicated CM-treated pre-osteoclasts with addition of PBS or PTHrP7-34, IgG or anti-PTHrP antibody, or vehicle or 6-TG. (C) Quantification of the number of TRAP-positive multinuclear cells (upper) and examination of TRAP activity (lower). (D) µCT images of bone lesions from mice injected with MDA-MB-231/NKX2-8 sh#1, and treated with PBS or PTHrP7-34 or IgG or anti-PTHrP antibody or vehicle or 6-TG. (E, F) Normalized BLI signals of bone metastases quantification of the μCT osteolytic lesion area (E), and Kaplan-Meier bone metastasis-free survival curve (F) of the indicated mice in the experimental metastasis phase (n = 8/group). *** means P < 0.001.



We injected NKX2-8 silenced MDA-MB-231 cells intracardially into nude mice and treated them with PTHrP7–34 or anti-PTHrP antibody or 6-TG, which markedly suppressed the bone metastasis signals and bone destruction, as monitored by μCT analysis (Figure 7D). Consistently, compared with that in the control mice, the mice treated with PTHrP7–34 or anti-PTHrP antibody or 6-TG displayed no bone metastases and bone metastasis lesions/osteolytic areas (Figures 7E, F). Collectively, our data demonstrate that targeting PTHrP inhibited NKX2-8 silencing-induced osteoclastogenesis and bone metastasis.




Discussion

As the most prevalent form of metastasis, bone metastasis occurs over 70% breast cancer patients with advanced diseases (20). It can cause bone pain, osteoporosis, pathological fractures, and other skeletal-related events, which significantly reduce the patient’s quality of life, and can even be lethal (4, 21). The outcome of breast cancer with bone metastasis is extremely poor, which a 1-year survival rate of breast cancer patient is only 40-59% (22). Although current therapeutic modalities, including chemoradiotherapy and anti-osteolytic drugs, have made significant improvement on reduce the incidence rate associated with bone metastasis, these treatments only provide minimal benefit to patients` survival (4). Therefore, developing novel effective therapeutic strategies to treat patients with bone metastasis of breast cancer is urgent. In this study, we observed that NKX2-8-silencing-induced PTHrP protein plays a vital role in bone metastasis of breast cancer by promoting osteoclastogenesis. Importantly, targeting PTHrP significantly decreased osteoclastogenesis and effectively suppressed the progression of breast cancer bone metastasis. Therefore, these findings shed light on a potential mechanism underlying breast cancer bone metastasis and might represent a potential clinical strategy for treatment of breast cancer bone metastasis.

Breast cancer cells have the ability of “organotropic metastasis”, i.e., preferential metastasis to specific organs, which is regulated by subtypes of breast cancer, in which the tumor-induced pre-metastatic niche plays a vital role in engrafting and surviving of metastatic cells (23). It has been reported that only a very small fraction of the breast cancer cells possessing the ability to form highly aggressive, osteolytic bone metastases. Thus, we used SCP2 cells and MDA-MB-231, a derivative bone-tropism cell line that was isolated by Yibin Kang et al. (15). We found that NKX2-8 levels were markedly decreased in SCP2 cells compared with those in MDA-MB-231 parental cells. Subsequent experiments revealed an organ-specific correlation between NKX2-8 expression and bone metastasis. Importantly, our findings demonstrated that silencing NKX2-8 in breast cancer cells influenced their ability to affect the pre-metastatic niche. Silencing of NKX2-8 in breast cancer cells activated PTHrP transcription. Consequently, PTHrP derived from NKX2-8 silenced-breast cancer cells contribute to formation of pre-bone metastatic niche through alteration of RANKL/OPG ration via acting on osteoblasts, resulting in instigating osteoclastogenesis that led to metastatic bone destruction.

NKX2-8 is a transcription factor that participates in the progression or chemoresistance in multiple tumors (7–13). Our results showed that NKX2-8 plays a critical role in breast cancer bone metastasis. Specifically, NKX2-8 interacts with HDAC1 to form a complex that suppresses PTHrP transcription in breast cancer cells with no bone metastasis, while silencing NKX2-8 could eliminate its inhibition of bone metastasis. Our results provided a new paradigm for NKX2-8 in cancer, especially in bone metastasis, in which it was involved in reshaping the bone microenvironment for and enhance metastasis.

Overall, the present data provided in current study suggest a potential therapeutic application of PTHrP inhibitors for treatment and prevention of downregulation of NKX2-8-induced breast cancer bone metastasis.
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Secreted proteins are important proteins in the human proteome, accounting for approximately one-tenth of the proteome. However, the prognostic value of secreted protein-related genes has not been comprehensively explored in lung adenocarcinoma (LUAD). In this study, we screened 379 differentially expressed secretory protein genes (DESPRGs) by analyzing the expression profile in patients with LUAD from The Cancer Genome Atlas database. Following univariate Cox regression and least absolute shrinkage and selection operator method regression analysis, 9 prognostic SPRGs were selected to develop secreted protein-related risk score (SPRrisk), including CLEC3B, C1QTNF6, TCN1, F2, FETUB, IGFBP1, ANGPTL4, IFNE, and CCL20. The prediction accuracy of the prognostic models was determined by Kaplan–Meier survival curve analysis and receiver operating characteristic curve analysis. Moreover, a nomogram with improved accuracy for predicting overall survival was established based on independent prognostic factors (SPRrisk and clinical stage). The DESPRGs were validated by quantitative real-time PCR and enzyme-linked immunosorbent assay by using our clinical samples and datasets. Our results demonstrated that SPRrisk can accurately predict the prognosis of patients with LUAD. Patients with a higher risk had lower immune, stromal, and ESTIMATE scores and higher tumor purity. A higher SPRrisk was also negatively associated with the abundance of CD8+ T cells and M1 macrophages. In addition, several genes of the human leukocyte antigen family and immune checkpoints were expressed in low levels in the high-SPRrisk group. Our results provided some insights into assessing individual prognosis and choosing personalized treatment modalities.
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Introduction

Lung cancer is the main cause of cancer-related deaths worldwide and accounts for approximately one-quarter of all cancer-related deaths, 82% of which are directly caused by cigarette smoking (1). Lung adenocarcinoma (LUAD) is the most common histological type, accounting for nearly 40% of all lung cancer cases (2). Despite intensive research and the development of several new targeted agents and immunotherapies, the survival rates for patients with LUAD remain dismal. The 5-year survival rate of lung adenocarcinoma is only 4–17% (3). Over 60% of patients with lung cancer are not diagnosed until the late stages of the disease (4). Therefore, early detection and personalized treatment may significantly improve patient survival.

Nowadays, with the rapid development of high-throughput sequencing technologies, many bioinformatics studies aim to identify biomarkers that can establish prognosis or predict drug response in patients with cancer (5, 6). Despite these advances, several critical limitations remain to be addressed. First, it is difficult to obtain tumor tissue samples. Second, performing transcriptome sequencing is expensive. These issues limit the use of combined gene signature models on a larger scale. Moreover, the available tumor tissues are usually from the intermediate or advanced stages of tumor progression, indicating missed opportunities for early detection and clinical intervention. Therefore, it is necessary to find an easy and attractive method to evaluate the prognosis of patients with LUAD.

In recent years, a large-scale, high-throughput protein expression, purification, and screening platform has been developed, establishing a secreted protein library (7). Over 2,000 human genes have been reported to encode known secreted proteins, including hormones, cytokines, proteases, antibodies, poison, and growth factors (8, 9). The proteins were classified into three major categories: (i) blood proteins, (ii) locally secreted proteins, and (iii) intracellular proteins (10). These proteins play important physiological roles in various biological processes, such as cell signal transduction, adhesion, migration, and immune defense (11–13). Meanwhile, several secreted proteins in diseases might serve as early-stage diagnostic and prognostic markers. These secreted proteins are also considered as new therapeutic agents or as targets for small molecule or antibody drug development (14)—for example, anterior gradient-2 (AGR2) is a secreted protein reported to be highly expressed in a variety of tumor types. Thus, AGR2 is related to the proliferation, metastasis, invasion, and drug resistance of tumor cells, making it an attractive target for early diagnosis and tumor therapy (15–17). Additionally, IL-6 plays a critical role in chronic inflammation, autoimmune diseases, infectious diseases, metabolic diseases, and cancer, and thus the IL-6 cytokine family has been used as a diagnostic or prognostic indicator of disease activity and response to therapy (18–21). Moreover, the IL-6 family of cytokines is now regarded as a major therapeutic target for clinical interventions (18, 20, 22, 23). Therefore, delving into the study of secreted proteins allows clinicians to evaluate the prognosis of patients with early-stage diseases and holds promise for individualized therapeutic interventions.

With regard to LUAD, a series of secreted proteins have been reported to be dysregulated and involved in LUAD progression. Widely used serum tumor markers, such as carcinoembryonic antigen, carbohydrate antigen 199, and neuron-specific enolase, have been used for the early diagnosis and classification of lung cancer (24). Many chemokines have been implicated in the modulation of the immune response, which has diverse functions in LUAD. It has been reported that CXCL17 expression in lung cancer cells could promote tumor progression (25). In addition, CCL20 was upregulated in patients with relapsed lung cancer and could accelerate cell proliferation through the ERK signaling pathway (26). Higher serum levels of IL-22 and HGF were observed in patients with non-small cell lung cancer (NSCLC) than in healthy subjects. Elevated serum IL-22 and loss of IL-34 expression have been associated with a poor prognosis in patients with NSCLC and LUAD, respectively (27). Pang et al. reported that RCC2 overexpression could induce JNK activation and upregulate MMPs (such as MMP-1, MMP-2, and MMP-9), which belong to a family of metastasis-related secretory proteins, in LUAD (28). To the best of our knowledge, a systematic investigation of secreted proteins in LUAD has not been reported.

Since the detection of secreted proteins is convenient, economical, and a minimally invasive intervention, developing a prognostic signature of secreted protein-related genes (SPRGs) is of great interest. In this study, we aimed to develop a useful tool to evaluate the prognostic role of secreted protein-related risk score (SPRrisk) based on large-scale RNA-seq data for LUAD from The Cancer Genome Atlas (TCGA) cohort and Gene Expression Omnibus (GEO) databases. We further used least absolute shrinkage and selection operator method (LASSO) regression and multivariate Cox regression analyses to investigate potential secreted protein-related prognostic genes and constructed SPRrisk to predict survival in patients with LUAD.



Materials and Methods


Data Acquisition

The LUAD level 3 RNA-seq data (read counts) and corresponding clinical information of 535 tumor samples and 59 normal samples were downloaded from TCGA (https://portal.gdc.cancer.gov/) as a training cohort, and the ENSEMBL gene ID was converted into a gene name for the subsequent analysis. The LUAD microarray data GSE72094 (n = 442) and GSE31210 (n = 246) were downloaded with complete clinical data from GEO (http://www.ncbi.nlm.nih.gov/geo) to serve as the validation sets. GSE72094 was from the chip platform GPL15048 (Rosetta/Merck Human RSTA Custom Affymetrix 2.0 microarray) (29), and the CEL files were normalized against their median sample using the IRON algorithm (30). GSE31210 was from the chip platform GPL570 (Affymetrix Human Genome U133 Plus 2.0 Array) (31), and the mRNA expression data were normalized by the MAS5 algorithm (32). All the genes detected with more than one probe were calculated by mean expression, and the gene expression data were log2-transformed before the analyses. Despite the large number of secreted proteins, only those secreted into the plasma were selected for our study. Finally, a total of 730 secreted protein-related genes (SPRGs) ultimately remained. The SPRG list was retrieved from the HPA database (https://www.proteinatlas.org/humanproteome/blood+protein/secreted+to+blood) and is provided in Supplementary Table S1.



Construction and Validation of a Prognostic Secreted Protein-Related Gene Signature

Using the RNA-Seq data of TCGA LUAD dataset and the list of SPRGs obtained as detailed above, we finally got the SPRGs expression profiles of patients with LUAD. TCGA LUAD read count data of SPRGs were then processed with the “edgeR” R package (version 3.36.0) for normalization and differential expression analysis. The following criteria were applied to filter differentially expressed secreted protein-related genes (DESPRGs) between tumor tissues and normal tissues: false discovery rate (FDR) <0.05 and |log2 fold change| >1 (33). Following this, univariate Cox regression analysis was applied to identify SPRGs with prognostic values using the “survival” package of the R software. Next, we conducted LASSO regression to narrow the range of prognostic genes, removed overfitting between genes, and calculated risk scores according to LASSO regression coefficients with the “glmnet” R package (34, 35). Therefore, a final model with 9 variables was obtained at the end. The risk score of each patient was calculated by multiplying the gene expression by the regression coefficient. The formula was established as follows: Secreted protein-related signature (SPRS) = Σiβi * Expi. The final risk model was as follows: SPRGrisk = (-0.0290 ∗ CLEC3B expression) + (0.1830 ∗ C1QTNF6 expression) + (0.0020 ∗ TCN1 expression) + (0.0123 ∗ F2 expression) + (0.0522 ∗ FETUB expression) + (0.0381 ∗ IGFBP1 expression) + (0.0185 ∗ ANGPTL4 expression + (0.0107 ∗ IFNE expression) + (0.0051 ∗ CCL20 expression). The expression level of each gene was log2-normalized.



Evaluation of the Predictive Efficacy of the Prognostic Model

All patients were classified as high or low risk based on their median risk score, and survival curves were used to assess the predictive power of the prognostic model between the high- and low-risk groups with “survminer” R package. “timeROC” package was applied to evaluate the prognostic model’s ability to predict outcomes in patients with LUAD (36), and the areas under the curve (AUC) at different time points of all the variables were compared. Principal component analysis (PCA) and t-distributed stochastic neighbor embedding (t-SNE) were performed to explore the distribution of the high- and low-risk groups using the “Rtsne” R package, with the expression matrix of the 9 selected genes as the input. Given the presence of correlation between SPRrisk and other risk factors (stage, gender, and TP53 mutation), to make the results more convincing, we performed the additional multivariate Cox analyses after adjustments for other clinicopathologic characteristics. The detailed method was as follows: after removing the clinicopathologic parameter that needs to be adjusted, multivariate Cox analysis was performed on the remaining parameters, including SPRrisk. To evaluate the proposed SPRG model in comparison with other models, different risk scores were calculated for each patient using different models, and the AUC at different time points of all the different risk scores was drawn on the same set of coordinate axes for comparison.



Construction and Evaluation of a Nomogram

To identify the best prognostic indicators of the survival outcome of LUAD patients, univariate and multivariate Cox regression analyses were performed. Finally, variables whose p-value was less than 0.05 (p < 0.05) were selected to build a nomogram. The nomogram was constructed and evaluated by employing the R packages “rms”, “regplot”, and “Hmisc”. Moreover, the concordance index (C-index) and calibration curve were adapted to appraise the availability of this nomogram in both the training set and the validation set. The ROC analysis was also performed to assess the accuracy of the nomogram for 1-, 3-, and 5-year overall survival of patients with LUAD.



Characterization of the Immune Cell Landscape and the Prediction of Therapeutic Sensitivity in Patients With LUAD

The ESTIMATE algorithm was adopted to estimate the immune scores and stromal scores of LUAD patients with the R package “estimate” (37). In order to determine the composition of immune cells in the tumor microenvironment of each sample, we performed deconvolution with support vector regression using the CIBERSORT algorithm. The LM22 immune cell signature matrix was downloaded from the CIBERSORT website (https://cibersort.stanford.edu/). CIBERSORT was run for 1,000 permutations, and quantile normalization was applied. The potential response of patients with LUAD to immunotherapy was evaluated by the tumor immune dysfunction and exclusion (TIDE) score and immunophenoscore (IPS). Data is available for download from TIDE (http://tide.dfci.harvard.edu/) or The Cancer Immunome Atlas (TCIA) (https://tcia.at/home) (38, 39).



Tissue Samples and Quantitative Real-Time Polymerase Chain Reaction

All tissue and blood samples were collected from the Thoracic Surgery Department of Wuhan Union Hospital, which was approved by the Medical Ethics Committee of the hospital. Written informed consent was obtained from each involved patient. A total of 25 lung adenocarcinoma tissue samples and 25 non-tumor lung tissues were obtained from the tumor and adjacent tissue of lung adenocarcinoma patients who underwent tumor resection between October 2019 and July 2021. All included patients were newly diagnosed and had not received any relevant treatment prior to surgery, and follow-up started at the date of diagnosis and ended at death or on October 31, 2021. For gene expression studies, the total RNA from tissues was isolated with TRIZOL reagents (Takara, Otsu, Japan). RNA extraction was performed according to the manufacturer’s protocols. RNA was reverse-transcribed into cDNA by RT-PCR using Hiscript@ Q RT SuperMix (Vazyme, Nanjing, China) in a 20-μl total sample volume. The parameters of reaction were as follows: 95°C for 30 s, followed by 40 cycles at 95°C for 5 s and 60°C for 1 min. Then, the gene expression levels were measured by quantitative PCR (qPCR). qPCR was performed in a CFX Connect Real-Time PCR Detection System (Bio-Rad, Hercules, CA, USA) using SYBR green supermix (Vazyme, Nanjing, China). The total amount of mRNA was normalized to endogenous GAPDH mRNA. The 2-ΔΔCt method was used to calculate the related gene expression levels. The primer sequences are listed in Supplementary Table S2.



Enzyme-Linked Immunosorbent Assay

We used enzyme-linked immunosorbent assay (ELISA) kits to measure the plasma levels of FETUB [Human Fetuin B (FETUB) ELISA Kit; Reddot Biotech], IGFBP1 [Human Insulin Like Growth Factor Binding Protein 1 (IGFBP1) ELISA Kit; Reddot Biotech], TCN1 [Human Transcobalamin I (TCN1) ELISA Kit; Reddot Biotech], ANGPTL4 [Human Angiopoietin Like Protein 4 (ANGPTL4) ELISA Kit; Reddot Biotech], and CCL20 (Human CCL20/MIP-3 alpha ELISA Kit, Proteintech). Approximately 1 ml of blood was collected in EDTA-coated tubes on ice (BD Vacutainer), centrifuged at 4°C (2,000 × g, 10 min), aliquoted, and stored at −20°C until the assay was performed using the ELISA kits. Subsequent steps were carried out following the manufacturer’s protocol.



Statistical Analysis

All statistical analyses were conducted using R version 4.0.0 (2020-04-24). To test for differential expression across two groups (tumor and normal), the p-values were adjusted for multiple testing based on the FDR according to the Benjamini–Hochberg approach. The survival analysis was performed using the Kaplan–Meier (KM) method, and the subgrouping of the samples was stratified by medians of gene expression levels. Student’s t-test or one-way analysis of variance was used to analyze differences between groups in variables with a normal distribution. Differences in proportions were compared by chi-square test. If not specified above, a P-value less than 0.05 was considered statistically significant, and all P-values were two-tailed.




Results


Identification of Differentially Expressed Secreted Protein-Related Genes in the Cancer Genome Atlas Training Cohort

A flow chart was developed to systematically describe our study (Figure 1A). We firstly obtained the gene expression profiles of the SPRGs from TCGA LUAD dataset. The gene list was compiled from the literature and the HPA database, which included 730 genes encoding the proteins secreted into plasma. To screen for DESPRGs, differential expression analysis of the data was performed using the edgeR software. Finally, we obtained 379 DESPRGs, including 281 upregulated and 98 downregulated SPRGs (Figure 1B). The criteria to indicate a significant differential expression were as follows: |log2-fold change| >1 and FDR <0.05. The most obvious genes with an elevated expression were CGA, ALB, FGB, FGF19, CALCA, alpha fetoprotein (AFP), GCG, INSL4, GC, and SERPINA4. The most significantly downregulated genes included CSF3, FCN3, ANGPT4, CD5L, CLEC3B, VEGFD, PI16, SCUBE1, DNASE1L3, and FOLR3 (Figure 1C). Evidently, a large number of SPRGs encoding proteins secreted into the plasma were differentially expressed in LUAD compared with those in adjacent normal samples. Among these genes, AFP and VEGFD are well-known tumor biomarkers that have been extensively applied in the early screening of tumors (40, 41). FGF19 has been implicated in the pathogenesis of several cancers, including hepatocellular carcinoma in mice and potentially in humans (42). Some of these DESPRGs belong to the endocrine signaling pathway (including CGA and GCG), whereas some DESPRGs are involved in the regulation of the immune system process (including CSF3 and CD5L). These results altogether suggested that these SPRGs had a potential prognostic value in patients with LUAD.




Figure 1 | Screening for secreted protein-related genes in The Cancer Genome Atlas lung adenocarcinoma cohort. (A) Flow diagram of the research process. (B) Volcano plot of differentially expressed secretory protein genes (DESPRGs) between lung adenocarcinoma and normal lung tissues; the top 10 genes with the highest and lowest expression are labeled respectively. (C) Heat map diagram of the top 10 DESPRGs in lung adenocarcinoma compared with normal lung tissue. Red indicates a high expression, while blue indicates a low expression.





Establishment of Secreted Protein-Related Gene Signatures for Prognosis

Next, the prognostic role of SPRGs in patients with LUAD was examined. Using univariate Cox regression analysis on the stated DESPRGs, we identified 86 overall survival-associated genes in the samples of patients with LUAD in TCGA cohort (P < 0.05) (Supplementary Figure S1). Subsequently, we performed LASSO Cox regression analysis to identify the most robust marker genes for prognosis. Tenfold cross-validation was applied to prevent over-fitting, with a selected optimal λ value of 0.0602 (Figures 2A, B). Finally, an ensemble of 9 genes (CLEC3B, C1QTNF6, TCN1, F2, FETUB, IGFBP1, ANGPTL4, IFNE, and CCL20) was identified. The genes’ individual nonzero LASSO coefficients and the distribution of LASSO coefficients of the gene signature are shown in Figure 2C. Meanwhile, KM survival analysis was performed for each gene separately, and the survival curves were plotted. The results indicated that patients with LUAD with a high expression of C1QTNF6, TCN1, F2, FETUB, IGFBP1, ANGPTL4, IFNE, and CCL20 had a poor prognosis, whereas patients with a high expression of CLEC3B had a better prognosis (Supplementary Figures S2A–I). The patients’ risk scores were calculated from the expression levels and regression coefficients: SPRrisk = (-0.0290 ∗ CLEC3B expression) + (0.1830 ∗ C1QTNF6 expression) + (0.0020 ∗ TCN1 expression) + (0.0123 ∗ F2 expression) + (0.0522 ∗ FETUB expression) + (0.0381 ∗ IGFBP1 expression) + (0.0185 ∗ ANGPTL4 expression + (0.0107 ∗ IFNE expression) + (0.0051 ∗ CCL20 expression). The expression level of each gene was log2-normalized.




Figure 2 | Construction of secreted protein-related gene (SPRG)-related model for patients with lung adenocarcinoma (LUAD). (A) Least absolute shrinkage and selection operator method (LASSO) coefficient spectrum of differentially expressed secretory protein genes in The Cancer Genome Atlas LUAD cohort. (B) Cross-validation fit curve calculated by LASSO regression method. (C) Distribution of LASSO coefficients of the selected SPRGs.





SPRrisk Acts as an Indicator of Unfavorable Outcome in TCGA Training Cohort

To further investigate the prognosis value of SPRrisk, we classified the patients with LUAD in TCGA training cohort into high-risk and low-risk groups based on the median SPRrisk score (Figure 3A). The scatter plot of risk scores and survival status indicated that poor prognostic outcomes were more common in the high-risk group, whereas the low-risk group had a significantly longer survival time (Figure 3B). The KM survival curves revealed that the prognosis of patients with low SPRrisk was significantly better in TCGA training cohort (P < 0.01) (Figure 3C). Furthermore, the prognostic value of SPRS in predicting disease-free interval (DFI), disease-specific survival (DSS), and progression-free interval (PFI) was reasonably consistent; the low-risk patients tended to have better DFI, DSS, and PFI values (Supplementary Figures S3A–C) than the high-risk patients. Moreover, PCA and t-SNE analyses showed that the patients were distributed in two subgroups in a discrete direction based on nine DESPRGs recognized by the LASSO Cox regression analysis (Figures 3D, E).




Figure 3 | Assessment of the prognostic signature in The Cancer Genome Atlas (TCGA) testing cohort. (A) Distribution of risk score and survival time of patients with lung adenocarcinoma (LUAD). (B) Scatter plot of survival status and risk score in patients with LUAD. (C) Kaplan–Meier curves of overall survival time between high- and low-risk groups using the log-rank test in TCGA LUAD dataset. (D) Principal component analysis of the 9 SPRG expression profiles of the high- and low-risk groups. (E) t-SNE analysis of the 9 SPRG expression profiles of the high- and low-risk groups as indicated by different colors. (F, G) Forest plot with hazard ratios from the univariate and multivariable Cox proportional hazards regression analysis in TCGA cohort. (H) The areas under the curve of time-dependent receiver operating characteristic curves verified the prognostic performance of the risk score in TCGA cohort.



To assess whether risk score was an independent prognostic factor for LUAD, we performed univariate and multivariate Cox regression analyses for the SPRrisk and other risk factor variables (age, TNM classification, gender, stage, KRAS mutation, TP53 mutation, and EGFR mutation) in TCGA training cohort. The univariate Cox regression results indicated that the patients’ risk scores were significantly associated with overall survival (OS) (HR = 5.546, 95%CI = 3.735–8.234, P < 0.001) (Figure 3F). In the multivariate Cox regression analysis, SPRrisk was proved to be an independent risk factor for OS in TCGA training cohort (HR = 4.224, 95%CI = 2.727–6.541, P < 0.001) (Figure 3G). Furthermore, the results of the time–ROC analysis showed that SPRrisk was the most accurate predictor for OS (Figure 3H).



SPRrisk Is Closely Related to Different Clinicopathological Features

The expression levels of the nine SPRGs in the high- and low-risk groups in TCGA cohort LUAD dataset are presented in a heat map (Figure 4A). We also analyzed the association between the patients’ risk scores and other pathological features in TCGA LUAD dataset. There were significant differences in the risk scores between patients of different gender (P < 0.05), clinical stage (P < 0.01), T stage (P < 0.01), KRAS mutation status (P < 0.05), and TP53 mutation status (P < 0.01) (Figures 4B–G and Table 1). The correlations among the SPRrisk, clinical stage, T stage, and TP53 mutation status partly revealed why SPRrisk could be a better prognostic marker in predicting OS for LUAD patients. Moreover, the incidence of LUAD is higher in women, and lung cancer in women is a severe health problem globally (43). LUAD is considered a different disease in women and men (43). However, the effect of sex on LUAD patients’ survival is still controversial. In our study, men had a higher SPRrisk than women in TCGA cohort; this result may be due to differences in secretion environments between males and females or due to a greater exposure to risk factors in men. A more conclusive explanation requires further studies.




Figure 4 | Estimation of the correlation between the SPRrisk and different clinicopathological features. (A) Heat map showing the association of the expression levels of 9 selected secreted protein-related genes and clinicopathologic features. (B–G) The different levels of risk scores in lung adenocarcinoma patients were stratified by gender, clinical stage, T stages, N stages, KRAS mutation status, and TP53 mutation status. *P < 0.05, ***P < 0.001.




Table 1 | Clinical and pathological characteristics of high- and low-risk patients in The Cancer Genome Atlas lung adenocarcinoma data set.





High SPRrisk Reflects the Low Level of Immune Infiltration in LUAD

Since many cytokines are secreted proteins and participate in the regulation of the tumor microenvironment, we analyzed the differences in their composition between the high- and low-risk groups. Firstly, using the ESTIMATE algorithm, we observed that the low-risk group had higher ESTIMATE, immune, and stromal scores and lower tumor purity than the high-risk group, suggesting that the tumor cells in the low-risk group had more immune cell infiltration (Figures 5A–D). Moreover, we used CIBERSORT on RNA-seq gene expression profiles to quantify the relative abundance of 22 different immune cell types in the tumor immune microenvironment. The results revealed that the SPRrisk-low group had high levels of multiple antitumor immune components, including M1 macrophages and CD8+ T cells, while the proportion of M2 macrophages was higher in the SPRrisk-high group (Figure 5E). We also examined the expression of immunomodulatory genes between the high- and low-risk groups and found that high-risk patients had higher levels of pro-tumorigenic immunomodulatory molecules (including CD274 and CD276) and lower levels of anti-tumorigenic immunomodulatory molecules (including CD40LG and TNFRSF14) (Figure 5F). Human leucocyte antigen (HLA) complexes control the adaptive immunity by delivering defined fractions of intracellular and extracellular protein content to immune cells and have been shown to play important roles in anti-tumor immunity (44). In the present study, we also observed lower levels of HLA complexes in high-risk patients, including HLA-DPB2, HLA-DQB1, HLA-DMA, and HLA-DRA (Supplementary Figure S4). Similar results were also observed in GSE72094 (Supplementary Figures S5A–C) and GSE31210 (Supplementary Figures S6A–C). To explore the potential response of patients with LUAD to immunotherapy, we compared the TIDE scores and IPS across different SPRrisk groups in TCGA LUAD dataset. The results indicated that the patients in the low-SPRrisk group had a lower TIDE score and a higher IPS than those in the high-SPRrisk group (Supplementary Figures S7A–E). Similarly, the TIDE score distribution plots in two independent datasets (GSE72094 and GSE31210) yielded consistent findings (Supplementary Figures S7F, G). Collectively, these results suggested that risk scores may predict the effectiveness of immunotherapy in patients with LUAD.




Figure 5 | Landscape of immune and stromal cell infiltrations in the low- and high-risk groups. (A–D) Comparison of ESTIMATE scores, immune scores, stromal scores, and tumor purity between the high- and low-risk groups. (E) The immune cell infiltration levels of 22 immune cell types between the low- and high-risk groups for patients with lung adenocarcinoma. (F) Analyses for the expression of immune checkpoint genes in the high- and low-risk groups. *P < 0.05, **P < 0.01, ***P < 0.001, and ns (no significance).





Validation of the Nine Secreted Protein-Related Gene Signatures in the Independent Validation Sets

The baseline characteristics of the patients in the different risk groups in the GSE72094 and GSE31210 datasets are shown in Supplementary Table S3. To examine the accuracy of the model constructed based on TCGA testing cohort, we calculated the risk score of each patient in the validation sets according to the formula presented above. Additionally, the patients were divided into high-risk and low-risk groups according to the median risk score. The results were consistent with those of TCGA testing cohort and indicated that the patients in the high-risk group had shorter survival times than those in the low-risk group (Figures 6A, B). In the multivariate analyses of the two independent sets, both SPRrisk and stage were independent prognostic risk factors, suggesting the presence of a complementary mechanism (Figures 6C, D). Furthermore, in TCGA and independent validation sets, the SPRrisk was consistently an independent prognostic factor after adjustments for the different clinicopathological characteristics (Supplementary Table S4). The ROC analysis also showed higher AUCs for SPRrisk, which highlighted the strong prognosis-predicting ability of SPRrisk (Figures 6E, F).




Figure 6 | Validation of the 9-gene signature in the independent validation sets. (A, B) Kaplan–Meier curves of overall survival time between the high- and low-risk groups using the log-rank test in the GSE72094 and GSE31210 datasets. (C, D) Forest plot with hazard ratios from the multivariable Cox proportional hazards regression analysis in the GSE72094 and GSE31210 datasets. (E, F) Areas under the curve of time-dependent receiver operating characteristic curves of risk factors in the GSE72094 and GSE31210 datasets.





Combination of the Secreted Protein-Related Signature and Clinicopathological Features Improves Survival Prediction

A nomogram was established using the SPRrisk and stage as independent prognostic factors in TCGA cohort (Figure 7A). Through calculation, the C-index of the prognostic model developed, using TCGA cohort, was 0.784, indicating that the consistency of the model was satisfactory. The calibration curve results demonstrated that the survival status predicted by the prognostic model was in good agreement with the actual survival status (Figures 7B–D). In addition, multivariate ROC curves were plotted to compare the AUC of different prognostic factors, and the results showed that the nomogram presented the highest accuracy in predicting 1-, 3-, and 5-year OS (AUC = 0.838, 0.832, and 0.841, respectively) (Figures 7E–G). Similarly, we evaluated the ability of the prognostic model to predict the survival status of patients with LUAD in the validation cohorts (GSE72094 and GSE31210). Two nomograms were generated based on the independent prognostic factors to predict the probability of OS (Supplementary Figures 8A, B). The C-index values for the two nomograms were 0.753 and 0.768, respectively, and the calibration plots indicated that the predicted survival of the model matched the actual survival (Supplementary Figures S8C, D). Additionally, the accuracy of this nomogram in predicting OS was the highest (Supplementary Figures S8E, F). Overall, these results suggested that the nomogram has a great potential for predicting the survival and prognosis of patients with LUAD.




Figure 7 | Establishment and evaluation of a nomogram based on independent prognostic factors in The Cancer Genome Atlas cohort. (A) The nomogram generated from independent prognostic factors predicts the overall survival (OS) of patients with lung adenocarcinoma. (B–D) Calibration plot analyses for the predictive value of prognostic factors. (E–G) Comparison of receiver operating characteristic curves of independent prognostic factors in predicting 1-, 3-, and 5-year OS. ***P < 0.001.



A few laboratories have published studies in which they constructed prognostic models to achieve a more accurate evaluation of the prognosis for patients with LUAD—for example, the hypoxia-related risk score (HRrisk) and the tumor microenvironment-related risk score (TMErisk) (45, 46). We compared our model with these existing predictive models in the validation sets (TCGA, GSE72094, and GSE31210) using multivariate Cox regression analysis and time–ROC analysis. In the GSE72094 dataset, the SPRrisk was still confirmed as an independent prognostic factor (Supplementary Figures S9A, B). New nomograms were constructed using the SPRrisk and the existing predictive gene signatures (Supplementary Figures S9C, D), and the addition of SPRrisk resulted in further improvements in the model’s predictive ability of LUAD prognosis (Supplementary Figures S9E, F). In TCGA dataset, only SPRrisk and TMErisk were independent prognostic factors, and the nomogram and the ROC curves revealed that modeling outperformed both separately (Supplementary Figures S10A–D). In the GSE31210 dataset, HRrisk and TMErisk were not statistically significant in the multivariate Cox regression analysis (Supplementary Figures S10E, F).



Validation of the Expression Levels of Selected SPRGs

To assess the expression levels of the selected SPRGs within the lung tissue, lung tumor tissues (n = 25) and normal lung tissues (n = 25) were analyzed by qPCR. Compared to those in the non-tumor lung tissues, the expression levels of C1QTNF6, TCN1, F2, FETUB, IGFBP1, ANGPTL4, IFNE, and CCL20 were upregulated in lung cancer tissues, while the expression level of CLEC3B was downregulated (Figures 8A–I). To further validate the predictive power of the SPRG signature, ELISA was used to measure the plasma levels of the secreted proteins in our clinical dataset. The baseline characteristics of the patients are shown in Supplementary Table S5. Consistent with the qPCR results, the levels of TCN1, FETUB, IGFBP1, ANGPTL4, and CCL20 were significantly elevated in the plasma of patients with LUAD (Figures 8J–N). The KM survival analysis showed that stage I patients had an extended survival rate than stage II patients (Supplementary Figure S11). Accordingly, differences in plasma levels of secreted proteins between stage I and stage II patients were analyzed using Students t-tests, and the results indicated that patients with stage II LUAD had higher plasma protein levels of TCN1, FETUB, IGFBP1, ANGPTL4, and CCL20 (Table 2).




Figure 8 | Validation of the expression of SPRGs by qRT-PCR and ELISA. (A–I) Relative 9 SPRG mRNA expression between the normal and lung adenocarcinoma. (J–N) Plasma levels of the 5 secreted proteins between the normal and lung adenocarcinoma. **P < 0.01, ***P < 0.001 by Student’s t-test.




Table 2 | Correlation between the plasma levels of the secreted proteins and the clinical stage.






Discussion

Secreted proteins are first synthesized in the cell and then actively secreted to other organelles or the extracellular environment. Secreted proteins include cytokines, growth factors, complement, degradation enzymes, antibodies, peptide hormones, and immunoglobulins, all of which have important physiological functions (47, 48). It is estimated that more than 2,000 proteins in human cells are secreted, and these protein molecules are critical in regulating the physiology and development of organisms. However, the biological functions of these proteins have remained poorly understood (49). Secreted proteins can be classified into classical secreted proteins and non-classical secreted proteins based on whether the N-terminal signal peptides are involved in the protein secretion process or not (50). In our study, we focused on the genes encoding proteins secreted into the plasma; hence, we selected nine SPRGs from the expression profiles of patients with LUAD to construct a prognostic model with good predictive power and specificity. It is worth mentioning that our research is the first to screen differentially expressed genes based on secreted proteins and to build a prognosis model based on these SPRGs for patients with LUAD. Sun et al. reported that CLEC3B, which encodes tetranectin in humans, was significantly downregulated in patients with lung cancer compared with that in nontumor control groups according to database analysis and patient tissue sample detection (51). Indeed the plasma levels of CLEC3B are altered in the blood samples of patients with COVID-19 infection or acute coronary syndrome (52, 53). C1QTNF6, encoding C1q/tumor necrosis factor-related protein 6, is a newly identified adiponectin paralog associated with inflammation (54). Zhang et al. found that the inhibition of C1QTNF6 attenuated cell proliferation, migration, and invasion and promoted apoptosis in vitro and in vivo in NSCLC (55). TCN1 generates a transcobalamin–cobalamin (vitamin B12) complex and regulates cobalamin homeostasis. It was reported that high levels of TCN1 in human serum are associated with leukemia, hepatocellular carcinoma, and phyllodes of breast tumors (56, 57). As a member of the cysteine protease inhibitor family, FETUB is a glycoprotein. It has been reported that the levels of FETUB are altered in human serum in the process of ischemic stroke or severe COVID-19 (58, 59). IFNE is a type I interferon with unusual patterns of expression and function. Nevertheless, in vivo experiments indicated its efficacy in regulating mucosal immune responses and fighting bacterial and viral infections. ANGPTL4 and IGFBP1 are secreted into the plasma and are involved in cell energy metabolism (60–62).

During the development of malignant tumors, tumor cells secrete a variety of proteins, such as cytokines and proteolytic enzymes. The secreted proteins display an altered composition compared to the normal tissue, and their expression levels may change during different tumor stages (63). Consequently, secreted proteins have become the main source of potential tumor markers (64, 65). Since the expression levels of many secretory proteins are altered in tumors and these altered levels can be easily detected in body fluids, secretory proteins have good diagnostic and prognostic values. Some well-known secreted tumor markers include AFP, cell surface-associated protein (MUC1 or CA15-3), gastrin-releasing peptide, and prostate-specific antigen (or KLK3) (66–69). In our study, we conducted ELISA to examine the levels of several secreted proteins in the peripheral blood of patients with LUAD. We found that the levels of candidate secreted proteins were positively correlated with the clinical stage of the patients with LUAD and agreed with the model results. Our findings highlighted the potential for the selected secreted proteins to serve as a prognostic marker for human LUAD. Detecting secreted protein levels in body fluids is economical, quantitative, and minimally invasive compared with RNA-seq, and more people may benefit from our study.

In addition, some secreted proteins play a significant role in regulating the immune microenvironment, which makes them potential targets for tumor therapy. Gelsolin (GSN) was reportedly secreted by cancer cells, which suppressed the killing activity of CD8+ T cells against tumor cells. Moreover, lower levels of intratumoral GSN transcripts are associated with signatures of anti-cancer immunity and increased patient survival (70). Tumor cells also secrete proteins, such as IL-10 and TGF-β, to remodel the immune microenvironment and promote tumor progression (71). Chemotherapy or radiotherapy can also induce senescence in tumor cells by modifying their secretome to a “senescence-associated secretory phenotype”, which also affects the immune response (72). In our study, we grouped the patients with LUAD into high- and low-risk groups based on the risk score. We found increased CD8+ T cell and M1 macrophage cell infiltration in the low-risk group, while the high-risk group showed a higher M2 macrophage cell infiltration. CD8+ T cells are the primary mediators of anticancer immunity, and the modulation of the CD8+ T cell response has been a central focus of immunotherapy to treat cancer (73). Macrophages within the tumor stroma are tumor-associated macrophages and can be categorized as either classically activated M1 or alternatively activated M2 macrophages (74). M1 macrophages are considered anti-tumorous as they kill tumor cells by producing pro-inflammatory cytokines, such as IL-1β and IL-12. In contrast, M2 macrophages are considered pro-tumorous since they stimulate the secretion of anti-inflammatory cytokines, such as IL-10, IL-13, and TGF-β (75). By estimating multiple published transcriptomic biomarkers based on pre-treatment tumor expression profiles, TIDE scores can predict patient response to immunotherapies (39). Our current findings also revealed that the low-risk group achieved a higher TIDE score than the high-risk group. The IPS was a superior predictor of response to anti-CTLA-4 and anti-PD-1 antibodies (38). Interestingly, significant differences in different IPS between the high- and low-risk groups were indicated. Thus, our risk model based on SPRGs could be used to predict the immunotherapy response rates and present the most appropriate therapeutic options for patients with LUAD—for example, for the low-risk group with increased infiltration of CD8+ T cells and M1 macrophages, the immune checkpoint inhibitors may turn out to be effective treatments.

It is incontrovertible that this study has some limitations. First, various deficiencies in clinical information led to the incomplete validation of the partial results in TCGA LUAD training set and GEO verification set. Second, the number of available samples and clinical specimens was insufficient for conducting ELISA and comprehensive molecular studies, respectively. More tissue samples will be needed in further studies for validation. Third, the SPRGs were identified and validated using retrospective data from public databases. However, validation using a larger number of cases in a prospective cohort study is needed in the future. Finally, the molecular mechanism has not been characterized, and additional experiments are needed to explore the mechanistic roles of SPRGs in tumor progression.

In summary, our study enriches the current knowledge on the use of SPRGs for the prognostic prediction of LUAD. The prognostic SPRG model constructed in our study exhibited a robust capacity in predicting the survival outcomes of patients with LUAD and was correlated with the immune landscape of the LUAD microenvironment. We hope that these findings will offer useful insights for future studies and clinical practices.
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Supplementary Figure 1 | Forest plot depicting the result of the univariate Cox regression analysis.

Supplementary Figure 2 | Survival analysis of overall survival in patients with lung adenocarcinoma. (A–I) Kaplan–Meier survival analysis of 9 selected secreted protein-related genes (SPRGs), respectively. The patients were stratified into high- and low-expression subgroups using the medians of the SPRGs.

Supplementary Figure 3 | Prognostic value of SPRS in predicting disease-free interval (DFI), disease-specific survival (DSS), and progression-free interval (PFI). (A–C) Kaplan–Meier survival analysis of SPRS for FI, DSS, and PFI in TCGA cohort.

Supplementary Figure 4 | Expression of HLA family genes. Box plots depicting the HLA family genes’ expression of high- and low-risk groups in TCGA cohort. The red box plots indicate the SPRrisk-high group, while the blue box plots indicate the SPRrisk-low group.

Supplementary Figure 5 | Landscape of immune cell infiltrations in GSE72094. (A) Immune cell infiltration levels of 22 immune cell types between the SPRrisk-high and SPRrisk-low groups for patients with lung adenocarcinoma. (B) Analyses for the expression of immune checkpoint genes in the SPRrisk-high and SPRrisk-low groups. (C) Analyses for the expression of human leukocyte antigen family genes in the SPRrisk-high and SPRrisk-low groups.

Supplementary Figure 6 | Landscape of immune cell infiltrations in GSE31210. (A) Immune cell infiltration levels of 22 immune cell types between these risk-high and SPRrisk-low groups for patients with lung adenocarcinoma. (B) Analyses for the expression of immune checkpoint genes in the SPRrisk-high and SPRrisk-low groups. (C) Analyses for the expression of human leukocyte antigen family genes in the SPRrisk-high and SPRrisk-low groups.

Supplementary Figure 7 | Distribution of the tumor immune dysfunction and exclusion (TIDE) scores and immunophenoscore (IPS) scores across different SPRrisk groups. (A–D) IPS score, IPS–CTLA4 blocker score, IPS–CTLA4 blocker score, and IPS–CTLA4 and PD1/PDL1/PDL2 blocker score distribution plots in The Cancer Genome Atlas (TCGA) training dataset. (E) TIDE score distribution plot in TCGA lung adenocarcinoma dataset. (F) TIDE score distribution plot in GSE72094 dataset. (G) TIDE score distribution plot in GSE31210 dataset.

Supplementary Figure 8 | Nomogram based on independent prognostic factors for overall survival (OS) of patients with lung adenocarcinoma (LUAD) in the independent validation sets. (A, B) The nomogram generated from independent prognostic factors predicts the OS of patients with LUAD in GSE72094 and GSE31210. (C, D) Calibration plot analyses for the predictive value of prognostic factors in the GSE72094 and GSE31210 datasets. (E, F) Comparison of receiver operating characteristic curves of independent prognostic factors in predicting the OS in the GSE72094 and GSE31210 datasets.

Supplementary Figure 9 | Assessment of the predictive ability of SPRrisk with the existing predictive models in GSE72094. (A) Multivariable Cox proportional hazards regression analysis of SPRrisk and TMErisk in the GSE72094 dataset. (B) Multivariable Cox proportional hazards regression analysis of SPRrisk and HRrisk in the GSE72094 dataset. (C) The nomogram generated from SPRrisk and TMErisk predicts the overall survival (OS) of patients in GSE72094. (D) The nomogram generated from SPRrisk and HRrisk predicts the OS of patients in GSE72094. (E) The areas under the curve (AUCs) of time-dependent receiver operating characteristic (ROC) curves verified the prognostic performance of SPRrisk and TMErisk in GSE72094. (F) The AUCs of time-dependent ROC curves verified the prognostic performance of the SPRrisk and HRrisk in GSE72094.

Supplementary Figure 10 | Assessment of the predictive ability of SPRrisk with the existing predictive models in The Cancer Genome Atlas (TCGA) and GSE31210 datasets. (A) Multivariable Cox proportional hazards regression analysis of SPRrisk and HRrisk in TCGA dataset. (B) Multivariable Cox proportional hazards regression analysis of SPRrisk and TMErisk in TCGA dataset. (C) The nomogram generated from SPRrisk and TMErisk predicts the overall survival of patients in TCGA dataset. (D) The areas under the curve of time-dependent receiver operating characteristic curves verified the prognostic performance of the SPRrisk and TMErisk in TCGA dataset. (E) Multivariable Cox proportional hazards regression analysis of SPRrisk and HRrisk in the GSE31210 dataset. (F) Multivariable Cox proportional hazards regression analysis of SPRrisk and TMErisk in the GSE31210 dataset.

Supplementary Figure 11 | Survival analysis of overall survival (OS) in patients with lung adenocarcinoma in our dataset. Kaplan–Meier survival analysis of clinical stage for OS in our dataset.
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In the process of regulating gene expression and evolution, such as DNA replication and mRNA transcription, the binding of transcription factors (TFs) to TF binding sites (TFBS) plays a vital role. Precisely modeling the specificity of genes and searching for TFBS are helpful to explore the mechanism of cell expression. In recent years, computational and deep learning methods searching for TFBS have become an active field of research. However, existing methods generally cannot meet high performance and interpretability simultaneously. Here, we develop an accurate and interpretable attention-based hybrid approach, DeepARC, that combines a convolutional neural network (CNN) and recurrent neural network (RNN) to predict TFBS. DeepARC employs a positional embedding method to extract the hidden embedding from DNA sequences, including the positional information from OneHot encoding and the distributed embedding from DNA2Vec. DeepARC feeds the positional embedding of the DNA sequence into a CNN-BiLSTM-Attention-based framework to complete the task of finding the motif. Taking advantage of the attention mechanism, DeepARC can gain greater access to valuable information about the motif and bring interpretability to the work of searching for motifs through the attention weight graph. Moreover, DeepARC achieves promising performances with an average area under the receiver operating characteristic curve (AUC) score of 0.908 on five cell lines (A549, GM12878, Hep-G2, H1-hESC, and Hela) in the benchmark dataset. We also compare the positional embedding with OneHot and DNA2Vec and gain a competitive advantage.
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Introduction

The interaction between protein and DNA plays a pivotal role in in vitro life activities, such as mRNA transcription, DNA replication, and immune response (1). Transcription factors (TFs) are proteins that bind to regulatory DNA sequences and mediate gene expression. TF binding sites (TFBSs), also called motifs, typically range from a few to about 20 base pairs (bps) and are a type of DNA functional site. TF binds specifically to TFBS. Accurately finding the TFBS in the DNA sequence is essential for deciphering the mechanism of gene expression and understanding the life expression in vitro and drug design (2).

Studying the characteristics of TFBSs is a process of searching for subsequences with binding characteristics from the massive DNA sequence data. Unfortunately, traditional biological experiments are not only challenging to process massive amounts of data but also expensive and time-consuming. With the development of high-throughput technology, massive amounts of reliable experimental data can be obtained through in vitro experiments. These data contain potential TFBS sequences and provide convenience for obtaining TFBSs based on computational methods (3–5). MEME (4) searches for TFBS in DNA sequences by scoring the DNA sequences and then recursively selecting the sequences most likely to have motifs. AlignACE (5) computes possible sequences of TFBS based on Gibbs sampling. The common point of these algorithms is to use ChIP-seq high-throughput experimental data and statistical calculation methods to find potential TFBS, which has the characteristics of a large deviation of calculation accuracy. Because high-throughput experiments cannot accurately find the DNA subsequences where TFBSs are located under high-precision requirements, some sequence-based feature extraction methods have been proposed to solve the first step in motif searching. In past decades, position weight matrix (PWM) (1), OneHot (6), and K-mer (7) are all DNA representation methods that have achieved good results.

For the past few years, deep learning methods have been widely applied quite in many fields like computer vision, natural language processing, and speech recognition, and these fields have achieved good results, etc. (8–10). Predicting the interaction of biological sequences such as DNA/RNA sequences and protein sequences, as a new subject, has continuously been a very active research field, in which deep learning also plays a decisive role (11–19). Deep learning approaches can learn features from large amounts of data. DeepBind (6) is an earlier deep learning-based model in the field of gene sequencing. It miraculously adopts CNN to extract gene features predicted by protein binding sites, thus reshaping the entire era of using convolution kernels to capture features. In (12, 14), by fine-tuning the network architecture of CNN, the validity of various networks to verify TFBS has been evaluated in terms of overall. DanQ (13), the one who tactfully used long short-term memory (LSTM) to improve the before-and-after dependency in gene features, further enhanced the performance in the task of quantifying gene sequence functions.

Although the methods based on deep learning have achieved significant results in discovering TFBS, at this stage, a more in-depth and comprehensive application still needs great improvement: 1) accurately embedding the DNA sequence has been decisive to promote the model’s performance. In previous studies, the traditional method such as OneHot (6) for encoding has been proposed as a promising, relatively achieved good performance, but it is difficult to improve due to its explosion of the consumption of computing resources when the OneHot embedding size increases. In (20), the NLP method has many applications in the field of DNA sequence and realizes distributed embedding representation. However, it was found that the position information contained in the DNA sequence was lost during use. 2) It has proven effective as an emerging method at predicting capabilities in successfully applying the attention mechanism for NLP. However, there is still an uneasy process with multiple challenges that need to be addressed before acquiring practical application potential, such as limited knowledge of an outstanding method to integrate it into the field of genes. In this work, we develop a combined deep learning approach that uses OneHot and DNA2Vec embedding to extract the hidden embedding from DNA sequences and apply CNN and bidirectional LSTM network (BiLSTM) with an attention mechanism to build the prediction model. Experimental results show that our proposed method predicts better than existing state-of-the-art methods and has good interpretability.



Materials and Methods


Datasets

High-throughput experiments produce a mass of protein-DNA binding datasets. We use ENCODE (Encyclopedia of DNA Elements), which offers TF cell type binding data analyzed by the ChIPseq method (21) to train and test our model. Zeng’s works (12) have completed the preprocessing part of the work. In the preprocessing work, the positive samples consisting of 101 bps were generated in the central region of each ChIP-seq peak. The negative sample is obtained by recombining the positive sequence with the matching length. We distinguish positive samples from negative samples based on whether TFBS can be found in the sequence. So the positive samples represent TFBSs, while negative samples do not have binding sites with a TF in the sequence. In this study, we adopted 50 datasets that were selected at random from 690 ChIP-seq datasets, including five cell lines (GM12878, H1-hESC, Hep-G2, Hela, and A549) as training sets and testing sets to measure the model performance. Of these data, 60% are used as the training set, 30% as the test set, and 10% as the verification set. In this article, our method runs as follows: first, we embed each DNA sample to get the position information and DNA sequence content features at the same time. Then we feed the DNA embedding to the attention-based model to get the final prediction.



Problem Statements

The problem of TFBS prediction can be expressed as follows. First of all, we divided all gene sequences into two categories based on whether TFBS could be found in the DNA sequence. The two categories are represented by label 0 or 1, which means that there is no TFBS or TFBS in the gene sequences, respectively. The embedded DNA sequences are expressed by   and input into the model where X(i) is the input DNA sequence data and y(i) shows the type of gene sequence. After that, we train the model DeepARC (Figure 1) on the training sets. Our goal is to obtain high-accuracy classification results in the testing sets and extract the consistent sequence features from a tremendous amount of gene information.




Figure 1 | The architecture of DeepARC. In the embedding layer, OneHot and k-mer encoding are used to generate position-based feature embedding from DNA sequences. Then convolution kernels are utilized to extract non-linear features. In the BiLSTM layer, we use a bidirectional long short-term memory network (BiLSTM) to capture the contextual dependencies of DNA sequences. Next, we use the attention mechanism to enhance the model’s prediction performance, and finally, the prediction results are obtained through the dense layer.





Positional Embedding

1) OneHot encoding, also called one-bit efficient encoding, uses the N-bit status register to encode N states, each of which has its own independent register bit, and at any given time, only one bit in the code is valid and can be used to map characters to a unique encoding. As a simple and effective coding method, OneHot encoding has been widely used for indicating the state of a state machine, and there are many applications in bioinformatics and natural language processing (6, 14). In DeepBind, each fragment of gene sequence is regarded as a feature and encoded by OneHot in a special way. However, there are some drawbacks to the OneHot encoding. Due to the simple and sparse characteristics of OneHot encoding and the assumption that different features are independent, the mutual relationship between different coding units will be lost, and the distance relationship between coding units will not be reflected. For data with some kind of continuous relationship, encoding with the OneHot method may result in a situation where the accuracy rate will be significantly reduced. In addition, the OneHot encoding dimension of each word is the size of the entire vocabulary. With the growth of embedded data, the dimension will become huge, and the coding will turn sparse, which will make the calculation cost very terrible.

2) In the field of molecular biology, mer represents a monomeric unit, and k-mer means a set of nucleotide strings with a length of k. Extracting k-mer from L-length DNA sequence can generate L − k + 1 fragments, and the association between different sequences after k-mer division can be preserved in these fragments. In WSCNNLSTM (17), instead of using OneHot coding, k-mer features of sequences are extracted. The association between sequences is still maintained in k-mer after the gene sequence is divided into k-mer. Therefore, WSCNNLSTM has better performance in TFBS classification work. A new method is proposed in DNA2Vec that can calculate the distribution representations of k-mer with variable length (20), which apply to NLP to biological sequence information.

3) In this paper, we present a gene position embedding method, which transforms gene sequence into a characteristic matrix, as shown in Figure 2. It uses a combination of the OneHot encoding method, the DNA2Vec method, and the convolutional module. The workflow of this method is as follows: first, the input gene sequence, S = (s1, s2, …, sl), is divided into L–k+1 sequence features by k-mer cutting method, which is called Zmer = (z1,z2,…,zL–k+1). Next, we use OneHot encoding on the mer to get the unique location information called, as well as adopt DNA2Vec to get the context feature called Zvec∈ℝ(L−k+1)×d, where d is the dimension of word embedding in the DNA2Vec. Because the feature dimension obtained by DNA2Vec is too high, we try to decrease the word embedding dimension to 4k by extracting features through a convolution module. Finally, we linked the high-order dependent features ZOH and Zvec to obtain DNA position embeddings  .




Figure 2 | DNA positional embedding for an original DNA sequence with 101-bps length and 3-mer split.





Convolutional Neural Network

The convolutional neural network (CNN) is a sort of feedforward neural network with convolution calculation and depth architecture (18). It is successfully used in image recognition, video analysis, natural language processing, drug discovery, and other fields and has achieved good results (22, 23). The working process of CNN is usually to input image information; then pass a battery of convolutional layers, non-linear layers, pooling layers, and complete connection layers; and then get the final output result. Among them, the convolutional layer mainly has the function of feature extraction through the scan of the convolutional kernel, while the pooling layer primarily plays the role of feature selection and information filtering. Therefore, CNN greatly reduces network parameters and has translational invariant properties. In the field of bioinformatics, CNN was initially applied to deal with DNA sequence information in the DeepBind. After embedding the DNA sequence in some manner, it is disposed of in the shape of a graph in the network. CNN is able to extract multiple features through scanning different convolution kernels so that it can handle various downstream works.

Because of its strong feature extraction ability, CNN was used to capture TFBS in this study. The embedded gene sequence Zpe was input into the CNN model to get the extracted feature C. In our experiment, there are two submodules in the CNN model, and each submodule is composed of a convolution layer and a non-linear activation layer. Among them, the convolutional layer mainly plays the function of detecting TFBS to obtain features similar to TF-motif. The parameters of the model are set as follows: the size of the convolution kernel is 5, the padding is 2, and the step size is 1. The purpose of such a setting is to make the dimension of feature C to represent the constant length of the sequence and to be able to learn the features of the whole DNA sequence through BiLSTM. In order to prevent over-fitting of the model, the ReLU function is used in the non-linear activation layer. Finally, we extracted feature C through the CNN module.



Bidirectional Long Short-Term Memory Networks

BiLSTM is a particular type of recurrent neural network (RNN), which has parameter sharing, Turing-complete, and memorability, so it has some advantages in learning non-linear characteristics of sequences. Compared with RNN, BiLSTM can handle the long-term dependency problem existing in RNN and can realize the real context-based consideration, so it also has higher accuracy (24). In terms of structure, based on the traditional RNN model, LSTM also adds a gate structure of forgetting gate, input gate, and output gate to control the information passing through the model, through the gate structure to control the input and output information flow, so as to solve the problem of long-term dependence in RNN. BiLSTM combines forward LSTM and backward LSTM for accurate context analysis. The following is the operation formula of the LSTM memory unit:











where i, f, o, c, and h represent the input gate, forget gate cell vector and hidden vector, respectively. W is the gate matrix, and b is the bias. The index t refers to the time step σ is the logistic sigmond function tanh is the active function to force the values to be between -1 and 1, and ⊙ denotes element-wise multiplication.

The DNA sequence is a series of letters used to represent the actual or hypothetical primary structure of DNA molecules carrying genetic information, which can be considered the mystery of life’s sequence language to some extent. The LSTM model has been introduced by DeeperBind (14) and DeepTF (25) to analyze the long-term dependence of DNA sequences. However, in this paper, we adopt BiLSTM to capture associations between successive gene sequences. BiLSTM is composed of forward propagating LSTM and backward propagating LSTM and can analyze forward and backward sequence information. Therefore, it has higher accuracy than LSTM. The input of the BiLSTM model is the feature generated by passing the convolution layer, and the output includes the output feature P and the hidden state information hn. It is worth noting that the sum output by the forward model and the backward model of BiLSTM is the final output feature at the ith position, and the formula is as follows:





Attention Mechanism

In essence, the attention mechanism in deep learning is analogous to the selective visual attention mechanism in mankind, and the major objective is to select more important information for the current work goal from massive details. The attention mechanism is a kind of resource allocation scheme, which is the principal method to deal with the trouble of information overload, and it is very suitable in the case of limited computing power. It allocates computing resources to more critical work and improves the utilization of resources. The self-attention mechanism has been used by BERT (26) to train natural language and has also obtained excellent results in text classification, machine translation, and other works. Attention mechanism has been used in the field of deep learning far and wide and achieved good results in named entity recognition, machine translation, and other fields (8–10, 19). Therefore, a soft attention mechanism was adopted in our experiment to focus attention on the TFBS we were looking for. The feature P and the hidden state hn after the BiLSTM module are used as the input of the soft attention mechanism. The mer-level feature is merged into a sentence-level feature vector to generate the attention-weight vector (27). Finally, the DNA attention vector for the classified prediction can be calculated. The formula is as follows:









where H∈ℝdw×T, dw is the dimention of the word vectors, ω is a trained parameter vector, and ωT is a transpose. The dimention of ω, α, and γ is dw, T and dw, respectively.



Dense Module

The dense module constituted by two layers of a fully connected neural network, one dropout layer core and one sigmoid function, is the last module of the whole model. The full connection layer mainly acts as a classifier to classify the input into several categories. However, since the full connection layer has too many parameters, we added a dropout layer to the back of the full connection layer to prevent the over-fitting of the model from improving the generalization ability of the model (28). We take the binary cross-entropy loss calculated by the prediction and the goal as the cost function of the model, and the formula is as follows:



where xn is the prediction and yn is the goal.




Results

DeepARC is an attention mechanism-based model for predicting the presence or absence of TFBSs on gene sequences. In the experiment, we randomly selected 50 datasets from ENCODE to conduct model training. To demonstrate the advantages of the model architecture and location embedding used in this article, we also compare it to similar approaches that are currently popular. So as to test the property of DeepARC, we will use the three most advanced algorithms in this field to carry out comparative experiments on the same dataset. In the following content, we will analyze the experimental results in detail. First, we introduce the evaluation indicators used in this experiment. Second, the advantages of our model and the advantages of our location-embedding approach are presented. Third, we mainly introduce the performance comparison of our method with existing excellent predictors. Finally, we explain the attention mechanism used in the article.


Evaluation Measurements 

Due to the characteristics of this experiment, we decided to select five evaluation measurements—sensitivity (Sen), specificity (Spe), accuracy (Acc), Mathew’s correlation coefficient (MCC), and the area under the receiver operating characteristic curve (AUC)—to evaluate the prediction ability of our model (29). Their formula is as follows:









where TP, TN, FP, and FN are the number of true positives, true negatives, false positives, and false negatives, respectively.



Performance Comparison With Other Model Frameworks

In this experiment, we used the data encoded by OneHot as input, adopted the Adam optimizer (30), and set the learning rate to 0.001 and the step size to 20 to show the performance of the model architecture. In addition, in order to reflect the excellence of the model mechanism, we compare the performance differences of CNN-BiLSTM, BiLSTM-Att, and DeepARC in the same input set. CNN-BiLSTM represents a model whose model architecture is CNN+BiLSTM, BiLSTM-ATT represents a model whose architecture is BiLSTM+attention mechanism, and CNN-BiLSTM-Att is the model architecture used by DeepARC. The results of the three cross-validation tests are considered to be the final model performance. Table 1 shows the final performance comparison results for each model, and Table 2 describes the other detailed parameter settings.


Table 1 | Performance comparison of CNN-BiLSTM, BiLSTM-Attention, and CNN-BiLSTM-Att with OneHot embedding.




Table 2 | Parameters setting of different models.



As shown in Table 1, in the five datasets, our model (CNN-BiLSTM-Att) generally has the best performance and always has the highest score in Acc value, MCC value, and AUC value. First of all, by comparing the performance of CNN-BiLSTM-Att and BiLSTM-Att on the five datasets, it can be found that except for the Spe, CNN-BiLSTM-Att has better performance on other evaluation values, namely, Sen, Acc, and MCC were 5.43%, 1.36%, and 1.4% higher, as compared with BiLSTM-Att. It can be seen that CNN is used to find TFBS features and has a good effect. Next, we compared CNN-BiLSTM-Att with CNN-BiLSTM and found that CNN-BiLSTM-Att has Sen, Acc, and MCC of 0.22%, 0.95%, and 1.26% higher than CNN-BiLSTM on the 5 datasets. It can also be seen that the attention mechanism enhances the weight of the model on motif to effectively promote the performance of the model. Compared with other popular model frameworks, our model architecture obviously has higher performance and certain advantages. However, it can also be seen from the table that our model has a poor performance in SPE. The lower SPE may be due to the tendency of the model’s predicted samples to be positive.



Performance Comparison Among Positional Embedding and Other Methods

In this part, we primarily analyze the property of positional embedding in the DNA embedding part. To more intuitively observe the advantages and disadvantages of the performance, we compare the positional embedding method with DNA2Vec and OneHot. On the basis of the research (7), we set 3-mer to implicitly capture the binding information, 3-mer splitting, and one stride in the embedding. Consistency is maintained by using the CNN-BiLSTM-Att in the previous section as the model for the experiment. Moreover, the hyperparameters and prediction methods of the three methods are consistent with the above methods. Table 3 shows the experimental performance results.


Table 3 | Performance comparison of OneHot, DNA2Vec, and positional embedding.



As can be seen from Table 3, on the five datasets, our positional embedding method obviously has the best performance, always having the highest AUC value and MCC value in the DNA embedding methods. This means that our positional embedding method has significantly better performance than the current popular embedding methods. Beyond that, the OneHot method has better performance in the model on many evaluation values, namely, Sen, Acc, and MCC were 1.47%, 0.276%, and 0.6% higher than has DNA2Vec. However, the best performance is positional embedding, which is higher than the OneHot method in all the evaluation indexes of the five datasets, 1.14%, 2.664%, 1.7%, 0.39%, and 0.16% in Sen, Spe, Acc, MCC, and AUC, respectively.

In our opinion, the reason why the location embedding method can achieve better results is that it combines the advantages of OneHot encoding and DNA2Vec encoding. It has a distributed representation of the content encoded by DNA2Vec, as well as location information in the OneHot encoding. Therefore, with a suitable model, the position embedding method can show better performance.



Performance Comparison With Other Existing Predictors

In this part, in order to analyze the performance of DeepARC, we compare it with several other prediction methods (DeepTF, DeepBind, and CNN-Zeng) on 50 randomly selected datasets. The comparison results obtained are shown in Table 4. As can be seen from the table, among the four methods, DeepARC has the best performance in each evaluation measurement. In addition, compared with DeepTF, which has the best performance among the other competitive two methods, DeepARC has higher Sen, Spe, Acc, and MCC evaluation indexes of 4.58%, 2.83%, 2.12%, and 3.2%, respectively. The average AUC values of each method on five cell lines are shown in Figure 3. It can also be seen from Figure 3 that DeepARC has the highest accuracy and is 1.8% higher than the second-place method DeepTF.


Table 4 | Performance comparison of DeepARC and three existing predictors.






Figure 3 | Performance of DeepARC and three existing predictors in ROC-AUC. ROC, receiver operating characteristic; AUC, area under the ROC curve.



According to the results, DeepARC has better predictive performance on the dataset compared with other methods. By analyzing the model architecture of DeepARC and several other methods, we reasonably believe that the position embedding method and model architecture of DeepARC, especially the use of the attention mechanism, play a promoting role in the experiment, thus improving the prediction performance of the model.



Attention Mechanism Brings Interpretation

CNN is one of the representative deep learning algorithms that are widely used at present, and it has a robust feature learning ability. But because of the high complexity of its architecture, it is often difficult to understand and explain the decisions that these networks make (31–34). Therefore, a layer of attention mechanism was added in DeepARC to enhance the weight of attention on the motif. In addition, we also visually display the average weights of different datasets in the model to strengthen the interpretability of the model (Figures 4, 5).




Figure 4 | Heatmap of H1-hESC.






Figure 5 | Heatmap of A5493.



As can be seen from Figure 4, attention is a major concentration in the intermediate region. In other words, the model determines whether there is a TFBS in the input gene information mainly by sensing the peak value of the gene sequence. The theory of peeling existing binding site sequences from the peak is consistent with this. However, there are two attention peaks shown in Figure 5, indicating that the model recognizes the presence of two TFBSs in the sequence.




Conclusions

In this work, we describe a novel attention-based network model named DeepARC to predict TFBSs. Driven by its beneficial strength of combining DNA2Vec and OneHot encoding, DeepARC could embed the gene information into a distributed positional representation and then predict the output using attention-based CNN-BiLSTM network architecture. The comparative work shows that DeepARC is superior to the existing state-of-the-art methods. To demonstrate the interpretability of DeepARC, we visualized the attention weights and found that the attention weight was concentrated in the peak region of the ChIP-seq. Although our method achieves good results, there is still room for improvement. DeepARC only uses DNA sequence information for feature embedding. Evolution information, physical–chemical properties, and embedding from language models can be integrated to improve performance in the future. On the other hand, the attention mechanism can be optimized to mark the accurate TFBS fragments directly.
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Bladder cancer is a highly complex and heterogeneous malignancy. Tumor heterogeneity is a barrier to effective diagnosis and treatment of bladder cancer. Human carcinogenesis is closely related to abnormal gene expression, and DNA methylation is an important regulatory factor of gene expression. Therefore, it is of great significance for bladder cancer research to characterize tumor heterogeneity by integrating genetic and epigenetic characteristics. This study explored specific molecular subtypes based on DNA methylation status and identified subtype-specific characteristics using patient samples from the TCGA database with DNA methylation and gene expression were measured simultaneously. The results were validated using an independent cohort from GEO database. Four DNA methylation molecular subtypes of bladder cancer were obtained with different prognostic states. In addition, subtype-specific DNA methylation markers were identified using an information entropy-based algorithm to represent the unique molecular characteristics of the subtype and verified in the test set. The results of this study can provide an important reference for clinicians to make treatment decisions.
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Introduction

In recent years, cancer has become an important killer of human health, and seriously threatens people’s life and health. It is generally believed that cancer is caused by the accumulation of mutations in cancer susceptibility genes and resulting abnormal cell growth, but a large number of recent studies have shown that in addition to genetic variation, abnormal DNA methylation also plays an important role in the occurrence and development of cancer (1). DNA methylation is the most extensively documented epigenetic modification that can influence cell fate and gene expression (2, 3), which finally leads to the inhibition of gene expression through formation of heterochromatin in the gene regulatory region (4).

There are many studies have demonstrated the importance of DNA methylation (5–9). Numerous studies have shown that global hypomethylation of DNA and hypermethylation of cytosine-phosphate-guanine (CpG)-enriched regions are common in cancers (10–13). Methylation of promoters inhibits gene transcription, and abnormal methylation is one of the main causes of genomic instability, oncogene activation and tumor suppressor gene suppression. For example, abnormal methylation in colorectal tumors is characterized by hypermethylation in promoters and transcriptional silencing of tumor suppressors or DNA repair genes (14–17), coexisting with global methylation loss that leads to chromosomal and microsatellite instability and oncogene activation (18). Both promoter hypermethylation and global hypomethylation are markers of the early stage of colorectal cancer (19–22). Therefore, abnormal methylation may contribute greatly to the pathogenesis and progression of cancer. In addition, there are many studies of disease based on computational methods (23–25).

Bladder cancer is one of the most common malignant tumors in urology, and its incidence is increasing year by year. About 70% of newly discovered bladder cancer is non-invasive bladder cancer, but nearly 70% of patients relapse after surgical resection of the primary tumor, and 30% of them progress to invasive bladder cancer. Invasive bladder cancer has a poor prognosis and is the main cause of eventual metastasis and death of bladder cancer patients (26). Bladder cancer can be divided into two categories according to the invasion degree of tumor and whether it invades muscle layer. Nearly 70% of these cancers are non-muscle invasive bladder cancer (NMIBC). The main treatment methods for NMIBC are transurethral resection of the bladder tumor and local perfusion therapy of bladder (TURBT). TURBT is a minimally invasive surgery with little trauma and fast recovery. Patients have a relatively good prognosis (27). About 20% ~ 30% are muscle-infiltrating bladder cancer, which is prone to recurrence and distant metastasis after operation due to its high degree of malignancy and complicated treatment. Therefore, early identification of cancer types in patients with bladder cancer is of great significance for cancer treatment.

A large number of studies have focused on abnormalities in DNA methylation and its important role in the occurrence and development of bladder cancer. Kawakami et al. reported for the first time that MSH3 epigenetic regulation by means of DNA methylation might contribute to gene silencing, being implicated in bladder cancer carcinogenesis (28). In addition, there are many researchers aimed of the prognosis of bladder cancer at the level of DNA methylation. Recently, with BLCA sample transcriptome data and methylation data from The Cancer Genome Atlas (TCGA), 18 target genes were identified and the signature based on them was considered an effective and independent prognostic factor (29). However, the existence of tumor heterogeneity leads to the inconsistency of tumor phenotype, and the efficacy and prognosis of different patients are also significantly different. These differences not only pose great challenges to the clinical treatment of bladder cancer, but also reflect the importance of precision medicine. Genetic variation is the core of tumor heterogeneity. There is a wide range of genetic diversity in tumors, and genomic instability leads to a large number of mutations, which is the main cause of genetic heterogeneity in tumors (30). But epigenetic changes, including DNA methylation, also play an important role in cancer development and perhaps in the molecular heterogeneity of cancer. A previous study showed that BRCA1 promoter methylation was correlated with clinical breast cancer stages (31). Thus, DNA methylation status may be used as a marker for cancer molecular subtyping.

In fact, a large number of studies have been devoted to the analysis of molecular subtypes and DNA methylation heterogeneity of bladder cancer. Attempts have been made to unravel the complexity and refine these molecular subtypes based on biomarkers and pathways, mutations and copy number aberrations, or protein abundance (32). Lindskrog et al. performed an integrative multi-omics analysis of patients diagnosed with NMIBC and identified four classes reflecting tumor biology and disease aggressiveness (33). A comprehensive analysis of 412 muscle-invasive bladder cancers characterized by multiple TCGA analytical platforms, clustering by mRNA, lncRNA, and miRNA expression converged to identify subsets with differential epithelial-mesenchymal transition status, carcinoma-in-situ scores, histologic features, and survival (34). Recently, Ye et al. used DNA methylation to predict tumor molecular subtypes and efficacy of immunotherapy in bladder cancer (35). One previous study used DNA methylation profiling of bladder cancer samples obtained from the Illumina GoldenGate Methylation Bead Array and unsupervised clustering of those loci with the greatest change in methylation between tumor and non-diseased tissue was performed to defined molecular subgroups of bladder cancer (36). However, most of these analyses did not integrate DNA methylation and gene expression into a detailed classification of bladder cancer at the molecular level, nor did they provide specific biomarkers for individual molecular subtypes.

In this study, we addressed bladder tumor classification based on DNA methylation profiles of BLCA from The Cancer Genome Atlas (TCGA) database. The classification characteristics were obtained by integrating gene expression and DNA methylation data, then the molecular subtypes of bladder cancer were identified based on consistent clustering, and specific prognostic differences among these subgroups were analyzed. This classification system may help find new bladder cancer markers or molecular subtypes and more accurately subdivide bladder cancer patients. Additionally, our criteria will provide more targets for bladder cancer precision medicine by finding specific molecular markers for each subtype. Finally, the new molecular subtypes and subtype-specific molecular markers identified in this study were validated in an independent cohort from GEO database.



Materials and Methods


Data Acquisition and Processing

The Illumina Infinium HumanMethylation450 Bead Chip DNA methylation profile data and RNA-seq data of bladder cancer patients as well as clinical information and survival data of the samples were obtained from TCGA database (37), including 408 tumor samples, 14 normal control samples. The expression data were processed as follows: zero-valued entries were replaced by the minimal positive value of the dataset; the expression values were logarithmically transformed (base 2) to normalize the data. The methylation level of each probe was represented by β-value, which ranges from 0 to 1, corresponding to unmethylated and fully methylated, respectively. Probes with missing data in more than 70% of the samples were removed. The remaining probes with not available (NAs) were imputed using the k-nearest neighbors (KNN) imputation procedure. Unstable genomic sites, including CpGs in sex chromosomes and single nucleotide polymorphisms were removed. Because DNA methylation in promoter regions strongly influences gene expression (38), we selected CpGs within promotor regions. Promoter regions were defined as 2 kb upstream to 0.5 kb downstream from transcription start sites.



Identification of Differentially Expressed Genes and Differentially Methylated CpG Sites

In this study, the differences of gene expression and DNA methylation were combined to classify patients, so the data sets were first used to screen differentially expressed genes and differentially methylated CpG sites between cancer samples and adjacent control samples of bladder cancer.

Differentially expressed genes were screened by samr R package. Genes that meet the following two conditions are identified as differentially expressed genes: foldchange > 2, q < 1. Differential methylated CpG sites were screened by minfi R package. The CpGs whose adjusted p value were less than 0.05 and the difference of the average β values were more than 20 percent were considered differentially methylated CpGs between cancer patients and adjacent control tissues. The Differentially expressed genes and differentially methylated CpG sites were displayed using heat maps, which were completed using heatmap.2 function. All processes were programmed using R software.



Correlation Analysis of Gene Expression and DNA Methylation

Since hypermethylation in the gene promoter regions usually inhibits the expression of downstream genes, the methylation level of the gene promoter regions should be negatively correlated with the expression level of corresponding gene, that is, the higher the methylation level, the lower the corresponding gene expression level. Therefore, Pearson Correlation Coefficients between the differentially methylated CpG sites within promoter regions and differentially expressed genes were calculated, and CpGs whose DNA methylation levels significant negatively correlated (Pearson Correlation Coefficient less than 0, p < 0.05) with the corresponding gene expression levels were selected as classification characteristics, these CpG sites are the regulators of gene expression. Pearson Correlation Coefficient is calculated as follows:

 



Molecular Subtypes of BLCA Were Obtained by Consistent Clustering

Consensus clustering was performed using the ConcensusClusterPlus package (39) to determine subgroups of BLCA based on the characteristic CpG sites obtained in the previous step. The algorithm began by subsampling a proportion of items and features from the data matrix, where each subsample was partitioned into up to k groups by a user-specified clustering algorithm such as k-means, hierarchical clustering or a custom algorithm. This process was repeated for a user-specified number of repetitions, providing a method of representing the consensus across multiple runs of the clustering algorithm and assessing the stability of the discovered clusters. Pairwise consensus values, defined as ‘the proportion of clustering runs in which two items are grouped together’, were calculated and stored in a consensus matrix for each k. Then, for each k, a final agglomerative hierarchical consensus clustering using distance of 1-consensus value was completed and pruned to k groups, which were called consensus clusters. This algorithm determined “consensus” clusters by measuring the stability of clustering results from the application of a given clustering method to random subsets of data. In each iteration, 80% of the tumors were sampled, and the k-means algorithm, with the Euclidean squared distance metric, i.e.

 

was used with k = 2 to k = 10 groups; these results were compiled over 100 iterations. After executing ConsensusClusterPlus, the cluster-consensus and item-consensus results were obtained. The graphical output results included heatmaps of the consensus matrices, which displayed the clustering results, consensus cumulative distribution function (CDF) plot and delta area plot, which allow us to determine an approximate number of clusters. The criteria to determine the number of clusters we considered were that the consistency within the clusters was relatively high, the coefficient of variation was relatively low and that there was no appreciable increase in the area under the CDF curve. The coefficient of variation was calculated according to the following formula:

 

in which SD represents the standard deviation, and MN represents the average of samples.



Differential Prognostic Analysis of Molecular Subtypes

In order to test the differences except DNA methylation levels among the bladder cancer subgroups obtained, survival analysis was performed on the patients in these subgroups. Kaplan–Meier plots were used to illustrate overall survival among BLCA subgroups defined by DNA methylation profiles. The log-rank test was used to evaluate the significance difference among the clusters, p < 0.05 was considered significant. Survival analyses were performed using the survival package in R.



Identification of Subgroup Specific DNA Methylation Biomarkers in Bladder Cancer

In this analysis, a quantitative approach for quantitative differentially methylated regions (QDMRs), which quantify methylation differences and identify DMRs from genome-wide methylation profiles by adapting Shannon entropy (40), was used to find the specific DNA methylation CpGs that were specifically hypermethylated or hypomethylated within particular bladder tumor subgroup. The quantification of DNA methylation difference across large numbers of samples and the identification of sample specificity plays important roles in genomic functional analyses. DMRs with different methylation statuses among multiple samples were regarded as possible epigenetic functional regions involved in transcriptional regulation. Thus, the identification of DMRs among multiple samples provided a more comprehensive survey for this study. With the rapid development of high-throughput detection technology, there have been considerable efforts in identifying DMRs from methylation profiles. However, the development of DNA methylation measurements proposed significant challenges for concurrent DMR methods. Shannon entropy, a quantitative measure of differences and uncertainty in data sets, has been widely applied in quantitative biology, such as identifying potential drug targets and tissue-specific genes. To quantify methylation differences and further identify DMRs across multiple samples, Zhang et al. adapted the Shannon entropy model and developed an improved approach, termed quantitative differentially methylated region (QDMR). QDMR was an effective tool for quantifying methylation differences and identifying DMRs across multiple samples. This approach can give a reasonable quantitative measure of methylation differences across multiple samples as well. We used the threshold that was determined by QDMR from the methylation probability model. Furthermore, QDMR can also measure the sample specificity of each DMR. For each DMR r, the entropy HQ represents the methylation difference across all samples. For each sample S, the entrophy is   the difference across samples that do not include sample S. Thus, the contribution of sample S to the whole methylation difference can be reflected by the entropy difference as:

 

And the categorical sample-specificity CSr/s can be defined as:

 

where signr,s is the sign of the difference between methylation level mr/s in sample S and the median methylation level of vector mr in region r, as described by Zhang et al. (40). Thus, the subgroup with the maximal absolute of the categorical sample-specificity CSr/s was determined as the specific subgroup corresponding to the particular CpG site.



Functional Enrichment Analysis of Genes Corresponding to Specific CpGs

In this study, using DAVID (41, 42), a database used for annotation, visualization and integration of discoveries, we conducted a GO (Gene Ontology) biological functions enrichment analysis and a KEGG (Kyoto Encyclopedia of Genes and Genomes) pathways enrichment analysis towards the list of genes corresponding to specific CpGs, with p controlled within 0.05, which could find out the biological characteristics involved by our specific CpGs.



Construction and Verification of Classification Model

In order to verify the accuracy of classification characteristics, robustness of subtypes and accuracy of subtype-specific CpG sites of the bladder cancer DNA methylation subtypes classified in this study, another set of external test data set (GSE52955) was retrieved from GEO database. The classification features (characteristics CpG sites) were used as the features of the model, TCGA data used in this study was used as the training set to build a SVM classifier model, and the accuracy of the model was verified by the ten-fold cross-validation method. The external test set data is then entered into the built model, which is used to classify the new samples.




Results


Acquisition of Classification Features

To obtain characteristics for molecular subtype classification, we first identify genes and CpG sites that differ between cancer and normal samples which are associated with cancer development. First, samr R package was used to screen differentially expressed genes as described above. 408 differentially expressed genes were obtained, and these differentially expressed genes were displayed by heat map. In the heat map, genes were represented by rows and patients were represented by columns, the red bars represent cancer patients, the blue bars represent normal tissue samples adjacent cancer samples, and the middle area were gene expression levels (Figure 1A). As can be seen from the heat map, these differentially expressed genes can clearly separate the bladder cancer patient samples from the para-cancer control samples.




Figure 1 | Heat map of differentially expressed genes and differentially methylated CpGs. (A) Heat map of differentially expressed genes. (B) Heat map of differential methylated CpG sites.



Next, minfi R package was used to screen differentially methylated CpG sites. Through the processes mentioned above, 9702 differentially methylated CpGs between bladder cancer patients and control samples were identified. The differentially methylated CpGs were also shown in the heat map (Figure 1B). The heat map displays the methylation levels of differentially methylated CpGs in cancer samples and adjacent control samples. The rows represent CpG sites, the columns represent patients, and the colors represent the levels of DNA methylation. As can be seen from the heat map, these differentially methylated CpG sites can also clearly separate the bladder cancer patient samples from the para-cancer control samples.

Since the methylation level of gene promoter region was negatively correlated with the expression level of corresponding gene, the CpG loci which significant negative correlation with gene expression were extracted (Pearson Correlation Coefficient less than 0, p < 0.05). Finally, 986 CpG loci were obtained and analyzed as the classification features.



Different Molecular Subtypes of Bladder Cancer Were Obtained Based on Consistent Clustering Algorithm

Next, consensus clustering based on the β values of the 986 CpG sites obtained was performed to obtain distinct DNA methylation molecular subtypes of bladder cancer. To determine the appropriate number of subgroups, the average cluster consensus and the coefficient of variation among clusters were calculated for each category number. In this study, the cluster number selection criteria we considered were relatively high average consistency within the clusters, relatively low coefficient of variation, and maximum area change under the CDF curve. The consensus matrix was naturally a better visualization tool to help assess the clusters’ composition and number. We associated a color gradient from 0–1, with white corresponding to 0 and dark blue corresponding to 1, and assume the matrix is arranged so that items belonging to the same cluster are adjacent to each other. In this arrangement, a matrix corresponding to a perfect consensus will show a color-coded heatmap characterized by blue blocks along the diagonal on a white background. The color-coded heatmap corresponding to the consensus matrix obtained by applying consensus clustering to these cases is shown in Figure 2A, and represents the consensus for k = 4, which displays a well-defined 4-block structure. It has the largest area change under CDF curve, the highest average consistency within the class, and the lowest consistency coefficient of variation (Figures 2C, D). Therefore, we determine the appropriate number of categories as 4. So, all bladder cancer patients were divided into four DNA methylation molecular subtypes.




Figure 2 | Consensus clustering and survival analysis. (A) The color-coded heatmap corresponding to the consensus matrix for k = 4. (B) The survival curves of four DNA methylation subtypes of bladder cancer. (C) Delta area curve of consensus clustering. (D) The average cluster consensus and coefficient of variation among clusters for each category number k.





Prognostic Analysis of Different Molecular Subtypes

After consistent clustering was used to identify DNA methylation subgroups in bladder cancer, we then examined whether there were differences among the subgroups in addition to DNA methylation levels. We examined the differences in prognosis among the four DNA methylation subgroups.

Kaplan-Meier survival analysis was performed for these four subtypes using functions survfit() and survdiff () in R package “Survival”, and log rank test was used to determine the statistical significance of survival differences. Results showed significant prognostic differences among the four subgroups (p = 0.04) (Figure 2B). This indicates that there are significant differences in the prognostic status of patients among the four DNA methylation molecular subtypes of bladder cancer, which can provide an important reference for clinicians to predict the survival status of patients and timely change the treatment plan.



Identification and Analysis of DNA Methylation Biomarkers Specific to DNA Methylation Subtypes

After identifying the DNA methylation molecular subtypes of bladder cancer using unsupervised consistent clustering, the present study focused on DNA methylation markers specific to each subtype. These markers could represent the unique characteristics of each subtype, and their screening can provide a basis for the diagnosis of DNA methylation subtypes, and facilitate the better translation of research results into clinical application.

The QDMR software developed as a quantitative method described above was used in this study. 986 CpG loci across four DNA methylation subgroups (the classification features used in this study) were used as candidate features to screen for specific CpG markers in each subgroup. Since the methylation levels of these 986 CpG sites were used to distinguish the DNA methylation subgroups in this study, in each subgroup, these features should have similar methylation levels and there was very little variability between samples. Therefore, for each of the four DNA methylation subgroups, the average DNA methylation level of the 986 CpG sites in the samples was calculated to represent the DNA methylation pattern of that subgroup, and the 986× 4-dimensional result matrix was used as the input of QDMR. Finally, 52 specific hyper/hypomethylated CpG loci were identified, corresponding to 38 genes. They can be used as specific DNA methylation markers for different DNA methylation subgroups in bladder cancer, representing the unique DNA methylation patterns of that subgroup. The results showed that cluster1 and cluster2 specific CpG sites were found, and the number of CpG sites was 9 and 43, respectively. The specific sites of cluster1 screened out by our study are all hypomethylated, while the specific sites of cluster2 are all hypermethylated (Figure 3A).




Figure 3 | Analysis of subtype specific biomarkers. (A) Specific hyper/hypo methylated CpG sites for DNA methylation cluster1 and cluster2. (B) Gene enrichment analysis of genes corresponding to specific hypermethylated CpG sites in cluster2.



Cluster1 specific CpG loci mapped 3 genes, and cluster2 specific CpG loci mapped 35 genes (Supplementary Material 1). Next, DAVID bioinformatics tool was employed to complete the Gene Ontology and KEGG pathway enrichment analysis on cluster2 specific genes to further explore the biological processes or pathways involved. Results as shown in Figure 3B, these genes are involved in biological processes such as positive transcriptional regulation of RNA polymerase II promoters. But we did not find pathways in which these genes were significantly enriched.



Validation of DNA Methylation Molecular Subtypes and Subtype-Specific CpG Sites

To verify the robustness of the DNA methylation molecular subtypes of bladder cancer obtained in this study and the accuracy of the subtype specific CpG sites screened, we searched the GEO database and obtained a set of Illumina Infinium HumanMethylation450 Bead Chip DNA methylation profile data of urinary tumors (GSE52955), which included 25 patients with bladder cancer. Data from these 25 patients were used as a test set to verify the molecular subtypes and subtype-specific CpG sites obtained in this study.

Firstly, we used 986 CpG loci previously screened as classification features, and constructed a support vector machine (SVM) classifier model using TCGA data set with classification labels (i.e., four DNA methylation molecular subtypes divided in this study). Here we conducted functional analysis of the genes corresponding to the 986 characteristic CpG loci, and found that they were enriched in regulation of transcription from RNA polymerase II promoter, cell differentiation, positive regulation of cell migration, cell-cell adhesion, signal transduction, negative regulation of cell proliferation, cAMP signaling pathway, vascular smooth muscle contraction and many other biological processes and pathways involved in cancer genesis and development. The model was verified using tenfold cross validation. The results showed that the classification accuracy of the model was 96%, sensitivity 96.1%, precision 96.1%, and area under ROC curve (AUC) reached 0.968 (Figure 4). This further proved the accuracy of the classification features screened in this study and the robustness of the DNA methylation molecular subtypes of bladder cancer.




Figure 4 | Validation of DNA methylation molecular subtypes and classification features in bladder cancer. (A) The confusion matrix of classification model. (B) ROC curve of classification model.



Next, we input the test set obtained from GEO database into the constructed classifier model, which is used to predict the test set samples into the four DNA methylation molecular subtypes divided in this study. The 25 samples in the test set were predicted to be cluster1, cluster2, cluster3 and cluster4 with 3, 5, 11 and 6 samples respectively. Next, we tested the DNA methylation level of the subtype-specific CpG sites screened in this study in the test set. The results showed that 6 of the 9 CpG sites with cluster1-specific hypomethylation in the test dataset still had the lowest average methylation level in the four subtypes. The methylation level of the other three sites was not the lowest (close to the methylation level of cluster3), but significantly lower than that of the other two subtypes. In cluster2, all of the 43 CpG sites specific hypermethylated are still the CpG sites with the highest average methylation level among the four subtypes and significantly higher than the other three subtypes (Supplementary Material 2). This proves the accuracy and portability of the subtype-specific CpG sites screened in our study.




Discussion

Cancer is a disease with high mortality rate and a serious threat to people’s health. Previous studies focused only on the effect of genetic sequence changes on cancer, or malignancy. Recently, a relationship between cancer and the level of DNA methylation has been found. TCGA database is a publicly available resource covering a wide variety of data types in a variety of cancers. The Infinium HumanMethylation450 BeadChip array dataset of bladder cancer contains a large number of samples that were downloaded from TCGA for our classification analysis. The large sample sizes allowed us to explore the molecular subtypes of bladder cancer more comprehensively.

Precision medicine in cancer treatment is based on the assumption that every patient has a unique variation of genetic alterations and should be treated accordingly. Thus, for personalized medicine to be effective, it is necessary to achieve a detailed classification of the cancer genome and epigenome. Many studies have suggested that epigenetic modifications (DNA methylation) play a pivotal role in early detection, and improved molecular classification, prognosis and adjuvant treatment of bladder cancer. These opinions suggested that the level of analysis could have important biological and clinical implications in the era of precision medicine (43, 44). Moreover, classifications based solely on the tissue of origin or pathological features have shown their limitations. To this end, we conducted this study to obtain molecular classifications of bladder cancer epigenomes based on DNA methylation.

In this study, DNA methylation and gene expression profile data of TCGA were integrated to screen differentially expressed genes and differentially DNA methylated CpG sites. CpG sites with significant negative correlation between methylation level and gene expression level were extracted as classification features. Then bladder cancer samples were classified according to the classification features, and four DNA methylation molecular subtypes were obtained. The prognostic difference analysis of these four subtypes showed that there were significant differences in the molecular level and prognostic status among these subtypes. Furthermore, subtype-specific biomarkers were identified using information entropy-based algorithm to represent the unique molecular characteristics of each subtype. These results suggest that there are significant differences in epigenetics and prognosis among subpopulations of patients with the same cancer, and clinicians may be able to develop personalized and timely treatment changes based on their prognostic status. However, the specific characteristic biomarkers for only two of the four DNA methylation molecular subtypes, namely cluster1 and cluster2, were identified. The specific characteristic biomarkers for cluster3 and cluster4 were not identified. This indicates that these two DNA methylated molecular subtypes are more similar at the molecular level, and their differentiation is not as obvious as the other two subtypes, which also brings certain limitations to this study. We hope that future studies can focus on further differentiation of these two subgroups.

In conclusion, our research identified four different molecular subgroups using the data of bladder tumors in TCGA. This is a more detailed explanation of the molecular heterogeneity of bladder cancer. The specific CpG sites and genes for particular subgroups can serve as biomarkers for personalized treatments. Changes in DNA methylation (hypo/hypermethylation) can be used as markers to diagnose particular subgroups, and clinicians can develop personalized treatments according to these prognoses. Additionally, our methods can also be used to study other tumors with high molecular heterogeneity.
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Gastric cancer is a complex multifactorial and multistage process that involves a large number of tumor-related gene structural changes and abnormal expression. Therefore, knowing the related genes of gastric cancer can further understand the pathogenesis of gastric cancer and provide guidance for the development of targeted drugs. Traditional methods to discover gastric cancer-related genes based on biological experiments are time-consuming and expensive. In recent years, a large number of computational methods have been developed to identify gastric cancer-related genes. In addition, a large number of experiments show that establishing a biological network to identify disease-related genes has higher accuracy than ordinary methods. However, most of the current computing methods focus on the processing of homogeneous networks, and do not have the ability to encode heterogeneous networks. In this paper, we built a heterogeneous network using a disease similarity network and a gene interaction network. We implemented the graph transformer network (GTN) to encode this heterogeneous network. Meanwhile, the deep belief network (DBN) was applied to reduce the dimension of features. We call this method “DBN-GTN”, and it performed best among four traditional methods and five similar methods.
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Introduction

Gastric cancer is a malignant tumor originated from gastric mucosal epithelial cells (1). At present, due to the increase of work pressure, the change of diet structure, and Helicobacter pylori infection, gastric cancer is gradually showing a younger trend (2, 3). Patients with early gastric cancer often have no obvious symptoms, or only nonspecific symptoms such as abdominal discomfort and flatulence (4). These symptoms are often similar to chronic gastric symptoms such as dyspepsia, gastritis, and gastric ulcer (5). Most patients with early-stage cancer find their condition through gastroscopy. Under reasonable medical measures, the 5-year survival rate of patients with early-stage gastric cancer can reach 90% (6). However, most patients with gastric cancer are in the middle and late stage of gastric cancer when they are diagnosed. The tumor has invaded the outside of the stomach and is complicated by lymph node metastasis; thus, the odds of being cured is low. Screening related genes closely related to gastric cancer can be used as molecular targets for diagnosis (7). Different gene combinations can reflect the early diagnosis, incidence, effectiveness of treatment, and prognosis of gastric cancer. The early stage of gastric cancer generally only contains a few gene changes. These changes are potential molecular targets for early diagnosis (8). If these changes can be detected, gastric cancer can be detected as soon as possible, which can greatly improve the cure rate of gastric cancer. The typing of gastric cancer susceptibility genes and related genes can also provide some information for the prediction of the disease (9), so as to take preventive measures as soon as possible to prevent the deterioration of the disease. With the continuous in-depth post-genome studies, more genotypes will be found to be related to the occurrence, development, and prognosis of gastric cancer. The final conclusion can provide a new theoretical basis for the discussion of the molecular mechanism of gastric cancer (10, 11).

Gastric cancer is a complex and multifactorial disease. Environmental and genetic factors play an important role in the occurrence of gastric cancer (12, 13). MiRNA precisely regulates the occurrence of gastric cancer by participating in a network system composed of a series of important biological processes such as cell proliferation, apoptosis, and differentiation (14). A large number of studies have shown that according to the difference in expression level, specific miRNAs have become a potential biomarker of malignant cancer and have an impact similar to carcinogenic or tumor suppressor genes. For example, the expression of miR-21 and miR-155 is usually increased in gastric cancer, which can promote cell proliferation and induce the occurrence of malignant cancer (15), and the expression of mir-449 is usually reduced. It can inhibit cell proliferation and inhibit the further development of gastric cancer (16). To a large extent, miRNA is almost involved in the whole process of gastric cancer pathogenesis. Therefore, with the deepening of research, it can enrich the biological function of miRNA, show a new vision for the in-depth study of the molecular mechanism of the occurrence and development of gastric cancer, and show a broader platform for the medical field. The application of gene chips can further extend the research on gastric cancer into the gene regulation network, making it possible to explore the gene expression profile of gastric cancer in different pathological stages. Gene chips have become a powerful tool to study the molecular regulation mechanism and pathway of gastric cancer progress, and they have been widely used in the field of gastric cancer research. In recent years, tumor genomics and proteomics have been widely used in biomedical and clinical research. Since the rise of gene chips and microarray technology, people have used these technologies to find new disease subclasses (17, 18), identify new tumor markers (19, 20), distinguish tumor grades (21), and predict the prognosis of the disease. For example, Wang et al. found that the increased expression of INHBA was related to the low survival rate of patients with gastric cancer through gene enrichment analysis (22). Liu et al. confirmed that extracellular matrix receptors and cell cycle signaling pathways may play an important role in gastric cancer (23). Wnt signaling pathway may lead to carcinogenesis by stimulating the migration and invasion of gastric cancer cells (24). β-Catenin is frequently mutated in gastric cancer (25). Fze3 is overexpressed in 75% of gastric cancer tissues and hsfrp is downregulated in 16% of gastric cancer tissues, indicating that the expression of fze3 and hsfrp in this pathological tissue is often changed (26). Highly recombinant Shh induces the migration and invasion of gastric cancer cells by regulating tissue growth factor (TGF), which plays a role in the alk5–smad3 pathway (27). LOXL2 can promote tumor invasion through the Src/FAK signaling pathway, and its expression in gastric cancer is significantly increased (28). The loss of embryonic liver cell lining protein (ELF) can destroy the TGF-mediated signal pathway by interfering with the localization of Smad3 and Smad4 and lead to gastric cancer (29). The increase of BMP-2 concentration can significantly improve the motility and invasiveness of gastric cancer cells (30). The upregulation of cycox-61 may lead to the progression of gastric cancer. Interleukin-6 induces the invasion of gastric cancer cell line AGS cells through the activation of the c-Src/RhoA/ROCK signaling pathway (31).

Although the cost of large-scale sequencing data is decreasing and the speed is increasing, the number of clear gastric cancer-related genes remains small. A large number of multi omics data of gastric cancer have been accumulated. It is an important means to fully understand the genetic mechanism of gastric cancer to preliminarily screen potential genes through large-scale data mining algorithms and then verify them one by one through biological experiments. Systems biology aims to study the interaction of various molecules with different structures and functions at the overall level of organisms, and then add computational methods to describe and predict biological functions (32, 33), phenotypes, and behaviors. Most of these methods are based on networks (34, 35). These computational methods have been widely used in the discovery of disease-related genes (33, 35–39), genetic mechanism (40, 41), gene expression (37, 40), protein function (42, 43), metabolic association (44, 45), and drug target (46, 47). Therefore, in this paper, we developed a novel method named “DBN-GTN” to identify gastric cancer-related genes in a large scale. This method is based on the thought of systems biology. It used multiple features of genes and gastric cancer to identify the patterns of gastric cancer-related genes, which can be used to find more gastric cancer-related genes.



Method


Workflow

We firstly constructed a disease similarity network and a gene interaction network. We connected the two networks together based on the known relationship between diseases and genes. For example, the public databases have shown that the EGFR gene has a relationship with gastric cancer. Then, the node “gastric cancer” can be connected to the node “EGFR”. Finally, we can obtain a heterogeneous network. Then, we should extract the features of diseases and genes, respectively. We used the relationship between miRNAs and both diseases and genes as the features. Therefore, gene feature is the regulatory relationship between the gene and all miRNAs. Disease feature is the known relationship between the disease and all miRNAs. Then, the deep belief network (DBN) was applied to reduce the dimension of features. Finally, the graph transformer network was implemented to train the model and predict gastric cancer-related genes. The workflow is shown in Figure 1.




Figure 1 | Workflow.





Construction of Heterogeneous Network

Firstly, we need to calculate the similarity of diseases. Disease ontology (DO) was applied to explore the relationship between different diseases. Every disease term in DO is related to some molecular components (such as genes, proteins, small molecules, and drugs), which are usually called annotation entities of diseases. The similarity between the two diseases is also related to their common ancestors. The similarity of two diseases from the same ancestor node is usually greater than that of two diseases that do not belong to the same ancestor node. Therefore, the similarity of two diseases can be calculated by calculating the amount of information of two disease ancestor nodes. Similarly, in DO, each disease is related to its annotation entity. The similarity between the two diseases can also be calculated by calculating the relationship between their annotation entities.

Then, we need to obtain gene interaction information. We downloaded gene interaction information from HumannetV2.0 (48). The genes that can interact with each other can be connected in the gene network.

Finally, we need to connect these two networks based on the known relationship between diseases and genes. The DisGeNet database (49) was used to obtain the associations between diseases and genes. Based on the information reported by DisGeNet, we can build a heterogeneous network of diseases and genes.



Feature of Diseases and Genes

DIANA-TarBase v8 (50) collected decade-long experimentally supported miRNA–gene interactions. Using this database, we obtained the relationship between genes known to be related to disease and miRNAs. Each miRNA is one dimension of a gene feature. If a gene is reported to be regulated by the miRNA, the feature value of this gene in this characteristic dimension is 1.

Mir2disease (51) contains 349 miRNAs, 163 diseases, 3,273 miRNAs, and the association information between diseases. Using this database, we obtained the relationship between miRNAs and diseases similar to gastric cancer. Each miRNA is one dimension of a disease feature. If a disease is reported to be related to the miRNA, the feature value of this disease in this characteristic dimension is 1.



Dimensionality Reduction by Deep Belief Network

In order to reduce the feature dimension of miRNA, we constructed a DBN network architecture based on Restricted Boltzmann Machine (RBM) for miRNA feature encoding. Each RBM is a layer in the DBN network architecture, and the DBN-based miRNA feature encoding method contains a total of 3 layers of RBMs.

First, the variables in RBM are divided into hidden variables and observable variables. Among them, the observable variables are the features of miRNAs. The observable and hidden variables are represented by the observable layer and the hidden layer, respectively. The nodes in the RBM layer are not connected, and all the nodes in the adjacent RBM layers are connected to each other. This connection method is consistent with the fully connected neural network.

Unsupervised learning is difficult because the distribution of input miRNA features is unknown. Based on the conclusions of statistical mechanics, we describe the probability distribution with an energy-based model. An RBM is composed of miRNA features and latent variables, whose energy function is defined as:

 

Where the feature of genes can be represented v = [v1, v2,…vm]T ; h is the random vector h = [h1, h2, …hn]T W is the matrix of weight. Both a and b are bias.

With the energy function, the joint probability between the original feature of a gene and the feature after dimensionality reduction can be defined, and the conversion from the visualized node to the hidden node can be realized. Denote the joint probability distribution as p(v, h), which is calculated as follows:

 


is the partition function and can also be called normalization coefficient.



Prediction of Gastric Cancer-Related Genes by the Graph Transformer Network

Since our network is a heterogeneous network of diseases and genes, there are multiple types of meta-paths in it. The first step is to select edge types from the adjacency matrix A. Then, we need to do matrix multiplication of two selected adjacency matrices to learn a novel meta-path network A(1). This new adjacency matrix can be calculated as the sum of candidate adjacency matrices based on weight. The addition process is based on 1*1 convolution with the activation function softmax.

 

σ() represents a convolutional layer and W is the weight of it.

In this way, GTN can generate new meta-path adjacency matrices (52). Then, we can implement graph convolutional network (GCN) on these adjacency matrices. Each GCN layer can be calculated as:

 

Finally, each node in GTN can be encoded as:

 




Results


Compare With Traditional Methods

We obtained a total of 435 genes that are reported to be related to gastric cancer. We randomly selected 435 genes as the positive samples and selected part of the remaining genes as negative samples to train the model. We compared DBN-GTN with several traditional methods, which include support vector machine (SVM), back-propagation artificial neural networks (BP-ANN), naive Bayes, and random forest. Since these methods do not have the ability to encode a network, we simply combined the features of genes and diseases to construct a disease–gene pair. We input these disease–gene pairs into these traditional methods and build models to predict gastric cancer-related genes. The performance of these methods is shown in Table 1.


Table 1 | AUC and AUPR of traditional methods and DBN-GTN.



As we can see in Table 1, DBN-GTN performed best among these methods. The main reason why the accuracy of our analysis of DBN-GTN is significantly higher than other methods is that it considers the association between diseases and the interaction between genes, while other traditional methods are limited by their own shortcomings and cannot incorporate this information into the models.



Compare With Similar Methods

Two methods make up the DBN-GTN, and we try to replace the two methods with similar methods to test whether the accuracy of the method is the highest. DBN mainly plays the function of dimensionality reduction, and principal component analysis (PCA) and t-distributed stochastic neighbor embedding (t-SNE) have a similar function. Therefore, we try to use these two methods to replace DBN and test the performance. In addition, GCN can be used to encode a homogeneous network. To compare the difference between encoding a heterogeneous network and encoding two homogeneous networks separately, we used GCN to replace GTN. GCN was implemented to encode a gene interaction network and a disease similarity network, respectively. Then, the features of genes and diseases are combined together to train the GCN model. The experimental results are shown in Figure 2.




Figure 2 | AUC and AUPR of DBN-GTN and similar methods.



As we can see from Figure 2, DBN-GTN performed best among these methods and t-SNE-GCN performed worst. From the impact of dimensionality reduction on accuracy, DBN outperforms t-SNE and PCA, and t-SNE has the worst accuracy. This is because PCA can manually select the amount of information contained after dimensionality reduction, while t-SNE can only reduce the data to 2 to 3 dimensions. From the perspective of the influence of the coding network method on accuracy, the performance of GTN is better than that of GCN. This is because GTN can encode heterogeneous networks and obtain more information than two homogeneous networks by GCN.




Conclusion

Biologists discovered some genes related to gastric cancer through large-scale transcriptome and genome sequencing. These results suffer from sample heterogeneity and insufficient sample size. At the same time, these experiments also cost a lot of time and money. Therefore, from the perspective of systems biology, this paper mines the association patterns between diseases and genes, and establishes a model through deep learning algorithms to identify large-scale gastric cancer-related genes. Although a large number of previous studies have used computational methods to identify gastric cancer-related genes, most of these methods focus on extracting information from homogeneous networks and cannot fully incorporate the association between diseases and genes into the model. In this paper, we established a disease similarity network and a gene interaction network, and connected the two networks through the known correlation between the two to form a disease–gene heterogeneous network. At the same time, we extracted the features of the disease and gene based on their relationship with miRNAs. In other words, a bridge between diseases and genes is established through miRNAs. We employ deep belief networks for feature dimensionality reduction and GTN for heterogeneous network encoding. We call this method DBN-GTN. We compare the accuracy of this method with four traditional methods and five similar methods. Experimental results show that DBN-GTN outperforms our chosen traditional method and similar methods, which shows that DBN-GTN is superior in the task of large-scale identification of gastric cancer genes. This paper provides support to further explain the genetic risk, susceptibility, and drug screening of gastric cancer.
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Background

The competing endogenous RNA (ceRNA) network-mediated regulatory mechanisms in small cell lung cancer (SCLC) remain largely unknown. This study aimed to integrate multi-omics profiles, including the transcriptome, regulome, genome and pharmacogenome profiles, to elucidate prioritised ceRNA characteristics, pathways and drug candidates in SCLC.



Method

We determined the plasma messenger RNA (mRNA), microRNA (miRNA), long noncoding RNA (lncRNA) and circular RNA (circRNA) expression levels using whole-transcriptome sequencing technology in our SCLC plasma cohort. Significantly expressed plasma mRNAs were then overlapped with the Gene Expression Omnibus (GEO) tissue mRNA data (GSE 40275, SCLC tissue cohort). Next, we applied a multistep multi-omics (transcriptome, regulome, genome and pharmacogenome) integration analysis to first construct the network and then to identify the lncRNA/circRNA-miRNA-mRNA ceRNA characteristics, genomic alterations, pathways and drug candidates in SCLC.



Results

The multi-omics integration-based prioritisation of SCLC ceRNA regulatory networks consisted of downregulated mRNAs (CSF3R/GAA), lncRNAs (AC005005.4-201/DLX6-AS1-201/NEAT1-203) and circRNAs (hsa_HLA-B_1/hsa_VEGFC_8) as well as upregulated miRNAs (hsa-miR-4525/hsa-miR-6747-3p). lncRNAs (lncRNA-AC005005.4-201 and NEAT1-203) and circRNAs (circRNA-hsa_HLA-B_1 and hsa_VEGFC_8) may regulate the inhibited effects of hsa-miR-6747-3p for CSF3R expression in SCLC, while lncRNA-DLX6-AS1-201 or circRNA-hsa_HLA-B_1 may neutralise the negative regulation of hsa-miR-4525 for GAA in SCLC. CSF3R and GAA were present in the genomic alteration, and further identified as targets of FavId and Trastuzumab deruxtecan, respectively. In the SCLC-associated pathway analysis, CSF3R was involved in the autophagy pathways, while GAA was involved in the glucose metabolism pathways.



Conclusions

We identified potential lncRNA/cirRNA-miRNA-mRNA ceRNA regulatory mechanisms, pathways and promising drug candidates in SCLC, providing novel potential diagnostics and therapeutic targets in SCLC.
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Introduction

Small cell lung cancer (SCLC) is a highly heterogeneous malignancy of neuroendocrine origin accounting for approximately 15% of all cases of lung cancer. SCLC is characterised by the early development of metastases, rapid recurrence and a low survival rate (1–4). The 5-year overall survival rate in SCLC barely reaches 5%, while average overall survival reaches only 2 to 4 months in untreated patients (1, 5, 6). Early diagnosis of SCLC remains quite challenging given its nonspecific symptoms and fast-growing tumours (7). Currently, chemotherapy and immunotherapy represent the most common treatment for SCLC, whereby chemotherapy alone remains the basis of standard treatment for the management of SCLC (7). While the initial response rate for first-line chemotherapy reaches approximately 60% in SCLC, patients may still quickly succumb given rapid recurrence following chemotherapy, primary or secondary drug resistance and ineffective second-line treatment options (8–10). Thus, limited effective therapies remain the primary reason for poor outcomes in SCLC (7, 8). The mechanisms behind the pathogenesis of SCLC are complex, and as yet unexplained by a single biomarker or specific mechanism (11). As such, an increased and comprehensive understanding of SCLC characteristics is crucial to guiding both diagnosis and treatment. Omics studies are emerging rapidly and offer tremendous potential to better understand the underlying disease mechanisms, as well as advancing early diagnostics and identifying potential drug targets.

Competitive endogenous RNA (ceRNA) is a novel layer of gene regulation in diseases, regulating each other at the post-transcription level by competing for shared microRNAs (miRNAs) (12). ceRNA networks link the function of protein-coding messenger RNA (mRNA) with noncoding RNAs (ncRNAs), which primarily include long noncoding RNAs (lncRNAs), circular RNAs (circRNAs) and miRNAs (12–15). The integrative assessment of the expressions of lncRNAs, circRNAs, miRNAs and mRNAs construct ceRNA networks (14–18). Several studies demonstrated that lung cancer associates with the dysregulation of the expression of ncRNAs including both lncRNAs and miRNAs, and the expression of several signalling pathways and oncogenes, while circRNAs may play a key role in lung cancer tumorigenesis, progression, invasion and metastasis (14, 18). miRNAs could control the target genes involved in cellular processes by downregulating gene expression through repressing or degrading mRNA targets (19–21). In addition, the majority of lncRNAs compete with miRNAs to prevent miRNA binding to their target mRNA, leading to the transcriptional activation of target genes (22, 23). Furthermore, after binding to several sites for a particular miRNA or RNA-binding proteins (RBPs), cirRNAs regulate alternative splicing and gene transcription through interaction (15, 23, 24). Consequently, these aberrantly expressed transcripts in the ceRNA network may represent potential therapeutic targets, diagnostic markers and prognostic markers in SCLC. In addition to transcriptomics, gene mutations play significant roles in new drug development in cancer. For instance, gene mutation profiles have facilitated the development of targeted agents in therapeutics for adenocarcinomas of the lung (25). Drug databases are developing rapidly, and the integrative analysis of omics data and drug databases provide us with excellent opportunities for drug development such as through pharmacogenomics (26). The rapidly expanding field of systems biology has proven reasonably effective at summarising knowledge related to cancer pathways, perhaps most importantly using the cancer literature to elucidate the molecular networks via which cancer develops. Thus, methodology which employs an integrative analysis of the literature could contribute to understanding the SCLC pathways (27).

In an attempt to understand the complexity and heterogeneity of SCLC, our study aimed to identify plasma mRNAs and compare them with the expression levels found in tissue to identify SCLC-specific mRNAs (28, 29) and, further, to evaluate the lncRNA/circRNA-miRNA-mRNA ceRNA regulatory network. Next, we applied a multi-omics integration analysis (transcriptome, regulome, genome and pharmacogenome) to discuss ceRNA regulation, genomic alterations, pathways and drug candidates in SCLC (see Figure 1) (30–32). Understanding the characteristics of the ceRNA regulatory network can potentially shed light on the screening of SCLC biomarkers, particularly those related to genomic alterations and novel therapeutic targets.




Figure 1 | Illustration of multi-omics–based prioritisation of ceRNAs and pathways. CLCGP, Clinical Lung Cancer Genome Project; CIRI, circRNA identifier; ceRNA, competitive endogenous RNA; circRNA, circular RNAs; DE, differentially expressed; SCLC, small cell lung cancer; lncRNA, long noncoding RNA; miRNA, microRNA; mRNA, messenger RNA; cBioPortal database (https://www.cbioportal.org/datasets); DrugBank database (https://go.drugbank.com/); Genecards database (https://www.genecards.org/); PubMed (https://pubmed.ncbi.nlm.nih.gov/).





Materials and Methods


In-House SCLC Plasma Cohort and SCLC Lung Tissue Cohort

In this study, we analysed two SCLC cohorts: an in-house SCLC plasma cohort (n = 12) and an SCLC lung tissue cohort (from GSE40275, n = 62) (33). The mRNA data in the SCLC tissue cohort were obtained from the lung tissue samples of SCLCs and adjacent nontumour regions. Our in-house SCLC plasma cohort includes eight SCLC patients and four healthy controls, collected between August and November 2020 at Gansu Provincial Hospital, China. The inclusion criteria of patients in our SCLC plasma cohort consisted of a histologically or cytologically confirmed initial SCLC without previous chemotherapy, radiotherapy, molecular-targeted therapy, immunotherapy or surgery. We excluded patients from our SCLC plasma cohort based on the following: (1) presence of other combined cancers; (2) pregnant or lactating patient; and (3) presentation with cardiopulmonary insufficiency, serious cardiovascular disease, a serious infection or severe malnutrition (34, 35). The mRNA data in the SCLC tissue cohort were obtained from the lung tissue samples of SCLCs and adjacent nontumour regions. In addition, the tissue mRNA expression levels were evaluated in the Gene Expression Omnibus database (GEO, https://www.ncbi.nlm.nih.gov/gds/) using the term “small cell lung cancer” with “homo sapiens”, “series” and “expression profiling by array”. The 19 SCLC lung tissue datasets were obtained, and no suitable plasma SCLC dataset could be extracted. Finally, we selected the GSE40275 tissue dataset of SCLC for further analysis, since this dataset was obtained from a single-sequencing platform, thereby avoiding a potential bias from inconsistencies in probes stemming from different sequencing platforms. This cohort study received ethical approval from the Ethics Committee of the Gansu Provincial Hospital, China (27 July 2020, No. 2020-183). Informed consent was obtained from all participants in the whole-transcriptome sequencing experiment, and the research adhered to the principles of the Declaration of Helsinki.



Whole-Transcriptome Sequencing Analysis in the Plasma SCLC Cohort

We determined the plasma messenger RNA (mRNA), microRNA (miRNA), long noncoding RNA (lncRNA) and circular RNA (circRNA) expression levels using the whole-transcriptome sequencing technology in our SCLC plasma cohort. The extraction of total RNA from the plasma samples relied on the miRNeasy Mini Kit (Qiagen, Hilden, Germany) following the manufacturer’s protocol. The details appear in Supplemental File 1. A total of 1.5-μg RNA per sample was used as the input material for the lncRNA sequencing analysis, and a total of 2.5-ng RNA was used as the input material for the miRNA sequencing analysis. The details of the lncRNA and miRNA sequencing appear in Supplemental File 1. The steps to generating the mRNA, lncRNA, circRNA and miRNA profiles appear in Supplemental File 2. In addition, our SCLC plasma data were uploaded to a public platform [uploaded to the Sequence Read Archive (SRA) database (BioProject PRJNA 759049 (miRNA data) and BioProject PRJNA 762578 (mRNA, lncRNA and circRNA data)].



Identification of Differentially Expressed mRNA, miRNA, circRNA and lncRNA in SCLC

The significant differentially expressed mRNAs (DEmRNAs) in the SCLC tissue cohort were identified by comparing SCLC lung tissue and adjacent nontumour tissue from SCLC using the GEO2R tools from the R package “limma” in GSE40275 [|fold change (FC)| > 1.5, p < 0.05, and false discovery rate (FDR) < 0.2)]. DEmRNAs in the SCLC plasma cohort were identified by comparing SCLC and healthy samples using the likelihood ratio test (LRT) in the R package “DESeq” (|FC| > 1.5, p < 0.05). Then, the commonly expressed DEmRNAs (Co-DEmRNAs, SCLC-specific mRNAs) were defined as the overlapping DEmRNAs between the SCLC plasma cohort and the SCLC lung tissue cohort (|FC| > 1.5, p < 0.05). The significant DEmiRNAs, DEcircRNAs and DElncRNAs in the SCLC plasma cohort were identified by comparing SCLC and healthy plasma samples using LRT in the R package “DESeq” (|FC| > 1.5, p < 0.05, and FDR < 0.2). FDR was computed using the methodology described by Benjamini and Hochberg (36). The volcano plots were created using the R package “ggplot2”. Finally, the Co-DEmRNAs, DEmiRNAs, DEcircRNAs and DElncRNAs were subsequently used in the ceRNA network construction.



Construction of the lncRNA/cirRNA-miRNA-mRNA ceRNA-Mediated Regulatory Network

The previous step identifying the DEmiRNAs, DElncRNAs, DEcircRNAs and Co-DEmRNAs in SCLC was used to construct the lncRNA/circRNA-miRNA-mRNA ceRNA regulatory network. The regulome analysis was based on the targeted mRNA–miRNA, lncRNA–miRNA and circRNA–miRNA prediction using online analytical software tools. The targeted mRNAs of the miRNAs were predicted using two online analytical software tools: miRanda (version 3.3.a) (37) and TargetScanHuman database (version 5.0) (38). The targeted lncRNAs of the miRNAs were predicted using the online analytical software tools from the miRbase database (version 22.0) (37). The targeted circRNAs of the miRNAs were predicted using three online analytical software tools: RNAhybrid database (version 2.1.1) (39), miRanda (version 3.3.a) (40) and TargetScanHuman database (version 5.0) (38). The negative regulation of mRNA–miRNA, lncRNA–miRNA and circRNA–miRNA was selected in the further ceRNA network construction. Next, the lncRNAs, circRNAs and miRNAs were identified as known or novel using several analytical software tools: the gffcompare program (41), the circRNA identifier (CIRI) tool (42), the miRbase database (version 22.0) (37) and the miRDeep2 tools (43). Based on these results, we constructed the lncRNA/circRNA-miRNA-mRNA ceRNA regulatory network using the Cytoscape software (version 3.7.0) (44). Next, the differentially expressed lncRNA, circRNAs, miRNAs and mRNAs in the SCLC ceRNA network were analysed using the gene ontology (GO) analysis and the Kyoto Encyclopaedia of Genes and Genomes (KEGG) pathway analysis. For the GO analysis, the differentially expressed lncRNA, circRNAs, miRNAs and mRNAs were classified into three categories: biological process (BP), cellular component (CC) and molecular function (MF). The KEGG pathway analysis was performed to analyse the potential pathways enriched by the differentially expressed lncRNA, circRNAs, miRNAs and mRNAs. The enrichment analysis was evaluated using the R package ClusterProfiler (45), for which we considered an adjusted p < 0.05 as statistically significant (46).



Evaluation of Genomic Alterations, Drug Candidates/Repurposing and Pathway Analysis in SCLC ceRNA Networks

The genomic alterations of mRNAs in the SCLC ceRNA network were determined through three datasets (47–49) from the cBioPortal database (https://www.cbioportal.org/datasets), including the Clinical Lung Cancer Genome Project (CLCGP) study (47), the Johns Hopkins study (48) and the University of Cologne study (U Cologne study) (49). The pharmacogenomics data were downloaded from the DrugBank database (release 5.0) (https://go.drugbank.com/), including the rich drugs data and the drug–target genes data (50). The results obtained from the pharmacogenomics DrugBank database were further mined through the “Targets” tool using manual searches. The pathways of the mRNAs were first evaluated and annotated using the Genecards database (https://www.genecards.org/) (51), then the SCLC-associated pathways were further filtered through a literature search from PubMed (https://pubmed.ncbi.nlm.nih.gov/) using the terms “small cell lung cancer [Title/Abstract] OR SCLC [Title/Abstract] OR small cell lung cancer [MeSH Terms]” and “pathways [Title/Abstract]”.




Results


Identification of Differentially Expressed mRNA, miRNA, circRNA and lncRNA in SCLC

We identified eight SCLC patients (62.5% male, median age of 62 years, 100% Asian and 50.0% advanced stage) and four healthy controls (75.0% male, median age of 66 years) in our SCLC plasma cohort, and 19 SCLC patients (84.2% male, median age of 66 years and 100% European) in the SCLC tissue cohort (GSE40275) (Table 1). Through our in-house whole-transcriptome sequencing data comparing SCLC plasma samples and healthy plasma samples, we harvested a total of 652 DEmRNAs (326 upregulated and 326 downregulated), 281 DEmiRNAs (178 upregulated and 103 downregulated), 286 DEcircRNAs (166 upregulated and 120 downregulated) and 1753 DElncRNAs (1036 upregulated and 717 downregulated) for subsequent analysis. Overall, 8429 DEmRNAs (4808 upregulated and 3621 downregulated) were identified in the SCLC tissue cohort, ultimately resulting in 135 DEmRNAs (32 upregulated and 103 downregulated) expressed in two cohorts as common DEmRNAs (Co-DEmRNAs), and also identified as SCLC-specific mRNAs (Figure 2).


Table 1 | Patient characteristics for the in-house SCLC plasma cohort (n = 12) and SCLC lung tissue cohort (from GSE40275, n = 62).






Figure 2 | Identification of differentially expressed mRNAs, miRNAs, lncRNAs and circRNAs in SCLC. (A) Common differentially expressed mRNAs (Co-DEmRNAs) in the in-house SCLC plasma cohort and the SCLC lung tissue cohort (GSE40275). (B) Up- and downregulated mRNAs in our cohort. (C) Up- and downregulated miRNAs in our cohort. (D) Up- and downregulated lncRNAs in our cohort. (E) Up- and downregulated circRNAs in our cohort. Red indicates upregulated and green indicates downregulated; circRNA, circular RNAs; lncRNA, long noncoding RNA; miRNA, microRNA; mRNA, messenger RNA; SCLC, small cell lung cancer.





Construction of the lncRNA/circRNA-miRNA-mRNA ceRNA Network

The obtained 281 DEmiRNAs, 1753 DElncRNAs, 286 DEcircRNAs and 135 Co-DEmRNAs in SCLC were initially involved in the ceRNA regulatory network construction. Integrating the selection rules described in the methods section, the SCLC lncRNA/circRNA-miRNA-mRNA ceRNA regulatory network was constructed, which included 58 mRNAs (4 upregulated and 54 downregulated), 301 lncRNAs (40 upregulated and 261 downregulated), 16 circRNAs (5 upregulated and 11 downregulated) and 24 miRNAs (20 upregulated and 4 downregulated) (Figures 3 and 4; Supplemental Tables 1 and 2). The lncRNA-miRNA-mRNA ceRNA regulatory network consisted of 381 nodes (301 lncRNAs, 23 miRNAs and 57 mRNAs) with 707 edges (Figure 3). In the lncRNA-miRNA-mRNA ceRNA network, the expression levels of 53 mRNAs and 261 lncRNAs decreased in SCLC and the expression levels of 19 miRNAs increased in SCLC, while the expression levels of 4 mRNAs and 40 lncRNAs increased in SCLC and the expression levels of 4 miRNAs decreased in SCLC (Supplemental Table 1). The circRNA-miRNA-mRNA ceRNA network consisted of 82 nodes (16 cirRNAs, 19 miRNAs and 47 mRNAs) with 165 edges (Figure 4). In the circRNA-miRNA-mRNA ceRNA network, the expression levels of 43 mRNAs and 11 circRNAs decreased in SCLC and the expression levels of 16 miRNAs increased in SCLC, while the expression levels of four mRNAs and five cirRNAs increased in SCLC and the expression levels of three miRNAs decreased in SCLC (Supplemental Table 2).




Figure 3 | The lncRNA-miRNA-mRNA ceRNAs network in SCLC. lncRNA, long noncoding RNA; miRNA, microRNA; mRNA, messenger RNA; SCLC, small cell lung cancer.






Figure 4 | The circRNA-miRNA-mRNA ceRNAs network in SCLC. circRNA, circular RNA; miRNA, microRNA; mRNA, messenger RNA; SCLC, small cell lung cancer.





Functional Enrichment Analysis of mRNA, miRNA, circRNA and lncRNA in the ceRNA Network in SCLC

The differentially expressed levels of 58 mRNAs in the ceRNA network appear in Table 2. In the SCLC plasma cohort, the top three downregulated genes in the fold change (FC) were early growth response 1 (EGR1), complement factor D (CFD) and FosB proto-oncogene AP-1 transcription factor subunit (FOSB), while the top three upregulated genes in FC were zinc finger protein 704 (ZNF704), NOVA alternative splicing regulator 1 (NOVA1) and attractin like 1 (ATRNL1) (Table 2). Table 3 summarises 23 results from 58 mRNAs in the ceRNA network included in the GO analysis. This GO analysis indicated that the DEmRNAs were associated with numerous important biological processes and cellular components. The present study indicated that the biological processes of DEmRNAs primarily included processes such as neutrophil degranulation, neutrophil activation involved in the immune response, neutrophil activation, neutrophil-mediated immunity and an integrin-mediated signalling pathway among others. These biological functions associate with the protumour/prometastatic roles of inflammatory cells in cancer development and metastasis (Table 3) (52, 53). In terms of the cellular components, they mainly included the protein complex involved in cell adhesion and the integrin complex (Table 3), functions associated with tumorigenesis (54, 55). In addition, no results were obtained from the molecular function of the GO analysis and the KEGG pathways analysis, given that adjusted p > 0.05 in these functional analyses. In addition, we also reported the differentially expressed levels of lncRNAs, circRNAs and miRNAs in the ceRNA network (Supplemental Tables 3-5). The functional GO analyses primarily revealed cell survival and proliferation in 42 functional results from 301 lncRNAs, the inflammatory and immune response function in 32 functional results from 32 circRNAs and inflammatory and immune response and cell proliferation in 66 functional results from 24 miRNAs, respectively (Tables 4–6). Among these functions, many tumour-related terms were significantly enriched, such as regulating the cell cycle, the negative regulation of cell growth, DNA recombination and the MyD88-independent toll-like receptor signalling pathway, as well as the regulation of dendritic cell differentiation. In the KEGG pathways analyses, five pathways were identified in the lncRNAs, consisting of olfactory transduction, the neuroactive ligand–receptor interaction, nicotine addiction, carbohydrate digestion and absorption, and the protein digestion and absorption pathway (Table 4). The 60 pathways found in the miRNAs and mainly tumour-related pathways were significantly enriched, including the cAMP signalling pathway, focal adhesion, the MAPK signalling pathway, the Hippo signalling pathway and the ECM–receptor interaction (Table 7).


Table 2 | Differentially expressed levels and genomic alterations of mRNAs in the ceRNA regulatory network in SCLC.




Table 3 | Functional enrichment analysis of mRNAs in the ceRNA network in SCLC.




Table 4 | Functional enrichment analysis and pathway results of lncRNAs in the ceRNA network.




Table 5 | Functional enrichment analysis of circRNAs in the ceRNA network.




Table 6 | Functional enrichment analysis of miRNAs in the ceRNA network.




Table 7 | Pathway results of miRNAs in the ceRNA network.





Evaluation of Genomic Alterations, Drug Candidates/Repurposing and Pathways in SCLC ceRNA Network

In total, 50 of 58 mRNAs in the ceRNA network presented genomic alterations, with the percentage of genomic alterations ranging from 0.8% to 28% (Table 2). The drug–target gene pharmacogenomics analysis showed that three [colony-stimulating factor 3 receptor (CSF3R) (alterations range 1.3–7.0%, FC (in plasma cohort): -1.801, p = 2.63 x 10-3), acid alpha-glucosidase (GAA) (alterations range 1.3–3.0%, FC: -1.789 and p = 3.85 x 10-2), FGR proto-oncogene Src family tyrosine kinase (FGR) (alterations range 0–2.5%, FC: -1.488, p = 2.02 x 10-2)] of 50 mRNAs in the ceRNA network were identified as potential drug targets (Tables 2 and 8). CSF3R and GAA were identified as targets of FavId and Trastuzumab deruxtecan, respectively, while FGR was confirmed as a target of Dasatinib and Zanubrutinib (Table 8). Next, the pathway analysis found that CSF3R, GAA and FGR were annotated in the 13 pathways in the Genecards database (Table 9). The SCLC-associated pathways were further identified through a literature review (56–58). We concluded that CSF3R was involved in the autophagy pathway and GAA was involved in the glucose metabolism pathway, while these two pathways were involved in SCLC occurrence and progression from the literature (Table 9) (56–58).


Table 8 | Potential drug candidates of mRNAs in the ceRNA networks in SCLC.




Table 9 | Pathways of mRNAs in the ceRNA networks in SCLC.





Identification of Multi-Omics Integration-Based Prioritisation of the ceRNA SCLC Network

The multi-omics integration-based prioritisation of the ceRNA regulatory network in SCLC consisted of two mRNAs, two miRNAs, three lncRNAs and two circRNAs (Figure 5). In this ceRNA network, the expression levels of mRNAs (CSF3R/GAA), lncRNAs (AC005005.4-201/DLX6-AS1-201/NEAT1-203) and circRNAs (hsa_HLA-B_1/hsa_VEGFC_8) decreased in SCLC, while the expression levels of miRNAs (hsa-miR-4525/hsa-miR-6747-3p) increased in SCLC. The primary regulatory axes in the ceRNA network were identified as follows: 1) lncRNA-miRNA-mRNA: AC005005.4-201/NEAT1-203-hsa-miR-6747-3p-CSF3R and DLX6-AS1-201-hsa-miR-4525-GAA; and 2) circRNA-miRNA-mRNA: hsa_HLA-B_1/hsa_VEGFC_8-hsa-miR-6747-3p-CSF3R and hsa_HLA-B_1-hsa-miR-4525-GAA (Figure 5). Thus, lncRNAs (lncRNA-AC005005.4-201 and NEAT1-203) and circRNAs (circRNA-hsa_HLA-B_1 and hsa_VEGFC_8) may regulate the inhibited effects of hsa-miR-6747-3p for CSF3R expression in SCLC, and lncRNA-DLX6-AS1-201 or circRNA-hsa_HLA-B_1 may neutralise the negative regulation of hsa-miR-4525 for GAA in SCLC.




Figure 5 | Illustration of multi-omics–based prioritisation of the ceRNA subnetwork, drug candidates and pathways. ATP, adenosine triphosphatase; AMPK, AMP-activated protein kinase; BCAAs, branched-chain amino acids; CoA, coenzyme A; ceRNA, competitive endogenous; RNA; circRNA, circular RNA; CSF3R, colony-stimulating factor 3 receptor; GAA, acid alpha-glucosidase; lncRNA, long noncoding RNA; miRNA, microRNA; mRNA, messenger RNA; SCLC, small cell lung cancer; TCA, tricarboxylic acid.






Discussion

Here, we integrated our own omics data (transcriptome and regulome) and public omics data (genome and pharmacogenome) to elucidate the multi-omics integration-based prioritisation of ceRNA-mediated network characteristics, pathways and drug candidates in SCLC. The prioritisation of the SCLC ceRNA regulatory network consisted of two mRNAs (CSF3R/GAA), two miRNAs (hsa-miR-4525/hsa-miR-6747-3p), three lncRNAs (AC005005.4-201/DLX6-AS1-201/NEAT1-203) and two circRNAs (hsa_HLA-B_1/hsa_VEGFC_8). The expression levels of mRNAs, lncRNAs and circRNAs decreased in SCLC, while the expression levels of miRNAs increased in SCLC. In addition, lncRNAs (lncRNA-AC005005.4-201 and NEAT1-203) and circRNAs (circRNA-hsa_HLA-B_1 and hsa_VEGFC_8) may regulate the inhibited effects of hsa-miR-6747-3p for CSF3R expression in SCLC, and lncRNA-DLX6-AS1-201 or circRNA-hsa_HLA-B_1 may neutralise the negative regulation of hsa-miR-4525 related to GAA in SCLC. The pharmacogenomics analysis identified CSF3R and GAA as targets of FavId and Trastuzumab deruxtecan, respectively. The SCLC-associated pathway analysis revealed that CSF3R was involved in the autophagy pathway, while GAA was involved in the glucose metabolism pathway. These findings may contribute to understanding the molecular pathogenesis of SCLC, supporting the development of novel diagnostics and therapeutic compounds for SCLC patients in clinical settings.

In this study, we first reported the multi-omics integration-based prioritisation of the lncRNA/circRNA-miRNA-mRNA ceRNA disease network, as well as the molecular characteristics and drug candidates or repurposed drugs in SCLC. The ceRNA is a layer of gene regulation in diseases, and the transcripts can regulate each other at the post-transcription level by competing for shared miRNAs (12, 16, 17). Here, we found that two lncRNAs (lncRNA-AC005005.4-201 and NEAT1-203) and two circRNAs (circRNA-hsa_HLA-B_1 and hsa_VEGFC_8) may regulate the inhibiting effects of hsa-miR-6747-3p for CSF3R expression, while lncRNA-DLX6-AS1-201 or circRNA-hsa_HLA-B_1 may neutralise the negative regulation of hsa-miR-4525 for GAA. Consistent with our findings for dysregulated lncRNAs in SCLC, previous studies found that lncRNAs DLX6-AS1 and NEAT1 were significantly dysregulated in non-SCLC, gastric cancer and pancreatic cancer (59–62). Specifically, upregulated DLX6-AS1 in gastric cancer tissue associated with distant metastasis and a poor clinical prognosis, while siRNA-DLX6-AS1 may inhibit gastric cancer cell proliferation, migration, invasion and the epithelial–mesenchymal transition in vitro (18). In addition, our study identified the regulatory axis in lncRNA-DLX6-AS1-201/hsa-miR-4525/GAA, which associated with the glucose metabolism pathway in SCLC. Interestingly, Qian et al. reported that sh-DLX6-AS1 may modulate glucose metabolism and cell growth via miR-4290/3-phosphoinositide-dependent protein kinase 1 in gastric cancer cells (63). Considering the role of DLX6-AS1 in glucose metabolism, we inferred that DLX6-AS1 could affect the occurrence and progression of SCLC via glucose metabolism through modulating hsa-miR-4525/GAA in SCLC. Similar to the other dysregulated lncRNA reports (59–62), Xu et al. found that lncRNA-NEAT1 may promote gastric cancer angiogenesis by enhancing the proliferation, migration and tube formation ability of endothelial cells through the miR-17-5p/transforming growth factor-β receptor 2 (TGFβR2) pathway (61), while lncRNA-NEAT1 may play a vital role in tumorigenesis and the development of SCLC through the hsa-miR-6747-3p/CSF3R axis. Importantly, in addition to lncRNA-DLX6-AS1 and NEAT1, we are the first to report another potential regulatory axis of ceRNA, while the regulatory mechanisms require further exploration through in vivo and in vitro studies. Our findings, however, suggest that the promising lncRNA/circRNA-miRNA-mRNA ceRNA regulatory characteristics in SCLC may provide new potential mechanisms and therapeutic targets.

To the best of our knowledge, this is also the first study to investigate the roles of CSF3R and GAA in the SCLC ceRNA regulation networks, pathways and drug candidates. CSF3R is a type 1 cytokine receptor, encoding the receptor for granulocyte colony-stimulating factor (G-CSF) and playing a crucial role in granulocyte proliferation and differentiation (64, 65). The altered CSF3R expression or activating heterozygous variants in CSF3R have been identified as risk factors in the development of multiple malignancies, such as colorectal cancer, myeloid malignancies and lymphoid malignancies (65–67). This is particularly the case for mutations in CSF3R commonly present in chronic neutrophilic leukaemia or atypical chronic myeloid leukaemia (68). Given the roles of CSF3R reported in chronic neutrophilic leukaemia or atypical chronic myeloid leukaemia (66, 68), our findings suggest that CSF3R might play a pivotal role in the occurrence and development of SCLC. Furthermore, our results suggest that CSF3R might modulate the autophagy pathway, which associated with SCLC (57, 58). The functions of autophagy in cancer may involve an anticancer or a cancer effect (69). Previous studies suggested that a hypoxia-HIF1A-AS2-autophagy interaction may play a role in drug sensitivity in SCLC, while a high expression of secreted phosphoprotein 1 (SPP1) inhibited autophagy and apoptosis, promoting the development of SCLC (57, 58). In addition, Rupniewska et al. found that SCLC cells may be more sensitive to autophagy inhibitors (70). In our study, CSF3R was identified as the potential drug target of FavId. FavId is an active immunotherapy with stimulating tumour-specific T cells and humoural immunity (71, 72). Alissafi et al. reported that autophagy-deficient therapy exhibited a mediated suppression of antitumour immunity via the efficient activation of tumour-specific CD4+ T cells (73), which was consistent with the mechanism of FavId in a tumour. Thus, our results suggest that genetic alterations or an altered expression of CSF3R may serve as a risk factor in SCLC development and associate with the autophagy pathway, while FavId could serve as a potential drug therapy through the CSF3R target to treat SCLC, even though additional in vivo or in vitro studies are needed to clarify these associations in SCLC. GAA, as one of the lysosomal enzymes, was the other key gene in our study. This is the first study to find that GAA might participant in the occurrence and development of SCLC via glucose metabolism. Similarly, Hamura et al. reported that the modulation of GAA could affect cell proliferation and apoptosis and manipulate chemoresistance in pancreatic cancer cells via malfunctional mitochondria (74). The dysregulated metabolism of glucose in mitochondria is known as an adverse microenvironment in solid tumours, referred to as the Warburg effect, including glucose deprivation and lactic acidosis, potentially resulting in an elevated glycolytic activity in tumour cells (75–78). Yan et al. showed that glucose metabolic reprogramming improves SCLC cell proliferation and metastasis, suggesting it could be a potential regulatory strategy interfering with glucose metabolism in SCLC (56). Considering the function of GAA, which catalyses the production of glucose from glycogen in lysosomes, altering the GAA expression or genetic status could inhibit tumorigenesis in SCLC through the lysosome pathway (56, 74–78). Interestingly, the DrugBank analysis showed that the drug targeting GAA was Trastuzumab-deruxtecan. Trastuzumab-deruxtecan is primarily used for patients with human epidermal growth factor receptor 2 (HER2)–mutant tumours including non-SCLC and in the absence of SCLC (79–81). Upon binding to HER2, Trastuzumab-deruxtecan disrupts the HER2 signalling, undergoes internalisation and intracellular linker cleavage by lysosomal enzymes and ultimately causes DNA damage and apoptotic cell death (80). In addition, Martinho et al. found that the inhibitors of the HER family (mainly HER2) reduced cervical cancer aggressiveness by blocking glucose metabolism (82). Combined with the roles of the glucose metabolism pathway in SCLC and the antitumour roles of Trastuzumab-deruxtecan via the glucose metabolism pathway, our findings suggest that Trastuzumab-deruxtecan may be a promising drug candidate via GAA in SCLC through the glucose metabolism pathway. However, further in vivo or in vitro studies are needed to clarify these promising drug candidates’ ability to treat SCLC.

The strength of this study is our use of network-based multi-omics integration to prioritise ceRNA characteristics and drug candidates in SCLC from two well-characterised study cohorts, including newly tested whole-transcriptome sequencing data in the SCLC study, and the data were uploaded to a public platform [the Sequence Read Archive (SRA) database]. In addition to these strengths, we also note several limitations. First, our study included our own omics data and public data. In addition, the relatively small size of our cohort represents a limitation to our findings, although the results of the mRNA study were validated in a relatively large cohort. Second, the ceRNA characteristics and drug candidates and repurposing are quite promising, although further mechanistic studies from cells and animal models, as well as clinical validation studies, are needed. In addition, we performed no survival analysis in this study, since no available and suitable survival data were obtained from public databases, including the Cancer Genome Atlas (TCGA) and Kaplan–Meier plotter databases. Finally, the survival data in our SCLC plasma cohort were incapable of producing useful results for the prognostic analysis given the relatively small sample sizes and quite limited follow-up time.

In conclusion, we report primary findings related to a multi-omics integration-based prioritisation of the lncRNA/circRNA-miRNA-mRNA ceRNA regulatory network, pathways and promising drug candidates in SCLC. These findings indicate novel, potential diagnostic and therapeutic targets in SCLC.
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Background

Sarcoidosis is an inflammatory disease characterized by non-caseating granuloma formation in various organs, with several recognized genetic and environmental risk factors. Despite substantial progress, the genetic determinants associated with its prognosis remain largely unknown.



Objectives

This study aimed to identify the genetic changes involved in sarcoidosis and evaluate their clinical relevance.



Methods

We performed whole-exome sequencing (WES) in 116 sporadic sarcoidosis patients (acute sarcoidosis patients, n=58; chronic sarcoidosis patients, n=58). In addition, 208 healthy controls were selected from 1000 G East Asian population data. To identify genes enriched in sarcoidosis, Fisher exact tests were performed. The identified genes were included for further pathway analysis using Gene Ontology (GO) and the Kyoto Encyclopedia of Genes and Genomes (KEGG). Additionally, we used the STRING database to construct a protein network of rare variants and Cytoscape to identify hub genes of signaling pathways.



Results

WES and Fisher’s exact test identified 1,311 variants in 439 protein-coding genes. A total of 135 single nucleotide polymorphisms (SNPs) on 30 protein-coding genes involved in the immunological process based on the GO and KEGG enrichment analysis. Pathway enrichment analysis showed osteoclast differentiation and cytokine–cytokine receptor interactions. Three missense mutations (rs76740888, rs149664918, and rs78251590) in two genes (PRSS3 and CNN2) of immune-related genes showed significantly different mutation frequencies between the disease group and healthy controls. The correlation of genetic abnormalities with clinical outcomes using multivariate analysis of the clinical features and mutation loci showed that the missense variant (rs76740888, Chr9:33796673 G>A) of PRSS3 [p=0.04, odds ratio (OR) = 2.49] was significantly associated with chronic disease prognosis. Additionally, the top two hub genes were CCL4 and CXCR4 based on protein–protein interaction (PPI) network analysis.



Conclusion

Our study provides new insights into the molecular pathogenesis of sarcoidosis and identifies novel genetic alterations in this disease, especially PRSS3, which may be promising targets for future therapeutic strategies for chronic sarcoidosis.





Keywords: whole-exome sequencing, sarcoidosis, non-synonymous mutations, adaptive immune response, chronic sarcoidosis prognosis



Introduction

Sarcoidosis (MIM 609464) is an immune-mediated disease affecting multiple organs and is characterized by non-caseating necrotizing granulomatous lesions with an elusive etiology (1). The disease is characterized variably across races, and the prognosis and course of the disease depend on the phenotypic characteristics. Compared to white Americans (10.9/100,000), African Americans (35.5/100,000) are affected more frequently, and African Americans tend to develop chronic, severe disease prognoses (2, 3). Some patients may experience spontaneous remission, but others may suffer from a chronic course, ultimately leading to death in severe cases (4). Epidemiological studies suggest that the disease has a racial predisposition and family clustering characteristics (5). Most researchers agree that the etiology of sarcoidosis is due to environmental exposure, genetic factors, and immune system dysregulation. Sarcoidosis is a multiple-gene-affected disease; many published studies have reported the candidate genes of sarcoidosis. Genetic predisposition plays a vital role in the etiology of sarcoidosis and contributes to the heterogeneity of clinical manifestations and prognosis (6).

The classification of sarcoidosis prognosis is based on the duration of the disease course: acute sarcoidosis (≤2 years) and chronic sarcoidosis (>2 years) (7). Up to 40% of patients develop chronic disease with persistent lung inflammation and tissue fibrosis, which contribute to the majority of sarcoidosis mortality (8). Several genetic mutations have been associated with the clinical course of sarcoidosis, and various distinct ethnic groups argue for genetic influence (3). Previous studies suggested that class II HLA-DRB1*03:01 is associated with resolving disease more than the persistent group in Finnish, Croatia, and Czech sarcoidosis patients (9–11). Other non-HLA gene polymorphisms associated with clinical course, including TLR3 (L412F, rs3775291), promoted a persistent clinical phenotype in Irish and American Caucasian patients (12); also, tumor necrosis factor-β (TNF-β) alleles TNF-β1 and TNF-β3 were found to be associated with prolonged clinical course in Japan and Dutch sarcoidosis patients, respectively (12, 13).

In addition to classical candidate-gene filtering methods, genome-wide association analysis (GWAS) also contributes to identifying suspected genes associated with disease etiology. Hofmann et al. reported using GWAS to identify the ANXA11 gene as a new susceptibility locus for sarcoidosis from over 440,000 single nucleotide polymorphisms (SNPs) among 500 patients and controls (14). Additionally, Franke et al. found that the C10ORF67 gene was significantly associated with sarcoidosis and Crohn’s disease among over 83,000 SNPs using the GWAS method (15). Using the whole-exome sequencing method, Elisa Lahtela et al. reported that variations in AADACL3 and C1orf158, located on chromosome 1p36.21, were associated with resolved disease prognosis among 72 Finnish patients (16).

However, limited studies have reported the association between genetic markers and chronic sarcoidosis prognosis in the Chinese population, which requires in-depth research to diagnose and treat sarcoidosis. We present a strategy using whole-exome sequencing data of sarcoidosis patients to evaluate which genetic variants distinguish chronic sarcoidosis prognosis. We identified sequence variations in a sample of 116 Chinese sarcoidosis cases, acute and chronic prognosis, to pinpoint the genetic variety of sarcoidosis prognosis.



Materials and Methods


Study Population

One hundred sixteen sarcoidosis patients who were consecutive cases from January 2016 to December 2017 in Peking Union Medical College Hospital and 208 healthy controls were selected for the whole-exome sequencing (WES) study. The patients who underwent WES were diagnosed based on the American Thoracic Society (ATS)/European Respiratory Society (ERS)/World Association of Sarcoidosis and Other Granulomatous Disorders (WASOG) criteria (17). The inclusion criteria included clinical manifestation, radiological characteristics, and pathological evidence. The stages of sarcoidosis were determined following the “Scadding” classification for sarcoidosis. Radiological evaluation of sarcoidosis in the outpatient clinic at Peking Union Medical College Hospital was performed by two physicians with expertise in the respiratory department. All patients who had a clinical follow-up of at least 4 years participated. The diagnosis of the patients with sarcoidosis was confirmed by transbronchial lung biopsy (TBLB). The clinical outcomes of sarcoidosis patients were classified into the acute group (resolve within 2 years, n=58 patients, 50%) and the chronic group (persisting over 2 years, n=58 patients, 50%) (17). All resources were investigated in the Electronic Health Record database of the Peking Union Medical College Hospital. This study was conducted in accordance with the Declaration of Helsinki, and the protocol used to collect human blood samples and clinical resources was approved by the Ethics Committee of Peking Union Medical College Hospital. Written informed consent was obtained from all subjects.



Whole-Exome Sequencing

DNA was extracted from the blood samples using the QIAampTM DNA and Blood Mini Kit (Qiagen, Valencia, CA) according to the manufacturer’s instructions. WES was performed by ANNOROAD Co. (Beijing, China) using the SureSelectXTTarget Enrichment System (G7530-90000) method for exon capture, and a library was constructed. Then, the paired-end sequencing program was run on the Illumina NovaSeq S2 sequencing platform, and 150-bp reads were obtained. CASAVA 1.8 was used to complete imaging analysis and base detection of the high-throughput sequencing image files with data filtering. Burrows–Wheeler Aligner (BWA) v0.7.17 software was used to compare the sequencing results and the human genome reference sequence (UCSC GRCh37/hg19). Then, The Genome Analysis Toolkit (GATK) v3.8 was used to perform variant calling and to identify SNPs and insertions and deletions (InDels).



Initial Variants and Sample Quality Control

We performed the initial variant and sample quality control (shown in Figure 1). All QC steps were analyzed using the software package PLINK v1.09. After variant quality control of the raw data, 5,771,425 SNPs passed SNP quality control with the recommendation from GATK. Among them, 3,981,961 (69%) variants passed Hardy–Weinberg equilibrium (HWE) quality control (p < 1e−6). Finally, 508,403 SNPs passed the SNP sample missing rate (<5%) quality control. In addition, 1,223,109 InDels passed quality control with the recommendation from GATK. Of the InDels, 1,000,293 (82%) passed HWE quality control. Additionally, 39,161 InDels passed the sample missingness rate (<5%) quality control. Then, we manipulated the sample quality control and found that all 116 samples and 208 healthy controls passed heterozygosity (mean ± 4 SD), sample missing rate (<5%), and familiar relationships (pi-hat<0.2), meaning that all samples and controls could be used for further evaluation (shown in Supplementary Figure S1).




Figure 1 | Analytical strategy workflow for variant filtration and candidate gene selection. A schematic overview of the steps involved in whole-exome sequencing analysis with pathogenesis candidate gene detection is shown. SNPs, single nucleotide polymorphisms; InDels, insertions and deletions; WES, whole-exome sequencing; MAF, minor allele frequency; MAGMA, Multimarker Analysis on GenoMic Annotation.





Mutation Site Filtering and Annotation

The SNPs and InDels identified in 116 sarcoidosis patients were tested with Fisher’s exact test. In this disease research, sample collection was challenging, and therefore, we had a smaller sample size. However, the samples were randomly collected, and to control for false positives, we used different methods to obtain true positive sites and genes. For the Fisher’s exact test, to control population stratification, the genomic inflation factor was used to adjust the chi-2 value and recomputed p-value; to control false positives in multiple comparisons, the p-values were subjected to Bonferroni multiple corrections (Q-value ≤ 0.05). With Fisher’s exact test results, the Multimarker Analysis on GenoMic Annotation (MAGMA) v1.6 software package (18) was used to perform SNP-wide mean model for gene-based association analysis with the default setting. SNPs were assigned to the genes obtained from Ensembl build 85 (only protein-coding genes). Genome-wide significance was set at 0.05/(the number of tested genes). Genes whose p-value reached genome-wide significance can be labeled in the Manhattan plot. Using the result of gene analysis (gene-level p-value), gene-set analysis was also performed with default parameters of MAGMA v1.6. The gene sets were obtained from sigdb v7.0 for “Curated gene sets” and “GO terms.” The R package “clusterProfiler” was used to perform Kyoto Encyclopedia of Genes and Genomes (KEGG) enrichment analysis (19). The expression characteristics of the immune-related candidate genes were determined based on the data obtained from Genotype-Tissue Expression (GTEx; gtexportal.org). The characteristics of mutations in immune-related candidate genes were identified using Maftools in the R package (20). The STRING online database (STRING, https://www.string-db.org/) and PPI pairs with a combined score of ≥0.4 were used to construct a PPI network. Cytoscape software v3.7.2 was used to predict the regulatory relationship between genes and analyze the topological parameters of the network. The Genome Reference Consortium Human Build 37 (GRCh37) of Homo sapiens in the NCBI database was utilized for SNP description.



Statistical Analysis

Statistical analyses were performed using SPSS version 26 and GraphPad ®  Prism Version 8.0.0 for Mac OS X (San Diego, CA, USA). The normality of the variables was estimated using the Shapiro–Wilk normality test. Non-normally distributed continuous variables were expressed as medians and interquartile ranges [M, (Q1, Q3)], and normally distributed continuous variables were described as the means and standard deviations. Categorical variables are shown as counts and percentages. The independent samples t-test was used for comparing variables with normal distribution. The non-parametric test (Mann–Whitney U test) was used to compare non-normally distributed continuous variables. Pearson’s two test or Fisher’s exact test was used to analyze the categorical variables. Binary logistic regression (backwards method) was used to explore independent factors (age, sex, Lofgren syndrome, radiology stage, rs76740888, and rs78251590) that were statistically significant predictors of the binary dependent variable (disease prognosis). The variables with the highest p-values were removed from the model until all p-values for the remaining variables were ≤0.05. The logistic models calculated odds ratios (ORs) and their respective 95% confidence intervals (CIs)




Results


Functional Analyses of the Sarcoidosis-Related 439 Candidate Genes

WES, mutation site filtering, and annotation analyses of 116 sarcoidosis patients and 208 healthy controls revealed that 1,311 variants were significant and were allotted to 439 candidate genes (shown in Figure 1). We further performed GO analyses for these candidate genes filtered from the case–control Fisher’s exact test on Metascape.org (21). The most enriched GO terms were the epoxygenase P450 pathway [count = 5 (1.34%), log10(p) = −5.26], keratinization [count = 13 (3.48%), log10(p) = (−4.93)], and defective GALNT3 causing familial hyperphosphatemic tumoral calcinosis (HFTC) [count = 4 (1.07%), log10(p) = −4.19] (shown in Supplementary Figure S2A). The top-level Gene Ontology biological processes comprised metabolic process, developmental process, response to stimulus, and cell proliferation (shown in Supplementary Figure S2B). To capture the relationships among the terms, we analyzed the network of enriched terms where terms with a similarity >0.3 were connected by edges and selected the terms with the best p-value from every 20 clusters using Cytoscape on Metascape.org (shown in Supplementary Figures S2C, D).

Further KEGG pathway enrichment of 439 genes in the “cluster profiler” revealed four significant pathway aggregations, including “caffeine metabolism” (gene ratio: 3/90, adjusted p-value = 0.0073227), “drug metabolism—other enzymes’ (gene ratio: 6/90, adjusted p-value = 0.0073227), “retinol metabolism” (gene ratio: 6/90, adjusted p-value = 0.01552589), and “drug metabolism—cytochrome P450” (gene ratio: 6/90, adjusted p-value = 0.02368937; shown in Supplementary Figures S3A, B). In addition, a molecular complex detection (MCODE) analysis was performed to identify the modules within the protein–protein interaction (PPI) network (parameter degree cut-off ≥2 and the MCODE score ≥1.0) using Cytoscape software (22, 23). We found that 439 candidate genes were significantly clustered into three groups presented in green, red, and blue nodes. MCODE 1 (red nodes, MCODE score = 3.4) has 10 genes, i.e., CUL5, RBX1, EFTUD2, HSPA8, CAND1, RPA1, STAU1, ATAD3A, PABPC1, and SLC25A5. MCODE 2 (blue nodes, MCODE score = 1) contains RB1, ZNF99, and ZNF208. MCODE 3 (green nodes, MCODE score = 1) has three genes, including CYP2A7, CYP2F1, and CYP4F2 (shown in Supplementary Figures S3C, D).

In addition, the genes filtered by Fisher’s exact test with the genomic inflation factor are presented in Supplementary Table S2. The Manhattan plot (shown in Supplementary Figure S4A) showed visual identification of statistically significant data points with p<0.05. We tested for GO term (biological processes) enrichment to assess the gene-set covered biological functions and pathways. Four significantly enriched GO terms were detected, including loneliness (MATG) (p adjusted=0.000134505), loneliness (p adjusted=0.000742134), extremely high intelligence (p adjusted=0.032706257), and Plasminogen activator inhibitor type 1 levels (PAI-1) (p adjusted=0.038615263), see Supplementary Figure S4B.



Selection and Functional Analysis of Immune-Related Genes

Previous studies suggested that sarcoidosis is an immune-related granulomatous disease associated with genetic susceptibility (24, 25). To distinguish the immune-related pathogenic genes in 439 candidate genes identified in our study, we searched the “Immune” term among “GO biological process” and found 36 immune-related GO terms (see Table 1) covering 135 variants of 30 immune-related genes. The SNP details of the 30 immune-related candidate genes are listed in Supplementary Table S1.


Table 1 | Gene Ontology terms associated with “immune” in Cluster Profiler analyses.



Two significant KEGG pathways enrichments, “hsa04380: osteoclast differentiation” (p-adjust = 0.0000587, gene count = 6) and “hsa04060: cytokine–cytokine receptor interaction” (p-adjust = 0.019641002, gene count = 5), were revealed by analysis of the 30 immune-related genes. Six genes in “osteoclast differentiation” enrichment include CSF1R, LILRA3, LILRA6, LILRB2, LILRB3, and LILRB5. The genes involved in “cytokine–cytokine receptor interaction” included CCL4, CSF1R, CXCR4, FLT1, and IL7 (shown in Figures 2A, B). Immune-related candidate gene expression characteristics were also analyzed using genotype-tissue expression (GTEx) data to investigate the potential role of these genes in multiple organs and tissues. Figure 2C shows that CXCR4 and MSTN had the highest expression in the lung among the 30 immune-related candidate genes.




Figure 2 | KEGG pathway analysis and expression characteristics of 30 immune-related candidate genes. (A) Bar plot of the KEGG pathway enrichment (B) Dot plot of the KEGG pathway enrichment (C) Organ and tissue expression characteristics analyzed by GTEx. A heatmap of the tissue-specific gene expression for 30 immune-related candidate genes in different organs and whole blood from the genotype-tissue expression project (GTEx) v8 54 tissue types of dataset. (D) PPI network of the 30 immune-related candidate genes and three modules were clustered by the STRING database. (E) PPI network of the top 10 hub genes of the 30 immune-related candidate genes.



We further analyzed the PPI of 30 immune-related genes using the STRING database. When a “medium confidence = 0.400” was defined as the cutoff criterion of the minimum required interaction score, three clusters were identified from the PPI network (shown in Figure 2D). The largest cluster comprised 27 nodes and 24 edges, with an average node degree of 1.78 (PPI enrichment p-value = 2.27e−05). The hub genes were determined by overlapping the genes according to the top 10 nodes selected by the degree in cytoHubba (26). The identification of hub genes and module interactions is helpful in selecting the key genes that reveal the underlying molecular mechanisms of sarcoidosis pathogenesis-associated immune-related candidate genes (27). The top 10 hub genes were selected, and they were arranged by rank degree and presented in different colors (higher rank degree labeled red, lower rank degree marked yellow). The genes with the most significant rank were CCL4 and CXCR4, which had the most interrelation with other associated immune-associated genes (shown in Figure 2E).



Three Missense Mutations Suggested Immune-Related Pathogenesis of Sarcoidosis

We next investigated non-synonymous SNPs, which have been thought to play a more critical role in pathogenesis, as they have different alleles encoding different amino acids. A total of nine non-synonymous SNPs were found in four immune-related genes (shown in Table 2). Among them, seven non-synonymous variants in three genes showed a significant difference in the frequency between 116 sarcoidosis and 208 healthy control groups, with much higher frequencies in the sarcoidosis group than in the control group (p < 0.001, odds ratio ≥1; see Table 2), including PRSS3, LILRA6 (LILRB3), and CNN2.


Table 2 | Immune-associated non-synonymous variation details in the Fisher’s exact test.



Furthermore, the mutation characteristics of 135 SNPs from the 30 immune-related candidate genes were analyzed using Maftools in R software. Among the three immune-related genes with significant mutation frequencies, the PRSS3 and CNN2 genes were detected, which contained the highest missense mutation ratios, at 100% and 97%, respectively, among the 116 sarcoidosis patients. Furthermore, non-synonymous SNPs in LILRB2, GZMB, APOL1, CNN2, SWAP70, and CSF1R were shown in over 50% of sarcoidosis patients. The SAA1 gene showed multiple hit and splice site mutations among 116 sporadic sarcoidosis patients (shown in Figure 3A). Two non-synonymous variants (NC_000009.11:g.33796673G>A and NC_000009.11:g.33797969T>A) in the PRSS3 gene were located on exon 3 of Trypsin-3 isoform 3 and exon 2 of Trypsin-3 isoforms 1, 2, and 4. A non-synonymous SNP in CNN2 (NC_000019.9: g.1037871C>A) was found in exon 7 of calponin-2 isoforms a, c, and d and exon 6 of calponin-2 isoform b (shown in Figures 3B-F).




Figure 3 | (A) Characteristics of SNPs of 30 immune-related candidate pathogenesis genes. The details of missense mutations, splice site mutations, and multihit mutations in 116 sporadic sarcoidosis patients are presented as percentages. (B) Two missense mutations in PRSS3 of transcript isoforms. (C) and (D) Mutation details of rs76740888 and rs149664918 on nucleotide sequence and amino acid sequence. (E) Missense mutation of rs78251590 in the CNN2 gene. (F) Mutation details of rs78251590 on nucleotide and amino acid sequences.





Univariate Analysis and Multivariate Logistic Regression Analysis Detected the Risk Factors for Disease Prognosis

This WES study included 58 (50%) acute sarcoidosis patients and 58 (50%) chronic prognosis sarcoidosis patients (shown in Table 3). Univariate analysis of the acute and chronic prognosis groups showed that the acute prognosis group was younger than the chronic prognosis group (p=0.016). Additionally, rs76740888 (G to A) and rs78251590 (C to A) mutations were associated with disease prognosis (p=0.034 and p<0.001, respectively).


Table 3 | Univariate analysis of three missense mutations and clinical characteristics of 116 sarcoidosis patients.



The related risk factors with p<0.1, including age, sex, Lofgren syndrome, radiology stage, rs76740888, and rs78251590, were set as the independent variables and included in multivariate logistic analyses. The disease prognosis was determined as the dependent variable. After adjustments for the founding variables, the binary logistic regression analysis showed that only age (p=0.037), radiology stage II (p=0.03), and rs76740888 (p=0.038) were retained as significant predictors of sarcoidosis prognosis. Table 4 lists the variables and parameters that were finally screened into the model. Only age older than 50 (OR, 0.41), radiology stage II classification (OR, 0.25), and rs76740888 G to A mutation (OR, 2.49) were identified as independent factors correlated with an increase risk of chronic disease prognosis.


Table 4 | Results of logistic regression analysis of risk factors for disease prognosis.






Discussion

Sarcoidosis is an inflammatory disease characterized by granulomatosis present in multiple organs and triggered by environmental factors that interact with environmental triggers to result in the innate immune activation of macrophages and dendritic cells, which further upregulates the expression of the major histocompatibility complex (MHC) and cytokines that induce the activation of the adaptive immune response (3). Previous GWAS on the sporadic and familial aggregation of sarcoidosis patients showed that the candidate genes are strongly associated with disease severity, including HLA and non-HLA genes (9, 12). Most of the genes were related to T-cell regulation and T-cell activation during antigen presentation by APCs (antigen-presenting cells) (5). Other genes associated with immune regulation of sarcoidosis, including NOTCH4, TNFα, NOD2, and ANXA11, were also detected by GWAS analysis in different races (28–31). Multiple factors, including genetic composition and the context of antigen presentation, could impact the inflammatory immune response, resulting in a self-limiting or a chronic relapse type of sarcoidosis prognosis. The current study points out that the abundance of SNPs is associated with disease susceptibility and prognosis in sarcoidosis patients. A few papers have reported that human leukocyte antigen (HLA) DRB1*15 positivity is associated with an increased risk for a chronic course of sarcoidosis (32, 33). However, the susceptibility variants and the signaling pathways are different among different races of sarcoidosis patients (34–36). To our knowledge, this result is the first report on the genetics of Chinese sporadic sarcoidosis patients, which has significance for understanding immunogenetic pathogenesis and the development of chronic disease prognosis.

The present study revealed that 1,311 variants in 439 genes were present in 116 sporadic Chinese sarcoidosis patients compared to 208 healthy controls. Enrichment analysis with GO biological process terms revealed that 135 variants in 30 genes were related to the “Immune” associated GO term. The PRSS3 and CNN2 genes were detected with the highest missense mutation ratios (100% and 97%, respectively).

The PRSS3 (serine protease 3) gene product, trypsin-3, is a trypsinogen of the trypsin family of serine proteases and is expressed in multiple organs, such as the lung. The PRSS3 gene is located on the locus of T-cell receptor beta variable orphan on chromosome 9 ‘[cytogenetic location: 9p13.3; genomic coordinates (GRCh37/hg19) 33750677-33799229] and is associated with thyroiditis and Rickettsialpox (37, 38). This gene is localized to the locus of T-cell receptor beta variable orphans. It has been suggested to be involved in the proteolytic processing of proteins, digestion, blood coagulation, immune response, and development (39). Mesotrypsin/PRSS3 is an atypical isoform of trypsin that is expressed in the brain and other organs and is involved in the process of antimicrobial humoral response, cobalamin metabolic process, digestion, endothelial cell migration, neutrophil degranulation, proteolysis, and zymogen activation via calcium ion binding, protein binding, and serine-type endopeptidase activity signaling pathway (40). Pathways related to the PRSS3 gene on KEGG are “Influenza A,” “neuroactive ligand–receptor interaction,” “pancreatic secretion,” and “protein digestion and absorption” (41). Diseases associated with PRSS3 include thyroiditis and Hashimoto thyroiditis. The elevated expression of PRSS3 is associated with a poor prognosis for multiple cancers, including lung adenocarcinoma, gastric cancer, ductal carcinoma of the breast, and pancreatic cancer (37, 42–44). Two protein-coding SNPs on the PRSS3 gene identified in our research have not yet been published. The G to A missense mutation (rs76740888) in the exon of PRSS3 on chromosome 9p13.3 could cause an mRNA allele change and an amino acid change in four trypsin-3 isoforms, causing 10 coding sequence variants at each codon and amino acid. Protease imbalances have been found in another interstitial lung disease. Shanna Ashley et al. suggested that trypsin-3 was a potential biomarker for idiopathic pulmonary pneumonia (IPF) by proteomic analysis of plasma from IPF patients (45). How trypsin-3 influences sarcoidosis is still unknown.

CNN2 is located on chromosome 19p13.3 and functions as an actin cytoskeleton-associated protein and modifies the innate immune system pathways, including the inhibitory regulation of macrophage migration and phagocytosis (46). CNN2 is expressed in many organ tissues and cells, including epidermal keratinocytes, lung alveolar cells, and fibroblasts. In our study, we identified a C>A missense mutation (rs78251590) on CNN2 that may participate in the regulation of immune regulation of sarcoidosis.

We also attempted to identify biological pathways by inputting 30 candidate genes from the immune-related GO category. Two pathways were extracted from the KEGG analysis, including “hsa04380: osteoclast differentiation” (p-adjust = 0.0000587, gene count = 6) and “hsa04060: cytokine–cytokine receptor interaction” (p-adjust = 0.019641002, gene count = 5). A recent investigation of sarcoidosis illustrated that the differentially expressed genes (DEGs) identified by comparing the microarray datasets between sarcoidosis patients and healthy controls were significantly enriched in the positive regulation of protein kinase activity, osteoblast differentiation, and inflammatory response (47). The osteoclast differentiation and cytokine–cytokine receptor interaction pathways identified in our study may provide new ideas for understanding the role of immune-related gene pathways in Chinese sarcoidosis patients. Meanwhile, the “hsa04060: cytokine–cytokine receptor interaction’ pathway, including the CCL4, CSF1R, CXCR4, FLT1, and IL7 genes, could be highly associated with immune regulation and is strongly suspected to be involved in the pathogenesis of sarcoidosis (5, 48, 49). Interleukin (IL)-7 is essential for T-cell generation and plays a pivotal role in the proliferation and survival of memory and naive T cells and T helper type 17 (Th17) cells. Elliott Crouser et al. reported that IL-7 gene transcripts and transcript networks were highly engaged in pulmonary sarcoidosis biological processes and observed overexpression of the IL-7 protein in sarcoidosis patients. Similarly, Patterson et al. observed that the circulating cytokine IL-7 was increased in sarcoidosis patients compared to the control group (50). Keiichiro Yoshioka et al. used Gene Ontology enrichment analysis with RNA sequencing datasets. They revealed several biological processes related to the pathogenesis of sarcoidosis, such as cellular response to IL-1 and interferon gamma (IFN-γ), regulation of IL-6 production, and response to lipopolysaccharide. Meanwhile, they confirmed that the tumor necrosis factor (TNF), toll-like receptor signaling, and IL-17 signaling pathways were involved in the sarcoidosis pathobiology from KEGG pathway enrichment analysis (51).

The leading hub genes with variants are also essential regulators due to their changes in the activities of proteins and regulation mechanisms (47). Based on the analysis of the top 10 hub genes among 30 immune-related candidate genes, we found that CCL4 and CXCR4 were the most significant interrelated genes. C–C motif chemokine ligand 4 (CCL4) encodes a mitogen-inducible monokine involved in PEDF-induced signaling and the Akt signaling pathway, which could be secreted and involved in inflammatory functions. Barczyk et al. reported that the release of CCL4 chemokine was found to play a significant role in the recruitment of CD8+ T cells and CD4+ T cells to the inflammation sites in sarcoidosis patients (52). Another hub gene that we investigated was CXCR4, which encodes the C–X–C chemokine receptor type 4 protein and is characterized as the receptor for the C–X–C chemokine CXCL12/SDF-1 that transduces a signal by increasing intracellular calcium ion levels and contributes to enhancing MAPK1/MAPK3 activation. Katerina Antoniou et al. suggested that a significant increase in CXCR4 mRNA levels has been detected in sarcoidosis patients compared with healthy controls (53). CXCR4 has a functional relationship with sarcoidosis. The binding of bacterial lipopolysaccharide (LPS) mediates the LPS-induced inflammatory response and affects TNF secretion by monocytes, which are involved in excessive cytokine responses and induce the development of pulmonary sarcoidosis (54). LPS is mainly detected as a potential non-tuberculosis-associated pathogen-associated molecular pattern (PAMP) in sarcoidosis patients, which is an essential factor for the pathogenesis of sarcoidosis (55).

Interestingly, according to GO analysis of genes filtered from Fisher’s exact test with genomic inflation factor adjustment, we identified that the GO term “plasminogen activator inhibitor type 1 levels (PAI-1)” showed the highest proportion of overlapping genes in gene sets. PAI-1, also called “serpin family E member 1 (SERPINE1),” a member of the serine proteinase inhibitor (serpin) superfamily, has been shown to promote fibrosis in multiple organ systems and function as a component of innate antiviral immunity. Florence Jeny et al. identified that hypoxia increased the profibrotic response with PAI-1 secretion associated with human lung fibroblast migration inhibition in monocyte-derived (MD) macrophages among highly active sarcoidosis patients (56).

Finally, the correlation of genetic profiles with clinical outcomes through multivariate analysis showed that the missense variant (rs76740888, Chr9:33796673 G>A) of PRSS3 [p=0.04, odds ratio (OR)=2.49] was significantly associated with chronic prognosis. However, this candidate gene should be further analyzed to explore its potential and contribution to sarcoidosis prognosis. Furthermore, in keeping with prior reports, individuals with Stage II radiological classification had a more severe prognosis than those seen for the other stages. Manuel Rubio-Rivas and colleagues conducted a retrospective cohort study of 691 sarcoidosis patients. They suggested that stage II radiological classification at diagnosis was one of the risk factors related to the chronic trend of sarcoidosis (57).

Therefore, according to this study, the identified GO and KEGG pathways and immune candidate genes may act as pathogenesis and prognosis impactors for sarcoidosis. We acknowledge some limitations in our study. First, we need to validate the mechanisms that underlie the association between all genetic variants and sarcoidosis outcomes and the mediating pathway. Second, the findings need to be evaluated in larger cohorts before generalization due to the result being based on patients from a single center who developed sarcoidosis.



Conclusion

Our WES study identified 135 SNPs in 30 candidate genes enriched in immune-related GO and KEGG pathways. Of these genes, we found that patients who carried missense mutations of rs76740888 (Chr9:33796673 G to A) on the PRSS3 gene had a higher probability of a chronic sarcoidosis prognosis. In addition, through a rigorous interrogation of candidate mutations in genes using available informatic data resources, we envisaged that the highly ranked hub genes among 30 immune-related candidate genes could also contribute to the pathogenesis of sarcoidosis, including CCL4 and CXCR4. Taken together, our data support the further understanding of the role of genetic mutations in immune regulation leading to the pathogenesis of sarcoidosis.
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Microsatellite instability (MSI), an important biomarker for immunotherapy and the diagnosis of Lynch syndrome, refers to the change of microsatellite (MS) sequence length caused by insertion or deletion during DNA replication. However, traditional wet-lab experiment-based MSI detection is time-consuming and relies on experimental conditions. In addition, a comprehensive study on the associations between MSI status and various molecules like mRNA and miRNA has not been performed. In this study, we first studied the association between MSI status and several molecules including mRNA, miRNA, lncRNA, DNA methylation, and copy number variation (CNV) using colorectal cancer data from The Cancer Genome Atlas (TCGA). Then, we developed a novel deep learning framework to predict MSI status based solely on hematoxylin and eosin (H&E) staining images, and combined the H&E image with the above-mentioned molecules by multimodal compact bilinear pooling. Our results showed that there were significant differences in mRNA, miRNA, and lncRNA between the high microsatellite instability (MSI-H) patient group and the low microsatellite instability or microsatellite stability (MSI-L/MSS) patient group. By using the H&E image alone, one can predict MSI status with an acceptable prediction area under the curve (AUC) of 0.809 in 5-fold cross-validation. The fusion models integrating H&E image with a single type of molecule have higher prediction accuracies than that using H&E image alone, with the highest AUC of 0.952 achieved when combining H&E image with DNA methylation data. However, prediction accuracy will decrease when combining H&E image with all types of molecular data. In conclusion, combining H&E image with deep learning can predict the MSI status of colorectal cancer, the accuracy of which can further be improved by integrating appropriate molecular data. This study may have clinical significance in practice.




Keywords: microsatellite instability, H&E images, multi-omics data, multimodal deep learning, compact bilinear pooling



1 Introduction

Colorectal cancer (CRC) is a common digestive tract malignancy. CRC is the third largest cancer in the world, and the second leading cause of cancer-related death; the incidence rate and mortality rate of CRC were third and fifth, respectively, among all cancers in China, with more than 250,000 new patients and 140,000 deaths annually (1–3). Sporadic colorectal cancer (SCRC) accounts for about 85%, and hereditary nonpolyposis colorectal cancer (HNPCC) accounts for about 10%–15% of all CRC patients (4). SCRC is mainly affected by environment, diet, living habits, and chronic inflammation, which leads to the mutations of the “administrator gene” and “guard gene”; the mutations disrupt the mechanisms for inhibiting cell growth, promoting cell death, and maintaining cell stability. Among them, microsatellite instability (MSI) is involved in the occurrence of SCRC, with an incidence of 12%–15% (5). The value of MSI in the diagnosis, treatment response, and prognosis of CRC has attracted global attention (6–8).

MSI refers to the change in the length of normal microsatellites caused by the deletion or insertion of repeated bases compared with normal tissue cells (9). In 2001, Fukushima and Takenoshita (10) found that MSI significantly increased the random mutation rate of genes, especially the mutation of tumor-related genes, which is an important mechanism of tumorigenesis.

There is some evidence to support the use of pre-diagnostic MSI in clinical decision-making. First, MSI detection is recommended for the diagnosis of Lynch syndrome. Lynch syndrome is the most common hereditary colon cancer syndrome, which is associated with germline mutations in the MMR gene (MLH1, MSH2, MSH6, or PMS2) (11). MSI status helps to identify families with the syndrome. Second, MSI is one of the key factors affecting the prognosis of CRC, especially in early cases (12, 13). In general, patients with stage II CRC with high MSI (MSI-H)/MMR deficiency (d MMR) have a better prognosis than patients with microsatellite stability (MSS) and low MSI (MSI-L)/MMR (p MMR) (13). Third, MSI status can be used to evaluate therapeutic response, including fluoropyrimidine-based chemotherapy (14) and immunotherapy (15). Fluoropyrimidine (5-FU or capecitabine) is the pillar of the CRC chemotherapy strategy. It plays an important role not only in neoadjuvant therapy but also in prognosis treatment (16, 17). However, patients with MSI-H status are usually resistant to 5-FU-based chemotherapy (18). Immunotherapy is an emerging and promising treatment for CRC because MSI-H tumors have a large number of mutant neoantigens, which makes them sensitive to immune checkpoint inhibitors (19). Therefore, MSI status is crucial for selecting CRC treatment and evaluating the response to treatment (20).

In recent years, the deep learning method has become a newly developing method, which has shown excellent performance in the fields of computer vision (21, 22), speech recognition (23), and bioinformatics (24–27). Deep learning technology has the characteristics of end-to-end training, and can also represent abstract concepts or patterns level by level through deep neural networks (28). At the same time, researchers use the technology of transfer learning to transfer the network model pre-trained by Image Net to the classification task of pathological image segmentation by fine-tuning the classifier layer of convolutional neural network. In the 2016 CAMELYON breast cancer lymph node metastasis challenge, 25 of the 32 algorithms submitted by the contestants used convolution neural networks (CNNs) (29) including VGG-16 (30), GoogLeNet (31), and other well-known models such as (32). Xu et al. used pre-trained AlexNet to extract the features of brain tumor pathological image blocks and achieved 97.5% classification accuracy on the small-sample MICCAI 2014 brain tumor digital pathology challenge dataset. Yang et al. proposed a multimodal deep learning method to predict the recurrence and metastasis risk of Her2-positive breast cancer by integrating pathological image with clinical information (33). Ye et al. developed a deep convolution network to evaluate prognosis of cervical cancer (34). Ke et al. (35) used the knowledge distillation model of multistage CNN to classify MSI-H and MSS, and obtained an AUC = 0.802; Kather et al. (36) used ResNet18 to predict the histopathological sections of CRC, and the AUC obtained by MSI was 0.84.

With the increasing availability of high-throughput genomic and transcriptional data, there are several molecular biomarkers in The Cancer Genome Atlas (TCGA), including somatic mutation, copy number variation, gene expression, microRNA expression, and DNA methylation, which were used to track cancer (37–39) and predict cancer recurrence and metastasis (40). Hayes identified relevant microRNA and mRNA features that predict high-risk and low-risk patients with glioblastoma (GBM). Sun et al. integrated gene expression profile, CNA spectrum, and clinical data to predict the prognosis of breast cancer, achieving a good performance of AUC = 0.843.

Based on the feasibility of cancer prediction and multimodal fusion from the pathological image level, our goal was to compare these unimodal data and combinations to predict the MSI ability of CRC in a unified context and to explore whether multimodal data fusion can significantly improve prediction accuracy compared with single-mode data.



2 Materials and Methods


2.1 Data Description

We overlapped the H&E images data and omics data to obtain 353 sample sizes, of which 63 were labeled MSI-Hs, which were marked as 1; 290 cases were labeled MSSs, which were labeled as 0.

Pathological image. We used the method of Kather et al. to publish the CRC with hematoxylin and eosin stabilized (CRC-HE) dataset, including 100,000 pieces of 224 × 224 pixel H&E-stained pathological images that were divided into blocks; each pixel in the block corresponds to 0.5 μm × 0.5 μm organization. To eliminate the color difference of slices from different data sources in the process of production and scanning, all H&E images have been dyed and standardized according to the method of Macenko et al. (41).

Multi-omics data. Multi-omics data of CRC were downloaded from the TCGA database, including messenger RNA (mRNA), microRNA expression (miRNA), long non-coding RNA (lncRNA), DNA methylation (Met), and gene copy number variation (CNV). Their forms include Counts and FPKM. The difference between FPKM and Counts is that Counts is the original expression quantity that is not processed in the data background, although FPKM and Counts are data processing methods. In the analysis of this paper, the difference analysis part adopts the form of Counts, and the modeling analysis part adopts the form of FPKM. Table 1 shows the characteristic dimensions of each omics data.


Table 1 | The properties of the dataset.





2.2 Feature Extraction


2.2.1 H&E Image Feature Representation Based on ResNet34

CNN is the latest algorithm for image recognition and classification because of its stable learning performance (42). CNN includes an input layer, a middle hidden layer, and an output layer. The middle-hidden layer is composed of multiple convolution layers, pooling layers, and full connection layers. CNN can be optimized through error backpropagation and gradient descent algorithm. However, after reaching a certain depth, increasing the number of layers of CNN cannot further improve the classification performance. Due to the vanishing gradient problem, the network convergence speed is slow and the classification accuracy is negative. ResNet is used to solve this problem. The difference between residual network and ordinary network is that jump connection is introduced, which can help the information of the previous residual block enter the next block stream unimpeded, improve the information flow, and avoid the problem of vanishing gradient and the degradation caused by the great depth of the network.

ResNet is a large-scale CNN constructed from residual blocks. We used ResNet34 (Figure 1) to extract H&E image features. The architecture of ResNet34 is divided into four stages. Every Resnet architecture performed the initial convolution and max-pooling using 7 x 7 and 3 x 3 kernel sizes, respectively. The residual structure of BTNK1 can reduce the dimension, and the dimension is reduced by a 1 x 1 convolution kernel on the shortcut branch. It is worth noting that in Stage 2, Stage 3, and Stage 4, it is executed with stride 2; therefore, the size of the input will be halved in height and width, but the channel width will be doubled. When the image advances from one stage to another, the channel width will be doubled and the input size will be reduced by half. Finally, the network has an average pool layer, followed by a full connection layer containing 1,000 neurons.




Figure 1 | The network architecture of ResNet34.





2.2.2 Feature Extraction of Multi-Omics Data

A common problem with high-throughput sequencing datasets is the so-called “Curse of dimensionality” (40). Variable selection is very important for interpretation and prediction, especially for high-dimensional datasets. In this work, we used the characteristic importance attribute of Random forest (Gini-index) (43) to deal with high-dimensional variables in omics data. Features with Gini-index greater than or equal to 0.005 were the most important features. Then, the multimodal data are simply spliced from the important features obtained from the single group data. Then, select according to the feature importance of random forest, and the feature with a Gini-index greater than 0.005 is regarded as the most important feature.




2.3 Feature Fusion

The most common fusion methods are concatenation, element-wise product, and element-wise sum. These simple operations are not as effective as the outer product, and complex relationships can be established between the two modes. However, the complexity of outer product calculation is too high. The n-dimensional vector calculated the outer product to obtain the n2-dimensional vector. In this work, our fusion method was the multimodal compact bilinear (MCB) model. MCB maps the result of the outer product to low-dimensional space without explicit calculation of the outer product.



2.4 Screening of Differentially Expressed Genes

The R package “Deseq2” was used to identify differentially expressed genes (DEGs) in mRNA, miRNA, and lncRNA gene expression profiles. Genes with an adjusted p-value < 0.1 and a log2foldchange (LFC) > 0 were classified as upregulated genes, whereas those with an adjusted p-value < 0.1 and an LFC < 0 were classified as downregulated genes. Taking |log2 (foldchange)| ≥ 1 and the corrected p-value < 0.05 as the threshold, the genes with significant differences were selected. The R-Pack “heat map” shows significantly different genes. The R-Pack “cluster analyzer” is used for Gene Ontology (GO) enrichment analysis and calculation. R-Pack ggplot2 is used to generate enrichment pathways in significantly different genes.



2.5 Evaluation Metrics

Fivefold cross validation (5-f cv) is used to evaluate the accuracy of the algorithm.5-k cv: Divide the dataset into five equally, and take turns using four of them as training data and one as test data. The performance of the classification algorithm is estimated by averaging 5 test sets. For binary classification, the area under the subject operating characteristic curve (AUC), Accuracy (Acc), Precision, Recall, and F1_score are used to evaluate the performance of the model.




3 Results


3.1 The Overall Framework of This Study

In this work, we studied the data in two parts. In the first part, the differences of mRNA, miRNA, and lncRNA were analyzed. In the second part, in the modeling analysis, we conducted two experiments (Figure 2). First, only the H&E image data were used to build the model and predict the classification (Figure 2A). Second, the H&E image was combined with omics for prediction and classification (Figure 2B), including H&E image combined with single omics data and H&E images combined with multi-omics data.




Figure 2 | Experimental flowchart. (A) Only H&E images data. (B) H&E images combined with multi-omics data.





3.2 mRNA, lncRNA, and miRNAs Differ Significantly Between MSI-H and MSI-L/MSS Groups

We comprehensively analyzed the differential expression of mRNA, lncRNA, and miRNA between MSI-L/MSI-H and MSS groups. In the lncRNA group, we obtained 1,130 upregulated expressions and 631 downregulated expressions. A total of 172 upregulated expressions and 125 downregulated expressions were obtained in miRNA. In the mRNA group, 5,210 upregulated genes and 5,466 downregulated genes were obtained. After strictly restricting the adjusted p-value, we obtained 663 significantly differentially expressed lncRNAs, 61 significantly differentially expressed miRNAs, and 1,898 significantly different mRNA genes (see Supplementary Tables 1–3). As shown in Figures 3A–C, we used the first 40 significant difference expressions to draw the heat map.




Figure 3 | Differential analysis of mRNA, miRNA, and lncRNA. (A) Heat map of the top 40 differentially expressed genes of mRNA. (B) Heat map of the top 40 differentially expressed genes of miRNA and (C) lncRNA. (D) GO analysis, including BP, CC, and MF. (E) KEGG enrichment analysis.



GO analysis was used to annotate the function of DEGs between MSI-H and MSI-L/MSS. In the biological process (BP) category, genes with significant differences were mainly enriched in organic acid, organic anion, and carboxylic acid transport. For cell component (CC) categories, genes with significant differences were mainly clustered in the apical part of the cell. In the binding molecular function (MF), significantly different genes were mainly involved in signaling receptor activator activity and receptor–ligand activity (Figure 3D). Further KEGG enrichment analysis was carried out to explore the potential pathological pathway of cancer. As shown in Figure 3E, the first two significant enrichment pathways were neuroactive ligand–receptor interaction and cytokine receptor interaction. Our significantly different genes were involved in these pathways, which may also contribute to the diagnosis of cancer. For example, the MUC6 gene is one of the mucin genes that make up the gastric mucosa, and its expression is downregulated in precancerous lesions and gastric cancer tissues (44). Dpcr1 DPCR1(Mucl3MUCL3) is a protein-coding gene. MUCL3 may regulate NF kappa B signaling and play a role in cell growth.



3.3 H&E Images Combined With DNA Methylation Performed Best in Predicting MSI of Colorectal Cancer

We evaluated the performance of images combined with omics data in predicting the MSI of CRC. 5-f cv was used to train ResNet34. As shown in Figure 4A, the prediction result of H&E images combined with DNA methylation (ROC = 0.952) was higher than that of H&E images, H&E images combined with multi-omics, and image combined with other omics data. In addition to H&E images combined with methylation, H&E images combined with other omics was lower than the prediction result of image in precision index. In Acc, Recall, and F1_ score index, the prediction results of image combined with omics were higher than those of image (Figure 4B).




Figure 4 | Performance of H&E images and images combined with omics data. (A) The AUC score of image and image combined with omics data. (B) Performance of each mode in Accuracy, Precision, Recall, and F1_score index. HE_omi: H&E image features combined with multi-omics features.






4 Discussion

As we all know, MSI is widely considered as an indicator of prediction and prognosis. It has been well studied in several types of human cancers. In CRC, about 15% to 20% of CRC cases are found to be associated with MSI-H. Therefore, MSI states that detection is particularly important for CRC and is recommended by current clinical guidelines (6, 45). With the continuous development of computer deep learning technology, computer-aided diagnosis and prognosis prediction based on H&E staining images has attracted more and more attention because of its advantages of high speed, low cost, and no trauma. Multimodal fusion is a typical interdisciplinary field and has gradually become a research hotspot. In many studies, some results have been achieved (46–48). In conclusion, the accuracy of the image-based prognosis prediction model needs to be further improved.

In this study, we systematically analyzed the differences in mRNA, lncRNA, and miRNA omics data between MSI-H and MSI-L/MSS groups, and compared the classification performance of image and image data combined with omics data to predict the MSI of CRC. In this experiment, by comparing the results of ROC, we found that H&E image combined with Met had the best performance in predicting the MSI of CRC. The result of H&E image combined with all omics data was lower than that of image combined with single omics data and higher than that of H&E images.

Our study has some limitations. First, the selected omics data were the cancer sample construction and evaluation model, not the adjacent data. Only the differences between MSI-L/MSS and MSI-H in cancer samples were studied. Second, we do not have independent datasets for validation, because we cannot find other databases to provide the required data except for the TCGA database. Finally, our multi-omics feature was just simple splicing of different single omics. It is best to test the effects of interactions between omics because the genes of each omics are not completely independent. Therefore, in our follow-up study, we will try to include para-cancerous samples, including independent test samples, and add interactive items and new classification models to improve the prediction accuracy.



5 Conclusion

To sum up, we integrated molecular biological information and images to classify and predict the MSI of CRC. This is the first study to compare the ability of different modes in predicting the MSI of CRC under the same conditions, including the same dataset, the same preprocessing scheme, and the same classification algorithm. There were significant differences in mRNA, lncRNA, and miRNA omics data between MSI-H and MSI-L/MSS groups. By comparing the results of ROC, we found that H&E images combined with Met had the best performance in predicting the MSI of CRC. The result of image combined with all omics data was lower than that of image combined with single omics data and higher than that of H&E images.
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Necroptosis is a programmed form of necrotic cell death in regulating cancer ontogenesis, progression, and tumor microenvironment (TME) and could drive tumor-infiltrating cells to release pro-inflammatory cytokines, incurring strong immune responses. Nowadays, there are few identified biomarkers applied in clinical immunotherapy, and it is increasingly recognized that high levels of tumor necroptosis could enhance the response to immunotherapy. However, comprehensive characterization of necroptosis associated with TME and immunotherapy in Hepatocellular carcinoma (HCC) remains unexplored. Here, we computationally characterized necroptosis landscape in HCC samples from TCGA and ICGA cohorts and stratified them into two necroptosis clusters (A or B) with significantly different characteristics in clinical prognosis, immune cell function, and TME-landscapes. Additionally, to further evaluate the necroptosis levels of each sample, we established a novel necroptosis-related gene score (NRGscore). We further investigated the TME, tumor mutational burden (TMB), clinical response to immunotherapy, and chemotherapeutic drug sensitivity of HCC subgroups stratified by the necroptosis landscapes. The NRGscore is robust and highly predictive of HCC clinical outcomes. Further analysis indicated that the high NRGscore group resembles the immune-inflamed phenotype while the low score group is analogous to the immune-exclusion or metabolism phenotype. Additionally, the high NRGscore group is more sensitive to immune checkpoint blockade-based immunotherapy, which was further validated using an external HCC cohort, metastatic melanoma cohort, and advanced urothelial cancer cohort. Besides, the NRGscore was demonstrated as a potential biomarker for chemotherapy, wherein the high NRGscore patients with more tumor stem cell composition could be more sensitive to Cisplatin, Doxorubicin, Paclitaxel-based chemotherapy, and Sorafenib therapy. Collectively, a comprehensive characterization of the necroptosis in HCC suggested its implications for predicting immune infiltration and response to immunotherapy of HCC, providing promising strategies for treatment.
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Introduction

Hepatocellular carcinoma (HCC) is acknowledged to be one of the most common malignant tumors globally, accounting for one-third of cancer mortalities (1). Risk factors of HCC progression contain metabolic disorders, viral infections by hepatitis B virus and hepatitis C virus, absorption of the aflatoxin-contaminated meal, and cirrhosis out of alcoholic hepatitis (2–4). Though early examination and intervention have achieved success, the ratio of diagnosis at the early stage remains low (5). The majority of HCC patients are diagnosed at an advanced stage (6). Although plentiful efforts were made in both diagnosis and treatment of HCC, its overall survival (OS) rate remains unfavorable. Seventy percent of HCC patients have recurrent neoplasm 5 years after resection (7). Consequently, the 5-year survival rate of HCC patients turns out unsatisfactory (8).

Chemotherapy failure has been a major obstacle during cancer treatment, among which apoptosis resistance (innate or acquired) is widely accepted mechanistically. How to bypass the apoptosis pathway and induce effective cell death pathways are becoming crucial in the treatments of HCC. Like apoptosis and necrosis, necroptosis is a novel programmed form of necrotic cell death that is mainly manipulated by receptor-interacting Protein Kinase 1 (RIPK1), RIPK3, and Mixed Lineage Kinase domain-like (MLKL) (9). Accumulating data demonstrate that necroptosis plays a crucial role in the regulation of cancer biology, including cancer progression (10, 11), cancer metastasis (12), cancer Immunosurveillance (13), and cancer subtypes (14, 15).

With the advent of immunotherapy, such as immune checkpoint blockades (ICBs), only a few HCC patients have been reported to gain clinical benefits from ICBs (16, 17). To date, Some predictors of response to ICBs were identified, including PD-L1 expression (18), the degree of cytotoxic T cell infiltration (19), tumor mutational burden (TMB) (20), mismatch repair deficiency (21), and activated Wnt/β-catenin signaling (22), et al. However, to our best knowledge, these above biomarkers have been confirmed in HCC (23). There is a rationale supporting the development of some novel biomarkers for ICBs in HCC patients. Recently, a few studies revealed crosstalk between necroptosis and antitumor immunity (24). Necroptosis not only has direct interaction with immune cells like dendritic cells (DCs) and natural killer T cells (NKT) but also could initiate an adaptive immune system by promoting DC cells and macrophages to release pro-inflammatory cytokines into the tumor microenvironment (TME), incurring strong immune responses (25). In in vivo and in vitro experiments, necroptotic tumor cells were shown to induce antitumor immunogenicity through the cross-priming and proliferation of CD8+ T cells (26). Furthermore, with the advance in nanomedicine, necroptotic cancer cells could boost antitumor immunity by administrating cell-mimicry nanovaccine with a tailored immunostimulatory modality (26). In addition, the effect of tumor regression by nanovaccine could be enhanced by combination with ICBs (26). However, the discovery of a specific necroptosis marker, a thorough investigation of the molecular mechanism, and a clarification of its crosstalk with other cell death machinery and its interaction with the immune system should be urgently further investigated. Taken together, necroptosis has a close relationship with TME and antitumor immunity, suggesting necroptosis could become a novel biomarker for chemotherapy and immunotherapy of HCC. However, it’s rarely depicted for necroptosis characteristics from a multi-omics perspective and its correlation with ICBs and chemotherapy in HCC.

In this study, we uncovered that necroptosis regulators were clinically predictive and independent factors for HCC patients by survival analysis and unsupervised clustering analysis. Necroptosis regulators could distinguish patients into two necroptosis clusters (Nclusters A and B) and different Nclusters were enriched into several TME-related pathways and various immune infiltration pathways. Therefore, we proposed a hypothesis: necroptosis could become a new and indispensable factor for HCC prognosis and TME characterization. A novel necroptosis-related gene score (NRGscore) was established by the Lasso algorithm and multiple Cox regression analysis. In TME cell infiltration of HCC, NRGscore had a negative relation with activated NK cells and macrophage M1 cells while positively associated with Treg cells. NRGscore had meaningful guidance for patients, where the high NRGscore group could be more sensitive to ICB treatment, which was validated in other independent cancer cohorts, as well. As for chemotherapy and targeted therapy, due to more stem cells and enhanced cell proliferation, the high NRGscore group could be more sensitive to Cisplatin, Doxorubicin, Paclitaxel-based chemotherapy, and Sorafenib targeted therapy than its counterparts. Taken together, the prognostic NRGscore system could help to dissect the TME characterization of HCC and to interpret the clinical responses to chemotherapies and immunotherapies, providing new target molecules for the treatment of cancers.



Methods


Data Sources

The workflow of this study is shown in Figure S1. Necroptosis-related genes were collected based on the GESA necroptosis gene set and published literature (Table S1). Clinical information and mRNA expression matrixes of HCC patients were acquired from The Cancer Genome Atlas (TCGA, https://portal.gdc.cancer.gov/ ) database and International Cancer Genome Consortium (ICGC, https://dcc.icgc.org/) database. Then we transformed FPKM values into transcripts per kilobase million (TPM) values. The basic clinical information of HCC datasets in the study is summarized in Table S2. The somatic mutation data of the TCGA and ICGC cohort were downloaded from the UCSC Xena (https://gdc.xenahubs.net/). Additionally, the TCGA cohort was applied to Copy Number Variation (CNV) analysis. Another HCC validated cohort (GSE54236) (27, 28) and corresponding clinical features were collected to assess predictive power in our study.



Identification of Significant Mutational Genes

The “maftools” R package was applied to process the mutation annotation format (maf) data, and the “MutSigCV” algorithm was implemented to screen the significant mutational genes (SMGs) (29). The significance of nonsilent somatic mutations in a gene was measured based on the background mutation rates by silent mutation. The false discovery rates (FDR (30)) were then calculated, and genes with statistical significance (FDR ≤ 0.1) were set as SMGs. Then, waterfall plots were employed to visualize the mutation information of these significant SMGs in the TCGA cohort. Besides, Fisher’s test was applied to detect the mutually exclusive or co-occurring ratio of necroptosis-related genes. By adopting the “ExtractSignatures” function that applies the Bayesian nonnegative matrix factorization-based framework, we determined the mutational signatures using the genomic data. The optimal number of mutational signatures for the TCGA cohort could be detected by the “SignatureEnrichment” function and then it automatically assigned a given signature to each sample.



Unsupervised Cluster Analysis

Based on the expression of necroptosis-related genes, unsupervised clustering analysis was performed to stratify patients into different clusters. The “ConsensuClusterPlus” R package was adopted to determine the number of clusters and guarantee the stability of classification (31). The principal component analysis (PCA) was utilized to investigate gene-expression arrays among distinct clusters.



Tumor Infiltration Cell and Immune-Related Function Analysis

To estimate the abundance and activity of tumor infiltration cells (TICs) in HCC, the single-sample gene set enrichment analysis (ssGSEA) algorithm was implemented by using the “GSVA” R package (32). In addition, CIBERSORT (33), an analysis algorithm based on the immune gene set, was also used to evaluate the TICs levels of HCC. The algorithm was run for 1000 permutations and HCC samples with an output P < 0.05 were selected as previously reported (34, 35). Twenty-three types of TICs were comprised of adaptive immune cells (B cells, T cells, CD8 T cells, T follicular helper (Tfh), Th1, Th2, Th17, and Treg cells), and innate immune cells (NK cells, CD56 dim NK cells, CD56 bright NK cells, DCs, plasmacytoid DCs, immature DCs, neutrophils, mast cells, and macrophages). Besides, immune-related pathways (such as cytolytic activity, T-cell costimulation, inflammation-promoting, and para-inflammation) were also calculated via ssGSEA. The biosimilarity of infiltrating immune cells and immune-related functions were estimated by the Gaussian fitting model.



Functional Annotation Analysis

To investigate the enrichments of biological processes, cell components, and molecular function pathways, Gene Ontology (GO) analysis, and Kyoto Encyclopedia of Genes and Genomes (KEGG) signaling pathway analysis were conducted using the “clusterProfiler” R package. Additionally, Gene Set Enrichment Analysis (GSEA) (36) was adopted to identify the differences in DEGs between the distinct clusters in the enrichment of the KEGG pathway. Permutations were performed 1000 times for each analysis. P-value < 0.05 and adjusted P-value (Q value) < 0.05 were considered statistically significant.



Differentially Expressed Genes Analysis

To identify necroptosis-related genes, patients were classified into distinct groups according to sample types, necroptosis clusters, and NRGscore, respectively. The “limma” R package was utilized to determine DEGs between different groups (37). The significance filtering criteria for determining DEGs were set as adjusted P-value < 0.001 and fold change > 1.5.



Dimension Reduction and Construction of NRGscore

Prognostic genes were identified from DEGs by performing the univariate Cox regression. The least absolute shrinkage and selection operator (Lasso) regression was conducted to necroptosis gene signature via utilizing the “glmnet” R package. Responding coefficients (β) of the signature were verified. Additionally, the signature was calculated by the following equation: NRGscore = ∑(exp(gene)∗β), where exp indicated RNA expression of HCC samples.



Clinical Characteristic Evaluation of NRGscore

The survival curves for the different subgroups were generated by Kaplan-Meier (K-M) methods. The areas under the curve (AUC) of the receiver operating characteristic (ROC) curve were applied to assess the predictive value of gene signature. The nomogram was built based on the NRGscore and clinicopathologic characteristics including age, gender, T stage, and N stage to predict the survival probability of 1-, 3-, and 5-year OS of HCC patients. The calibration curve of the nomogram was plotted to estimate the prediction possibilities according to the observed survival rates. The nomogram and calibration plots were generated based on the “rms” R package.



Estimation of Tumor Immune Microenvironment and Tumor Mutational Burden

To further dissect the immune landscape of HCC, the “ESTIMATE” package in R was used to evaluate the immune, stromal, and ESTIMATE scores, which reflect the ratio of the immune/stromal components of the tumor immune microenvironment (TME). To determine the tumor mutational burden (TMB) of each patient, we also counted the nonsynonymous and synonymous mutation counts in the TCGA cohort.



Assessment of Clinical Response to the Immunotherapy

TIDE (38) algorithm and immunophenoscore (IPS) function (39) were prevalently recognized to be effective methods to predict cancer patients’ response to immunotherapy. There are two main mechanisms to immune escape and resistance to ICB-based immunotherapy (40, 41): (1) high levels of dysfunctional CTL; (2) immunosuppressive factors to exclude T cells from the tumor region. TIDE algorithm integrates these two immune-escape mechanisms and was used to predict patients’ response to ICB-based therapy based on the transcriptome. According to characterizing the determinant factors of cancer immunogenicity and antigenomes, we stratified HCC patients into different IPS groups. HCC sample is more immunogenic when the z-score of IPS is higher (42). Two immunotherapy cohorts, metastatic melanoma cohort treated with Nivolumab (19), and advanced urothelial cancer cohort with the intervention of atezolizumab (IMvigor210, http://research-pub.gene.com/IMvigor210CoreBiologies/) (43) were downloaded to evaluate the predictive value of the necroptosis score system for immunotherapy. In addition, the TIDE website (http://tide.dfci.harvard.edu/login/) was used to further evaluate the predictive power of other cancer cohorts by inputting gene coefficients. The raw gene expression data of all cohorts were normalized according to previous literature (44, 45).



Dissection of Cancer Stem Cell And Prediction of Chemotherapeutic Drugs Sensitivity

To evaluate the cancer stem cell ratio and differentiation degree of HCC, the “limma” and “corrplot” R packages were applied. We adopted Spearman’s method to explore the correlation between NRGscore and cancer stem cells. In addition, based on the information retrieved from the Genomics of Drug Sensitivity in Cancer database (https://www.cancerrxgene.org/ ), we estimate the sensitivity of different chemotherapeutic drugs between high and low NRGscore subgroups. The prediction process used was the “pRRophetic” package (46) where the half-maximal inhibitory concentration was calculated by ridge regression model based on gene expression profiles.



Statistical Analysis

All statistical analyses were conducted by R software (http://www.R-project.org, version 4.1.2), PERL programming language (version 5.32.1.1, https://www.perl.org/). K-M curve analysis with a log-rank test was utilized to compare OS between diverse subgroups. Mann-Whitney and Kruskal-Wallis test with adjusted P-values were employed to compare either ssGSEA scores of immune cells or functions of the distinct clusters as indicated in the article. P-value < 0.05 was statistically significant.




Results


Hepatocellular Carcinoma Was Well Characterized by Necroptosis Genes

Firstly, we investigated 67 necroptosis genes (Table S1) regarding their expression and genetic variations between tumor and paratumor samples in TCGA cohorts. Fifty-one necroptosis genes presented significantly differential expression, of which 42 genes were upregulated and nine genes were downregulated in tumors (Figure 1A). Many differentially expressed necroptosis genes have been reported to be involved in modifying the microenvironment of HCC (15), including upregulated SIRT1/2 (47) and RIPK1 (48). It is well known that genetic variations, such as copy number variations (CNV) and mutations, result in perturbations of gene expression during tumorigenesis of HCC. The investigation of CNV alternation frequency showed a prevalent change in 67 necroptosis genes, and we observed that 44 genes exhibited the amplification in copy numbers and 23 genes showed depletion of CNVs (Figures 1B, C). Additionally, a total of 108 of 364 (29.67%) patients exhibited at least one type of mutation (Figure 1D). The most highly mutated genes, such as MYC, TERT, FASLG, RIPK1, TNFSF10, TARDBP, and CDKN2A, have been well characterized in liver cancer (15, 48), diffuse large B-cell lymphoma (49), neuroblastoma (50), and kidney renal clear cell carcinoma (51, 52). Especially, as the three most important necroptosis-driving molecules (53), RIPK1 and MLKL were upregulated in tumors and CNV of RIPK1 revealed amplification more than depletion, while RIPK3 presented no significant alternation in genomic expression. Extrapolating from all the above results, necroptosis genes present high heterogeneity among RNA expression, CNV, and mutations in HCC samples, which shows promise in tumorigenesis and development in HCC.




Figure 1 | Genetic landscape and expression variation of necroptosis regulators in HCC. (A) The differential expression level of necroptosis regulators between tumor and normal tissues. (B) CNV alternation of necroptosis regulators in tumor tissues. Column represented the frequency of the variations. The green dot represented the deletion of CNV. The red dot represented the amplification of CNV. (C) Location of CNV of necroptosis regulators in chromosomes. Red dots represent genes gain than loss, blue dot presents genes loss than gain and the black dot means loss equal gain. (D) One hundred eight patients (29.67%) exhibited various genetic alterations, including missense, nonsense, splice, frameshift, and multiple mutations. Each column indicated individual HCC patients, and the upper bar diagram exhibited the TMB of HCC patients. The right number represented the mutation frequency, and the bar diagram on the right exhibited the proportion of each genetic alteration. P < 0.05 *; P < 0.01**; P < 0.001***. HCC, hepatocellular carcinoma; CNV, copy number variation; TMB, tumor mutation burden.





Necroptosis Clusters Exhibit Distinct Prognosis, Biological Functions, and Immune Characteristics

To integrate the prognostic value of these necroptosis genes, we sought to construct a prognosis and correlation network according to the clinical outcomes of HCC patients (Figure 2A). Three necroptosis genes were favorable factors while 22 genes were risk factors, which disclosed that necroptosis may play a tumor-promoting role in HCC. Interestingly, we found that a positive correlation between prognostic necroptotic genes occurred more frequently than negative connections. To further explore the clinical role of necroptosis genes in HCC, we collected 599 clinical samples from TCGA and ICGC datasets and the basic clinical parameters are shown in Table S2. Based on expression profiles of necroptosis genes, we implemented unsupervised clustering to analyze the HCC samples from two cohorts and classified patients into qualitatively different subgroups. Two distinct subgroups were ultimately identified, including 244 cases in subgroup A and 355 cases in subgroup B, which were referred to as necroptosis clusters (Ncluster) A and B, respectively (Figure 2B). Additionally, PCA results showed necroptosis genes could vividly distinguish one subgroup from another (Figure 2C). K-M curves for the two subgroups revealed the prominent survival advantage in Ncluster B compared to A (Figure 2D). Moreover, correlations between two clusters and other clinicopathological parameters, including age, gender, TNM stage, tumor stage, and tumor grade, are shown in the heatmap (Figure S2). Ncluster A was characterized by higher levels of necroptosis and more advanced clinical stage and grade, thus resulting in a poor prognosis.




Figure 2 | Unsupervised clustering of necroptosis regulators. (A) Interaction network of necroptosis regulators in HCC. Necroptosis regulators were indicated by red circles. Risk factors were indicated by purple circles, and favorable factors were indicated by green circles. Different sizes of the circle represented the different P-values. Red lines showed the positive correlation, and blue lines showed the negative correlation. (B) Consensus clustering matrix for k =2. (C) The feature distribution between different two Nclusters was plotted via PCA. (D) Kaplan-Meier curves of the OS for the two Nclusters of HCC patients. Ncluster, necroptosis cluster; PCA, principal component analysis; OS, overall survival; HCC, hepatocellular carcinoma.



To further explore the potential biological behavior of necroptotic patterns, we performed GSVA analysis between two Nclusters. In KEGG signal pathways, Ncluster B was characterized by enhanced metabolism pathways, such as drugs, steroid hormone, bile acid, and fatty acid metabolism, while Ncluster A was characterized by upregulated cell endocytosis and phagocytosis pathways (Figure 3A). The tumor-infiltrating cells and immune functions play a critical role in the process of tumorigenesis and migration in HCC (54). In immune pathways of GSVA, we found Ncluster A possess more pathways for activated immune cell than Ncluster B (Figure S3A), suggesting N cluster A had a trend to immune-inflamed phenotype and Ncluster B was inclined to immune-excluded phenotype. Next, we investigated the difference between TICs and immune-related functions in two clusters by ssGSEA analysis. As vividly shown in Figure 3B, 10 immune functions were markedly downregulated and only IFN-response function upregulated in Ncluster B, which revealed that Ncluster B had less complicated TME. Consistent with results of immune pathways, there was significantly different TIC abundance in two subgroups, among which 19/23 TICs varied immensely, including 17 highly expressed types and only two downregulated kinds of TICs in Ncluster A (Figure 3C). In addition, we also determined 2988 Ncluster-related DEGs (Table S3) by limma R packages and conducted GO and KEGG enrichment analysis based on the Ncluster DEGs. Likely, DEGs were enriched in cell adhesion (EMT pathways) and T cell activation pathways (Figure S3B), PI3K-AKT pathways, and abundant immune cell regulation pathways (Figure S3C). Collectively, necroptosis could classify patients into two distinct subgroups and Ncluster A tends to have immune-inflamed phenotype and complex tumor-infiltrating patterns while Ncluster B was inclined to immune-excluded phenotype and metabolism phenotype.




Figure 3 | Dramatic difference of biological features between Ncluster A and B. (A) Heatmap showed various KEGG pathways were enriched in Ncluster A and B. (B) Immune function and infiltrating immune cells (C) altered in two Nclusters shown by violin diagram. The heatmap was used to visualize these biological processes, and red represented activated pathways and blue represented inhibited pathways. Ncluster, necroptosis cluster.





Necroptosis Patterns Define Necroptosis-Related Gene Clusters and NRGscore

To further evaluate the underlying biological role of necroptosis in clinical outcomes and tumor-infiltrating traits, we screened 2988 Ncluster related DEGs and determined 1819 prognostic genes by univariate Cox analysis (Table S4). Similarly, an unsupervised clustering method was used to accurately classify HCC patients into three stable gene clusters, which was termed as necroptosis-related gene cluster (NRGcluster), including 203 cases in NRGcluster A, 321 cases in NRGcluster B, and 75 cases in NRGcluster C (Figure 4A). The three NRGclusters had dramatic prognostic differences in HCC patients: NRGcluster B was proven to possess better prognostic outcomes, while patients in NRGcluster C were associated with poorer outcomes (Figure 4B). Furthermore, the three NRGclusters exhibited the different Nclusters, necroptosis gene expression (Figure S4A), among which NRGclusters had nearly Ncluster B subgroups and NRGcluster C was included in Ncluster A. Besides, the three NRGclusters had distinct expression profiles of necroptosis genes (Figure S4A, B). Among them, NRGcluster A or C had more expression of 51 than NRGcluster B while only six necroptosis regulators were highly expressed in Ncluster B compared to A or C, which revealed that the expression level of necroptosis genes had a negative relationship with HCC clinical prognosis and NRGcluster could represent necroptosis patterns of each HCC sample.




Figure 4 | Identification of necroptosis genomic classification and construction of NRGscore. (A) Consensus clustering matrix for k =3. (B) Kaplan-Meier curves indicated necroptosis genomic phenotypes were markedly related to the OS of 599 patients in TCGA and ICGC cohorts, of which 203 cases were in gene cluster A, 321 cases in gene cluster B, and 75 cases in gene cluster C. (C) The partial likelihood deviance plot. (D) The Lasso regression coefficient profiles. (E) Coefficient of three core necroptosis-related DEGs. (F) The alluvial diagram exhibited the correlation of Ncluster, NRGcluster, NRGscore, and survival status. (G) Differences in NRGscore between two Nclusters in TCGA and ICGC cohorts. The upper and lower ends of the boxes represented the interquartile range of values. The lines in the boxes represented median value, and dots showed outliers. (H) Differences in NRGscore among three NRGclusters in TCGC and ICGC cohorts. P < 0.05 *; P < 0.01**; P < 0.001***. NRGscore, necroptosis-related gene score; OS, overall survival; TCGA, the cancer genome atlas; ICGC, international cancer genome consortium; Lasso, least absolute shrinkage and selection operator; DEGs, differentially expressed genes; Ncluster, necroptosis cluster; NRGclusters, necroptosis-related genes clusters.



Integrating the evidence above, we found that necroptosis played an irreplaceable role in affecting prognosis, remodeling TME, and regulating immune reaction in HCC. However, the Ncluster or NRGcluster could not accurately clarify individual necroptosis patterns, and to further explore the heterogeneity and complexity of necroptosis, the Lasso algorithm was employed to quantify individual patients. Based on the optimal value of λ (λ=3), we constructed a necroptosis scoring system, termed as NRGscore (Figures 4C, D) by adopting multivariate COX regression analysis. Three hub genes were comprised, including GTPBP4 (Coefficient = 0.5632), CDC20 (Coefficient = 0.271), and SLC22A1 (Coefficient = -0.1136) (Figure 4E). The NRGscore was calculated by RNA expression multiplied by its corresponding coefficient.

The alluvial diagram visualized the quantification changes of patients and exhibited the interaction of Ncluster, NRGcluster, NRGscore, and survival state (Figure 4F). Results indicated that Ncluster A was mainly linked to a higher NRGscore, whereas Ncluster B exhibited a lower score (Figure 4G). Remarkably, NRGcluster C showed the highest NRGscore, followed by NRGcluster A, while NRGcluster B revealed the lowest scores (Figure 4H). Then, we investigated the relationship between NRGscore and necroptosis-driving regulators (RIPK1, RIPk2, and MLKL) and found NRGscore was positively linked to the expression of these three regulators (Figure S5). Additionally, we further stratified patients into high NRGscore and low NRGscore groups according to the median cut-off value derived from the R Survminer package. Next, we investigated the RNA expression levels of necroptosis genes, and the results exhibited that most (46/49) genes were highly expressed and only three (3/49) were downregulated in the high NRGscore subgroup (Figure S6A). Taken together, NRGcluster could accurately represent overall necroptosis levels and the NRGscore system could depict individual necroptosis patterns of HCC patients.



NRGscore Is Highly Predictive of Clinical Outcomes for HCC

Then, the prognostic value of the necroptosis scoring system in predicting patients’ survival outcomes was also estimated. We divided HCC patients into two training and testing cohorts randomly, including 300 cases in the training set, and 299 cases in the test set. K-M curves demonstrated that HCC patients in the high NRGscore group had lower OS rates than their counterparts in overall, training, and test sets (P < 0.001) (Figures 5A, C). Next, ROC curves were plotted to appraise the accuracy of the scoring system in predicting survival at 1, 3, and 5 years. (Overall set: AUC at 1-, 3-, and 5-year is 0.766, 0.718, and 0.685; Training set: 0.774, 0.756, and 0.824, respectively; Test set: 0.762, 0.691, and 0.530, separately; Figures 5D, F). Besides, we assessed the NRGscore of each HCC case amidst the overall, training, and test sets, which implied that HCC patients in the low NRGscore group had better survival status and less ratio of dead status than the high NRGscore group (Figures S6B, D). Therefore, a high NRGscore was considered a high NRGrisk while a low NRGscore was deemed a low NRGrisk. In addition, to further evaluate the clinical application of the NRGscore system, we downloaded an external HCC dataset (GSE54236) and calculated the NRGscore of each HCC patient. The survival curve demonstrated that the high NRGrisk had a poorer prognosis than the low risk (Figure S7A), and the ROC curve indicated the NRGscore system had a robust predictive ability (Figure S7B). We also found patients with high NRGrisk had advanced clinical stage and grade than low NRGrisk (Table S5). In general, the above results indicated that the necroptosis scoring system had a promising capacity to predict the survival of HCC patients.




Figure 5 | Evaluation of predictive power of NRGscore in training and test cohorts. (A, C) Kaplan-Meier curves showed that the high NRGrisk group had a more inferior OS than the low NRGrisk group in TCGA and ICGC cohorts, of which 599 cases were in the overall set (A), 300 cases were in training set (B), and 299 cases were in the test set (C). (D-F) ROC of NRGscore scheme: Areas under the curve of 1-, 3-, and 5-year OS in the overall set (D), training set (E), and test set (F). (G) Nomogram predicting 1-, 3-, and 5- year OS of patients based on NRGscore and other clinical parameters, including gender, age, T stage, and N stage. The red dot presented the point of each parameter, and the length of the line segment reflected the contribution of factors to the outcome event. (H) Calibration plot of the nomogram for predicting the probability of 1-, 3-, and 5-year OS. The colored line was the fit line and represented the predicted value (the horizontal axis) corresponding to the actual value (the vertical axis). The gray diagonal was the ideal case. P < 0.01**; P < 0.001***. TCGA, the cancer genome atlas; ICGC, international cancer genome consortium; NRGscore, necroptosis-related gene score; NRGrisk, necroptosis-related gene risk; ROC, receiver operating characteristic curves; OS, overall survival.



To better build a convenient and applicable clinical prognosis evaluation method, we plotted a nomogram graph based on the NRGscore system and clinical features including gender, age, and pathologic stage (Figure 5G). The concordance index of the nomogram was 0.707 (95% CI 0.652–0.762). The calibration plot for the possibility of 1-, 3-, and 5-year survival exhibited good coincidence degrees of survival probability between the prediction and real observations (Figure 5H). These results demonstrated that the nomogram could be an effective approach to predicting the prognosis outcome of HCC patients for clinicians. All the above results disclosed that NRGscore could have a satisfying clinical prediction value in HCC.



NRGscore Accurately Predicts Immunotherapeutic Benefits for HCC

Based on the above results, Ncluster A was characterized by more abundant immune infiltrating cells and enhanced immune function than Ncluster B. Ncluster A could represent the immune-inflamed type and B represent the immune-excluded phenotype, which gave us a hint that the Ncluster A subgroup of patients could respond better to immunotherapy than B cluster. As shown in the alluvial diagram, high NRGscore had an overwhelming ratio of Ncluster A while low NRGscore were nearly derived from Ncluster B. Therefore, we speculated that patients with high NRGscore could be more sensitive to immunotherapy. First, we performed GSEA to investigate the biological of high and low NRGrisk, and the results (Figure 6A) revealed that high NRGrisk was characterized by cell proliferation and DNA repair-related pathways (cell cycle, DNA replication, nucleotide exclusion repair, and spliceosome, et al.) while low NRGrisk was characterized by enhanced metabolism pathways (drug metabolism of P450, fatty acid metabolism, and bile acid metabolism, et al.). Alternatively, the above results were also verified by other famous pathways, including hallmark pathways (Figure S8A) and reactome pathways (Figure S8B). Surprisingly, almost all immune pathways were enriched in the high NRGrisk group (Figure S8C), which further demonstrated high NRGrisk resembled Ncluster A group and could be more sensitive to clinical immunotherapy. Additionally, we further calculated the TME parts, including stromal, immune, and ESTIMATE parts. As expected, the stromal component was significantly downregulated in the high NRGrisk score group (Figure 6B). Previous research underlined the hub role of stromal activation in resistance to checkpoint immunotherapy and high NRGrisk patients with low stromal could get more clinical benefits from immunotherapy. To comprehensively evaluate the correlation between the scoring system and immunotherapy, we first estimated the TICs abundance based on the NRGscore. Results indicated that core genes in the scoring system had a close relation to various types of TICs. Among them, CDC20 was mainly related to T immune cells; GTPBP4 had a tight correlation with NK immune cells; SLC22A1 was mostly correlated to macrophages and DC immune cells (Figure 6C). Various immune functions altered with the NRGscore system; the heatmap indicated that a higher NRGscore always followed more inhibition of immune response (APC co-inhibition, MHC-I class, T cell co-inhibition and Treg cell, IFN-response inhibition; Figure S8D). Besides, three TICs were significantly positively correlated with the NRGscore, including Mast cells activated (R=0.22), T cells follicular helper (R=0.26), and T cells CD4 memory activated (R=0.32), while five TICs were significantly negatively correlated, including B cells naïve (R=-0.24), NK cells activated (R=-0.24), macrophages M1 (R=-0.25), Mast cells resting (R=-0.3), and T cells CD4 memory resting (R=-0.36) (Figure S9). To our knowledge, PD-L expression was considered as an important predictor of response to ICBs, and we found that NRGscore was positively associated with several known immune checkpoints (PD-1, PD-L1, PD-L2, CTLA4, TIM-3, IDO1, LAG3, TIGIT; Table S6). Integrating the results above, we found the NRGscore system could be dramatically correlated to the immune landscape of HCC, and its role in estimating the immunotherapy deserved further exploration.




Figure 6 | NRGscore could accurately predict response to ICBs. (A) Different biological features in high and low NRGrisk groups by GSEA in KEGG pathways. (B) Violin diagrams exhibited the correlation of immune, stromal, and ESTIMATE scores with NRGrisk groups. (C) Heatmap indicated the relevance of TICs and three hub genes in NRGscore. Different colors represented the different degrees of correlation. (D) T cell exclusion score was positively associated with NRGscore in the GSE54236 HCC cohort. (E) Waterfall diagram of NRGscore with responder or non-responder to CTLA-4 cohort. (F) Patients who respond to ICB possess more NRGscore than non-responders in the TCGA cohort by the TIDE algorithm. (G) NRGscore of patients varied with different responses to immunotherapy in the advanced urothelial cancer cohort. CR/PR is short for complete response or partial response; SD/PD represented the stable disease or progressive disease. P < 0.05 *; P < 0.01**; P < 0.001***. ICBs, immune checkpoint blockades; NRGscore, necroptosis-related gene score; TICs, tumor-infiltrating cells; NRGrisk, necroptosis-related gene risk; TIDE, tumor immune dysfunction, and exclusion.



For the present limitation research, the clinical application of immunotherapy in HCC was still not widespread and there are few biomarkers to predict the response to ICBs (23). Therefore, we evaluated the response of checkpoint immunotherapy to patients with different NRGscore. In the cohort of GSE54236, we found NRGscore was positively linked to the level of T cell exclusion, which indicated a high NRGscore with strong immune inhibition and could respond to ICB therapy (Figure 6D). In another cohort of metastatic melanoma, patients with response to CTLA-4 therapy possessed a higher NRGscore (Figure 6E). In addition, we also found similar results in the TCGA HCC cohort (Figure 6F) and IMvigor210 cohort treated with atezolizumab (Figure 6G). IPS values were elevated in high NRGscore subgroups (Table S7), which indicated that the high NRGscore subgroup was relatively responsive to immunotherapy. In other cancer cohorts with ICB therapy, the NRGscore system could also accurately predict ICB response (Figure S10). Collectively, the above results elucidated that the NRGscore system could play a non-negligible role in predicting the immunotherapy response in HCC patients, or even in other tumors.



Patients With High NRGrisk Were More Sensitive to Common Chemotherapy Regimens

As a widely accepted biomarker for prognosis and immunotherapy, tumor mutation burden (TMB) was also evaluated in our study. Although there were few differences in TMB between high and low NRGrisk subgroups (Figure S11A), and there is no linear correlation of TMB with NRGscore (Figure S11B), the gene mutation type altered in two subgroups in the waterfall curve (Figures 7A, B). Results indicated that the high NRGscore subgroup presented more extensive TMB than the low score subgroup. Among them, TP53 was the first mutated gene with a 39% mutation alteration rate in the high score subgroup, while CTNNB1 was the top rank mutated gene with a 29% mutation alteration rate in the low score subgroup (Figures 7A,B). Consistent with a recent study, CTNNB1, TP53 mutation-associated pathways, and metabolism profiles were identified in HBV-related HCC (55). Besides, we found that the ratio of tumor stem cells in HCC was significantly positively related to NRGscore (R=0.34) (Figure 7C). Considering the frequent use of chemotherapy in the treatment of HCC, we further explored the response of patients with 138 different types of drugs. Analyses of consequences revealed that several prevalent clinical chemotherapies of HCC exhibited low IC50 in the high NRGscore group, including Cisplatin, Camptothecin, Doxorubicin, Paclitaxel, and Sorafenib. The finding suggested that patients with high NRGscore were more sensitive to the treatment of chemotherapy drugs than those with low scores in HCC (Figures 7D, H).




Figure 7 | Characteristics of NRGscore with tumor somatic mutation, stem cell, and chemotherapy sensitivity. (A, B) The waterfall plot of tumor somatic mutation was drawn in those with high NRGrisk group (A) and low NRGrisk (B) respectively. Each column indicated individual HCC patients, and the upper bar diagram exhibited TMB. The right number represented the mutation frequency, and the bar diagram on the right exhibited the proportion of each variant type, including missense, nonsense, splice, frameshift, and multiple mutations. (C) Correlation between NRGscore and component of stem cell. (D-H) Box diagrams showed the chemotherapy response between high NRGrisk and low NRGrisk groups: (D) Cisplatin, (E) Camptothecin, (F) Doxorubicin, (G) Paclitaxel, (H) Sorafenib. NRGscore, necroptosis-related gene score; NRGrisk, necroptosis-related gene risk; HCC, hepatocellular carcinoma; TMB, tumor mutation burden; IC50, half-maximal inhibitory concentration.






Discussion

The NRGscore, a tool designed to evaluate necroptosis patterns of each HCC patient, is a robust biomarker for predicting clinical outcomes and for guiding rational and effective immunotherapy. Our findings revealed a survival benefit trend was observed in Ncluster A compared to B, suggesting necroptosis played a non-negligible role in the progression and prognosis in HCC. GSVA analysis disclosed that Ncluster A had more TME-infiltrating cells and more complex immune-response than Ncluster B, substantiating Ncluster could be a surrogate and favorable biomarker for TME. However, individual necroptosis characteristics could not be elucidated dependent on Ncluster, and we built a novel NRGscore scheme, determined by three core genes (GTPBP4, CDC20, and SLC22A1). NRGscore could accurately and robustly predict 1-, 3-, and 5-year OS of HCC. More importantly, the high NRGscore group had more sensitivity to clinical chemotherapy and ICB-based immunotherapy than the low score group, which demonstrated the NRGscore could be meaningful guidance for HCC treatment.

Mounting evidence demonstrates that necroptosis plays a pivotal role in predicting clinical outcomes of cancer, regulating cancer progression and metastasis, remodeling TME, and thus affecting immunotherapy and chemotherapy (56). Although necroptosis had been shown to perform an antitumor function in cancers, much evidence also demonstrated that necroptosis may play a tumor-promoting role and trigger cancer metastasis (11, 57). The paradox phenomena could be explained by high inflammation TME caused by necroptosis and following elevated ROS levels could further promote cancer progression and metastasis (56). Our results uncovered that higher necroptosis patterns were, worse outcomes did HCC patients have due to most necroptotic regulators being risky genes in HCC. In addition, high NRGscore patients always had more mRNA levels of three necroptosis-driving genes (MLKL, RIPK1, and RIPK3), further validating that necroptosis could play a tumor-promoting role in HCC. In another research on liver cancer, necroptosis directly determines the cancer subtype by driving cell releasing damage-associated molecular patterns (DAMPs) which could reshape the TME (58), causing the switch from HCC to intrahepatic cholangiocarcinoma (ICC) (15). Here, we found that the Ncluster A subgroup had a cline to the high NRGscore group while Ncluster B resembled low NRGscore patients in the alluvial diagram. Ncluster A and high NRGscore were characterized by more TME-infiltrating cells and enhanced APC-co-inhibitor and checkpoint gene expression, corresponding to immune-inflamed phenotype. Ncluster B and low NRGscore were characterized by enhanced metabolism and decreased stem cells and proliferation, corresponding to immune-exclusion or metabolism phenotype. TIDE results suggested that the high NRGscore group with lower stromal activation could achieve clinical benefits in immunotherapy, consistent with research that emphasized the irreplaceable role of stromal activation in resistance to PD-1/PD-L1 inhibitors (45, 59, 60).

Furthermore, we elucidated the predictive value in another three independent cohorts (HCC cohort with TIDE results; metastatic melanoma cohort treated with Nivolumab; advanced urothelial cancer cohort with the intervention of atezolizumab (IMvigor210)). In line with the results of TCGA HCC, we observed a significant positive trend between NRGscore and T cell exclusion in the GSE54236 HCC cohort. In the metastatic melanoma cohort, responders to anti-CTLA4 possessed a higher NRGscore than non-responders. Similarly, patients’ sensitive to anti-PD-L1 had more NRGscore than non-responders. Furthermore, we input our NRGscore system into the TIDE website to predict other cancer cohorts undertaking ICBs and the results revealed that NRGscore could behave well in predicting response. We also found different somatic gene mutations in high and low NRGrisk groups and that TP53 mutation was most common in high risk and CTNNB1 for low risk. The results may help us to gain a comprehensive understanding of precision immunotherapy and promoting the necroptosis could enhance the response to ICBs. Intriguingly, we observed that NRGscore could perform as a candidate biomarker for classic chemotherapy and target therapy (Sorafenib, Doxorubicin, Cisplatin, Camptothecin, and Paclitaxel) for HCC.

Additionally, we have validated the pivotal role of three necroptosis-related genes in HCC. It has been widely accepted that the anaphase-promoting complex (APC) drives and governs cell cycle progression (anaphase initiation and late mitosis exit (61, 62)) by interacting with two essential activators - CDC20 and CDH1 (63). However, the two proteins performed different roles in tumor development. CDC20 was considered as an oncogene while CDH1 was deemed as a suppressor in multicancer (64–66). CDC20 has been reported to be overexpressed in HCC tissues and positively related to the tumor, TNM stage, and ki-67 expression (67). In tumorigenesis of HCC, APCCDC20 could stabilize the HIF-1a by degrading oxygen-dependent prolyl hydroxylase enzymes3 (PHD3) (68). Suppressing CDC20 (depletion of endogenous or pharmacological inhibitors) in diverse cancer cell lines led to a mitotic arrest and apoptosis, suggesting targeting CDC20 might be a novel anti-cancer therapy, especially in cancer with high expression (69). GTPBP was a GTP-binding protein that is involved in 60S ribosome biogenesis (70). The previous report found that GTPBP4 could reduce TP53 accumulation and increased expression of GTPBP4 correlated with reduced survival (71). In colorectal cancer, GTPBP4 was demonstrated as an oncogene that could disrupt the actin cytoskeleton and promote metastasis of cancer (72). In addition, depletion of GTPBP4 could inhibit cell proliferation, and high expression correlated with a worse prognosis than the low expression of GTPBP4 in breast cancer (73). In a study of HCC, as an RNA binding protein, GTPBP4 could stratify patients into low- and high-risk, which could predict survival outcomes (74). The upregulated expression of GTPBP4 promotes the proliferation of liver cancer cells and promotes the growth of tumors in mice, while the downregulated expression of GTPBP4 inhibits the proliferation of liver cancer cells and inhibits the growth of tumors in mice (75). SLC22A1 (OCT1) is one member of organic cation transporters, which could uptake intracellular inactivation, a broad spectrum of endogenous and exogenous substrates as well as anticancer drugs (76–78). The OCT1 activity was reported to correlate with the sensitivity of tyrosine kinase inhibitors (TKI) in patients with chronic myeloid leukemia (CML) (79). The downregulation of OCT1 is associated with tumor progression and a worse patient survival (80).

The results of our study should be further validated in a prospective cohort of HCC patients undergoing immunotherapy or chemotherapy. Also, these three hub genes in NRGscore and their relationship with necroptosis should be further explored in basic experiments. Since not all high NRGscore patients would benefit from immunotherapy, more clinical parameters and appropriate evaluations of immune infiltration and TMB should be taken into consideration.

In the current study, we found that necroptosis patterns could become a novel index to predict HCC patients’ outcomes and high necroptosis levels might suggest a poor survival prognosis. Ncluster was built based on these necroptosis regulators, and two Nclusters had immense changes in prognosis; cell phagocytosis-, endocytosis-, and peroxisome-related pathways; TME cell infiltration characterization; and immune function. In addition, we designed a novel individual necroptosis pattern evaluation system: NRGscore scheme. NRGscore could accurately and robustly predict 1-, 3-, and 5-year OS, which was validated in another HCC cohort. The novel nomogram was comprised of NRGscore and other clinicopathological features to visualize the risk of HCC patients. In ICB-based immunotherapy of HCC, NRGscore had meaningful guidance for patients and the high NRGscore group could be more sensitive to ICB treatment, which was further validated in the metastatic melanoma cohort and advanced urothelial cancer cohort. The high NRGscore group had an increased ratio of cancer stem cells than its counterpart, which further demonstrates high NRGscore could be more sensitive to chemotherapy and targeted molecular therapy.



Conclusions

In the study, we found high expression of necroptosis could affect the TME of HCC and be closely related to the immune-inflamed phenotype. In predicting response to ICB, we concluded that high NRGrisk patients could be more sensitive than low NRGrisk. We systematically characterized the landscapes of necroptosis in HCC patients and suggested that NRGscore could be a prognostic marker and help to interpret the responses of HCC to chemotherapies and immunotherapies, providing new strategies for the treatment of cancers.
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Few studies have comprehensively assessed the roles of cytokine production in wheezing pathogenesis. Therefore, we undertook this study to determine the association between wheezing episodes and cytokines, and to provide further information on this topic. Firstly, we retrospectively collected I176 children, including 122 subjects with first wheezing and 54 subjects with recurrent wheezing, to analyze the etiology and clinical characteristics of children with wheezing diseases. Then, we collected 52 children with wheezing diseases and 25 normal controls to detect the expression of interferon-γ (IFN-γ), interleukin-4 (IL-4), IFN-γ/IL-4, IL-17A, IL-17E, IgE, matrix metalloproteinase-3 (MMP-3), and MMP-9 in serum or plasma. The results showed that boys under 3 years old with history of allergies were more likely to develop wheezing diseases. In our cohort, M. pneumoniae caused a greater proportion of wheezing in children than expected. The expression of IgE [18.80 (13.65-31.00) vs. 17.9 (10.15-21.60)], IL-4 [24.00 (24.00-48.00) vs. 23.00 (9.50-27.00)], IFN-γ [70.59 (41.63-116.46) vs. 49.83 (29.58-81.74)], MMP3 [53.40 (20.02-128.2) vs. 30.90 (13.80-50.95)], MMP9 [148.10 (99.30-276.10) vs. 122.10 (82.20-162.35)], IL-17A [80.55 (54.46-113.08) vs. 61.11 (29.43-93.87)], and IL-17E [1.75 (0.66-2.77) vs. 1.19 (0.488-2.1615)] were significantly increased in the wheezing group (p<0.05) compared to normal controls, while the level of IFN-γ/IL-4 had no significant difference between the two groups (1.24 ± 1.88 vs 0.68 ± 0.74, p>0.05). There was altered cytokine production in children with wheezing diseases which was quite similar to asthma pathogenesis. Sex, age, pathogen infection, and inflammation in our study were also risk factors for wheezing diseases.
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Introduction

Wheezing respiratory illness is one of the most common diseases of childhood, with waves of prevalence in winter and summer. Wheezing infants always presented clinical manifestations such as a cough, fever, or shadows in chest X-rays. Approximately one-third of children under 3 years of age had had wheezing experiences, and over half of the participants who had been hospitalized for wheezing episodes had asthma in young adulthood (1, 2). Recurrent wheezing episodes greatly influence the maturation of children’s immune and respiratory systems, increase the risk of developing asthma in the future, and place a heavy burden on families and society.

There are many causes of wheezing diseases, such as infections, allergies, congenital anatomical deformities, and environmental and genetic factors. Infections can be caused by viruses, mycoplasmas (MP), bacteria, fungi, and other pathogens alone or in combination. Wheezing caused by different etiologies show different disease rules, and corresponding treatment plans and prognoses are also different. Martinez et al. (3) enrolled 725 children and found that patients with an allergic disease were more likely to develop another kind of allergic disease. Van’s follow-up study of a total of 6491 patients with allergic rhinitis underwent in 8.4 years showed that allergic rhinitis was an independent risk factor for asthma as patients with allergic rhinitis were five times more likely to develop asthma than people without (4). Ronmark and his colleagues carried out a survey with a questionnaire with 30,000 subjects in Switzerland  that suggested that the co-existence of asthma, rhinitis, and eczema was common. Allergies, a history of asthma in the family, and smoking were all risk factors for eczema and the patients were characterized by wheezing. Therefore, finding out the risk factors of children with wheezing diseases is very important.

Several studies have underlined the association between pathogen infections and wheezing episodes, as children who had a virus, MP, bacteria, or fungal infection are more vulnerable to developing wheezing diseases (5). The altered cytokine production was also reported to be involved in the pathogenesis of MP-associated asthma. Hahn and his colleagues (6) identified that one-third of newborn infants with MP infection will develop asthma and the MP-specific IgE was detected in blood, nasopharyngeal, and bronchial secretion in half of the children with asthma. Another study undertaken on mice showed that bronchial hyperresponsiveness was alleviated on the third day of MP infection. On the fifth day, the ratio of interferon-γ(IFN-γ)/interleukin-4(IL-4) increased, but it decreased during 9-16 days indicating that the helper T lymphocyte 1 (Th1) cells played a major role at the initial stage of infection and Th2 cells at the later stage (7). The imbalance of CD4 helper T cell (Th) function was thought to be the most important mechanism, in which Th1 specific IFN-γ was decreased while the Th2 specific cytokine, IL-4, was observed to be increased. IL-4 functioned to enhance the proliferation of B lymphocytes and activate the synthesis of lgE in serum which was the mediator of rapid-type allergy reaction. Besides, the level of other cytokines like matrix metalloproteinase-3 (MMP-3), matrix metalloproteinase-9 (MMP-9), and interleukin- 17 (IL-17) were reported to participate in Th1/Th2 imbalance. However, whether they were involved in the pathogenesis of wheezing diseases was still unknown (8, 9).

To understand the differences and provide suggestions for the treatment of wheezing in children with different phenotypes, we conducted a retrospective study on 176 infants with wheezing diseases enrolled from Pediatrics department of Xiangya Hospital. In addition, we collected 52 subjects and 25 control subjects who displayed no wheezing from Xiangya Hospital and Hunan Children’s Hospital and aimed to reveal the association between cytokines (including lgE, IL-4, IFN-γ, IL-4/IFN-γ, MMP3, MMP9, IL-17A, and IL-17E) and wheezing illness.



Materials and Methods


Study Population


Cases From Xiangya Hospital

We recruited 176 children with wheezing diseases between September 2013 and April 2014 in the department of pediatrics, Xiangya Hospital. To be included in the study, had to have been hospitalized and diagnosed with asthmatic bronchitis and asthmatic pneumonia (10). Subjects were excluded from the study if: ① they had been born prematurely or born with respiratory malformation and heart disease; ② they had a primary immunodeficiency disease; ③ they had used hormones or immunosuppressive drugs less than 4 weeks before admission. The patients were aged from 1 month to 6 years (Figure 1).




Figure 1 | Flowchart of grouping and analysis. Firstly, we collected 176 patients from Xiangya Hospital and grouped as first wheezing (n = 122) and recurrent wheezing (n = 54) to analyze clinical characteristics. Then we collected 52 patients from Xiangya Hospital and Hunan Children’s Hospital and 25 normal control from Xiangya Hospital to test cytokines.



Fifty-two subjects with wheezing illness were collected between December 2014 and February 2015. The inclusion and exclusion criteria were similar to the above. Twenty-five children who displayed no wheezing symptoms were enrolled as a control in this study. The control was defined as infants who had no history of wheezing, allergies, recurrent respiratory infections, use of glucocorticoids and immunosuppressive agents, other severe diseases, or disability.




Data

The questionnaire was designed to collect clinical data including name, sex, age, telephone number, admission time, clinical symptoms, allergy history of the individual and their family, auxiliary measure of inspection, chest X-rays, and the treatment programs. A chest CT was conducted on specific patients.



Viral Diagnostics

Blood samples were analyzed for respiratory viruses including coxsackie virus, respiratory syncytial virus (RSV), cytomegalovirus (CMV), Epstein-Barr virus (EB virus), rubella virus, and adenovirus by using standard techniques. The presence of lgM antibodies was considered indicative of viral infection.



Bacterial Diagnostics

Bacterial antibodies were performed on serum, bone marrow, and sputum samples. Details of bacterial culture were reported previously and the species were identified according to standard methods (11).



MP Diagnostics

Specimens were obtained from subjects using throat swabs and serum. M. pneumoniae was measured as previously reported and the patients were diagnosed with MP infection when anti-mycoplasma antibody titers were ≥1: 80 (12).



Cytokine Assays

IL-4, IFN-γ, and IL-17 were detected on frozen serum samples using Human Cytokine/Chemokine Magnetic Bead Panel (Millipore, USA, Billerica, Massachusetts). The well was pre-wet in 200 μL Assay Buffer, then mixed on a plate shaker for 10 min. We removed the wash buffer thoroughly and added 25 μL of control or standard to the wells regarding Assay buffer as 0 pg/ml standard. 25 μL was added to the wells of samples. Next, we add 25μL serum matrix to the background, standards, and control wells and 25 μL serum sample to sample wells. We vortexed the mixing bottle and added 25 μL of the mixed beads to each well. Hereafter, we sealed and wrapped the plates and incubated them at 4°C for 16-18 h. We removed the well content and washed the plate with 200 μL Assay buffer per time and added 25 μL detection antibodies afterward. The plates were incubated at room temperature for 1 h and 25 μL Streptavidin-Phycoerythrin was added per well and then incubated at room temperature. The well content was removed and washed with 200 μL wash buffer two times then150 μL sheath fluid or drive fluid was added per well, and the concentrations of cytokine were detected on Luminex® 200™, HTS, FLEXMAP 3D®, or MAGPIX® with xPONENT® software.



MMP3 and MMP9 Measurements

The concentrations of MMP3 and MMP9 in serum or plasma samples were measured using enzyme immunoassay kits (R&D Systems, USA). Assays were performed following the manufacturer’s protocol. The data were analyzed using the standard curve-fitting method for calculating MMP3 and MMP9 concentrations in samples.



Data Analysis

SPSS 26.0 statistical software was used for data analysis. Data ae shown as mean ± SD. χ2 test for proportions was used to assess the comparability between different sex and age groups. The data of lgE, IL-4, IFN-γ, MMP3, MMP9, IL-17A, and IL-17E were analyzed using the Rank sum test. The comparability of IL-4/IFN-γ between control and wheezing patients used an analysis of variance. Values of p<0.05 are considered significant.




Results


Characteristics of Children With Wheezing

A total of 176 children were enrolled in Xiangya Hospital cases, including 129 males and 47 females. The ratios of male to female in the first wheezing group and the recurrent group were 2.6:1 and 3.2:1, respectively. Boys in the first wheezing group and the recurrent wheezing group had more morbidity than girls, but there was no significant difference in gender between the two groups (p > 0.05, Table 1).


Table 1 | Clinical data of 176 wheezing children from Xiangya Hospital.



The cases from Xiangya Hospital and Hunan Children’s Hospital included 26 first wheezing patients (19 males and seven females) with an average age of 11.35 ± 8.91 months, recurrent wheezing children (21 males and five females) with an average age of 13.96 ± 9.67 months. As for the normal control group, there were 19 male children and six female children with an average age of 13.92 ± 9.67 months. There is no significant difference in gender and age ratio in cases from Xiangya Hospital and cases from Xiangya Hospital and Hunan Children’s Hospital (p > 0.05, Table 2).


Table 2 | Characteristics of cases and control from Xiangya Hospital and Hunan Children’s Hospital.





Association Between Allergy History and Wheezing

Fifty-one infants in cases from Xiangya Hospital had allergy history (mainly referred to as eczema). Among them, one was diagnosed with allergic rhinitis, one had urticaria, one was allergic to milk, and one was allergic to medicine (Penicillin G). Besides, in the first wheezing group, 26 children were allergy history-positive, while in the recurrent wheezing group, 25 children were allergy history-positive. Incidence of wheezing illness was strongly related to a history of allergy (21.3% vs. 43.6%, p=0.001) (Table 1).



Wheezing and Family History of Asthma

By analyzing the cases in Xiangya Hospital, we found that 17 (13.9%) and eight (14.8%) children were asthma family history-positive in the first wheezing group and recurrent wheezing group, respectively, which indicated that there was no significant association between wheezing and family history of asthma. (Table 1).



Wheezing and Pathogen

Of the samples collected in Xiangya Hospital, 97 (55.11% of all the individuals) children were infected with a virus, MP, bacteria, or fungus. Fifty-five (31.3%) patients were infected with a virus, 38 (21.6%) were infected with MP, 29 (16.5%) patients were infected with bacteria, and 32 (18.2%) patients had more than one infection, respectively. Additionally, only seven (4.0%) patients in our study were infected with fungus. Twenty-seven (15.3%) infants were infected with coxsackie virus, 13 (7.4%) subjects were infected with RSV, 12 (6.8%) individuals were infected with cytomegalovirus, three (1.7%) patients were infected with EB virus, two (1.1%) patients were infected with rubella virus and two with adenovirus (1.1%), respectively. Only one (0.6%) individual was infected with influenza B virus. Moreover, three (1.7%) patients were infected with both the coxsackie virus and cytomegalovirus, one (0.6%) infant was infected with RSV and cytomegalovirus, and one infant was infected with RSV and EB virus (Figure 2).




Figure 2 | The pathogen analysis of the wheezing children (A) For 176 patients, virus, MP, bacterial, fungus, and mixed are causes of wheezing, but nearly half of the children’s etiology were unknown. (B) Fifty-five patients were infected with a virus and the top three virus were coxsackie virus, RSV, and CMV. (C) Twenty-nine patients were infected with bacteria and common bacteria were streptococcus pneumoniae, klebsiella pneumoniae, staphylococcus, and E.coli. MP, mycoplasma pneumoniae; RSV, respiratory syncytial virus; CMV, cytomegalovirus; E.coli, Escherichia coli.



Thirty subjects in the first wheezing group were infected with MP, along with eight patients in the recurrent wheezing group who had MP infection. However, no significant difference (24.6% vs. 14.8%, p>0.05) was found between the two groups (Table 1). Of the patients aged from 1 month to 1 year, 22 of the samples were infected with MP, 12 of the subjects who were 1 year old to 3 years old had MP infection, and four of the samples aged from 3 years old to 6 years old were infected with MP (Table 3). There was no significant difference among three age groups (20.0% vs. 25.0% vs. 22.2%, p>0.05). There were 17 children with MP infection in the allergy history-positive group and 21 children with MP infection in the allergy history-negative group. There was a significant difference (33.3% vs. 16.8%, p<0.05) between the two groups (Table 4).


Table 3 | Age distribution of all and MP-infected subjects from Xiangya Hospital.




Table 4 | The comparison of the ratio of MP infection between groups with and without a history of allergy.



Of the 29 patients with bacterial infection, 10 (5.6%) patients had streptococcus pneumoniae, five (2.8%) patients had klebsiella pneumoniae, five (2.8%) patients had staphylococcus, three (1.7%) patients had E. coli, three (1.7%) patients had staphylococcus aureus, one (0.6%) had acid-producing bacillus, one (0.6%) had haemophilus influenzae, and one (0.6%) had acinetobacter baumannii. Seven (4.0%) patients were infected with a fungus, including six (3.4%) children with candida albicans and one with candida glabrata (Figure 2).



Chest X-Ray Results and Wheezing

Chest X-rays at the time of evaluation were normal in five of 176 subjects from Xiangya Hospital. Forty subjects showed increased bronchovesicular shadows, of which one case was diagnosed with combined emphysema. One hundred twenty-two patients showed streaky shadows in X-ray examination results: two individuals combined with axillary lymph node, one subject combined with plural effusion, one had plural reaction, one had emphysematous left lung, and one had left-sided diaphragmatic hernia.



Comparison of lgE, IL-4, IFN-γ, IL-4/IFN-γ, MMP3, MMP9, IL-17A, and IL-17E Levels in Different Groups of Cases From Xiangya Hospital and Hunan Children’s Hospital

The children with wheezing diseases had a slightly elevated serum IgE level compared with the control group [18.80(13.65-31.00) vs. 17.9(10.15-21.60), p=0.029]. There was no difference between the first wheezing group and the recurrent wheezing group [19.05(14.28-36.78) vs. 21.30(15.40-49.03), p>0.05]. Wheezing diseases were associated with significantly higher levels of IL-4 [24.00(24.00-48.00) vs. 23.00(9.50-27.00), p=0.0001] and IFN-γ [70.59(41.63-116.46) vs. 49.83(29.58-81.74), p=0.004] than the normal control. But there was no statistical difference in IL-4/IFN-γ (1.24 ± 1.88 vs. 0.68 ± 0.74, p>0.05) in the above groups. We also analyzed the difference between the first cases and recurrent wheezing cases, but they showed no difference in the level of IL-4 and IFN-γ and the ratio of IL-4/IFN-γ (p>0.05). Moreover, infants with wheezing diseases had significantly higher levels of MMP3 [53.40(20.02-128.2) vs. 30.90(13.80-50.95)] and MMP9 [148.10(99.30-276.10) vs. 122.10(82.20-162.35)] than the no-wheezing control (p=0.001). The subjects with recurrent wheezing showed higher levels of MMP9 than the samples with first wheezing [254.30(188.00-577.95) vs. 145.55(93.70-279.08), p=0.009], but there were no differences in the levels of MMP3. The difference of IL-17A [80.55(54.46-113.08) vs. 61.11(29.43-93.87)] and IL-17E [1.75(0.66-2.77) vs. 1.19(0.488-2.1615)] were only found in the comparison between wheezing groups and the control group (p=0.005, p=0.031) (Table 5).


Table 5 | IgE, Interleukin- 4 (IL-4), interferon -γ (IFN-γ), IL-4/IFN-γ, MMP3, MMP-9, IL-17A, and IL-17E expression in 52 wheezing cases and 25 controls.






Discussion

Wheezing disease was one of the most common respiratory diseases with greater prevalence in winter and spring. Patients can develop heart failure and the illnesses are life threatening if they were not treated properly. Most of the wheezing children were under 3 years old and boys were predominant in the proportion of patients. Previous studies showed that wheezing infants usually had a positive history of allergy (eczema, allergic rhinitis, urticaria, and food allergies) individually or in their family, and a similar result was found in our research (13).

It was of note that children with eczema and papule-like urticaria were more likely to develop asthma. Zhao et al. had noted allergic history and asthma history in the family as risk factors for treating asthma (14). Ronmark et al. carried out a survey with a questionnaire with 30,000 subjects in Swiss suggesting that the co-existence of asthma, rhinitis, and eczema is common. Allergy, asthma history in the family, and smoking were all risk factors for eczema and the patients were characterized by wheezing. Based on our own result and Ronmark’s research, allergy history was closely associated with wheezing diseases and was a risk factor for wheezing episodes (15). Fifty-one of 176 children in our research had allergy history such as eczema, allergic rhinitis, urticaria, milk allergy, and drug allergy. Of the first wheezing patients, 21.3% had an allergy history and the rate was significantly higher in the subgroup of recurrent wheezing infants. Therefore, it is conceivable that allergy history was an independent risk factor for wheezing disease.

In our cohort, over half of the patients had an airway infection, including 29.6% of the patients tested had a viral infection, 21.6% of them had MP infection, and 32 subjects had more than one infection. Dominant amounts of major pathogens were restricted to mycoplasma. In our study, 21.6% of the patients who were hospitalized for asthma had MP infection, which was a basic coincidence with the previous report (16). We also conducted a study to determine the association between MP infection and allergy history. Our results showed a different proportion of MP infection between subjects with and without allergy history.

In our study, 29.6% of all the subjects were infected with a virus, 27 patients had coxsackie virus (15.3% of all the samples), 13 patients had RSV infection (6.8% of all the samples), and 12 children had cytomegalovirus (6.8% of all the samples). The discrepancy observed between our result and the previous study may result from the different times of sample collection, as our samples were collected in winter.

Viral infection at an early age is linked to recurrent wheezing diseases and asthma in children. Viral infection causes the destruction of airway epithelial cells and results in the decrease of the airway immune response, and indirectly exacerbates allergic inflammation. It is suggested there were more eosinophils and lymphocytes infiltration in the lung tissues within RSV-infected mice. Besides, the increased level of cytokine TNF-α, IFN-γ, IL-5, and IL-2 were also observed (17). RSV infection had an influence on Th1/Th2 compartment toward Th1 and facilitated the development of airway inflammation. Some studies have reported that RSV-infected airway epithelial cells secrete cytokines and chemokines including thymic stromal lymphopoietin which work to activate Th2 and lead to Th2 factor secretion. RSV infection also activates T lymphocyte like Th2, Th17, regulatory T cells, and cytotoxic T cells (18). The results of Tourdot’s research showed that RSV infection in mice would not induce airway inflammation but would thicken the mouse bronchial basement membrane and result in an increased amount of collagen in lung tissue. In addition, the amount of fibroblastic growth factor (FGF) was increased with RSV infection (19).

Previous studies have identified the association between wheezing diseases and viral infection, but the role of bacterial infection has not been shown. One study determined Haemophilus influenzae, Moraxella catarrhalis, and Streptococcus pneumoniae as the major causes of bacterial infection associated with wheezing. In this research, gram-negative bacilli were found in most of the samples, but the number of white blood cells and neutrophils was sometimes not increased. The bacterial airway colonization was reported to increase the risk of wheezing and continuous wheezing leading to the exacerbation of acute wheezing diseases (20). Of all the samples in our present study, 16.5% were infected with bacterial-like streptococcus pneumoniae, klebsiella pneumoniae, staphylococcus, Escherichia coli, staphylococcus aureus, acid-producing bacillus, haemophilus influenzae, and acinetobacter baumannii, indicating that bacterial infection was associated with wheezing diseases of infants.

A lower respiratory tract viral infection with an upper respiratory tract bacterial infection was prevalent among wheezing patients. In the study cohort of Hishiki’s research (21), 43.6% of all the patients had bacterial infections, haemophilus influenzae (43.9% of all the samples), streptococcus pneumoniae (36.6% of all the samples), and moraxella catarrh (29.3% of all the samples) were the common causative bacteria. RSV-infected wheezing children were often co-infected with a drug-resistant lower respiratory tract infection (21). A previous study, which enrolled 165 RSV-infected children who lived in an intensive care unit, suggested that gram-positive bacteria was found in the lower respiratory tract secretion in 42.4% of all the samples. The RSV-infected children tended to develop bacterial pneumonia (22). Besides virus and bacterial coinfection, the coinfection of different kinds of viruses was also observed in patients.

The wheezing patients were often during mixed infection; however, the mechanism causing wheezing was not thoroughly studied. One possible explanation is that patients with MP or virus may suffer airway mucosal cell damage, thus making them more likely to be infected with another pathogen. 

In our study, 32 subjects were infected with more than two kinds of pathogens (18.2% of all the patients), six individuals were infected with three pathogens (3.4% of all the samples), and 18.8% of the patients had mixed infection means “had more than one infection. Virus and MP infected all six patients. It reminded us of the importance of combination therapy for these patients.

There were reports that showed that the mechanism of immune response in children with allergic rhinitis was similar to that of asthma. Recurrent eczema was a common allergic disease characterized by Th1/Th2 imbalance. Increased levels of lgE was detected in patients with eczema and the level of lgE was positively correlated with the severity of the disease. In our cohort from Hunan Children’s Hospital, the level of lgE was significantly higher in the wheezing group but was not associated with the number of wheezing episodes.

IL-4 was specifically secreted by Th2 cells and worked to promote the proliferation, differentiation, and activation of B cells. It was critical in the synthesis of lgE by B cells and was associated with immune diseases. Another important cytokine in Th1/Th2 balance was IFN-γ, which was a cytokine signature of activated T cells and NK cells. IFN-γ functioned to activate macrophages, neutrophils, and NK cells, as well as to suppress the proliferation of Th2 cells by promoting the transition of Th0 cells to Th1 cells. Some experts thought IFN-γ and IL-12 could prevent damage from RSV infection (23), but there were studies showing that the level of IFN-γ varied with age because increased IFN-γ expression was observed in patients who were older than 1 year old compared to a healthy control , comparing with age-matched controls, IFN-γ levels were significantly higher in RSV group ≥12 months of age (1 year old). Our result showed that elevated IFN-γ levels may be age-related (average age in the wheezing group was 12.65 ± 8.68 months) (24). Our results showed that the level of IL-4 and IL-4/IFN-γ was significantly increased in wheezing children, indicating the activation of Th1 and Th2 cells. However, in our study, the level of IFN-γ was increased in wheezing children. To our knowledge, the discrepancy may relate to age.

Biopsy examination for severe asthma airway tissue showed the increased level of MMP9 (25). MMP9 could stimulate the secretion of growth factor like TGF-β1 and FGF and induce cell proliferation and differentiation. MMP9 was also an essential player in IL-13 mediating TGF-β1 secretion and was involved in pulmonary fibrosis and degradation of extracellular matrix. MMP served as a marker of airway remodeling (26). A previous study suggests that RSV infection may be associated with bronchial hyper-responsiveness, as leukotriene, neutrophil, and lymphocyte levels increased in alveolar lavage fluid of infected mice and bronchial hyper-responsiveness is observed in mice (27). MMP3 cannot only synergistically degrade the extracellular matrix, but also accelerate the decomposition of the basement membrane of pulmonary blood vessels, and participate in the remodeling of pulmonary blood vessels, playing an indispensable role in the occurrence and prognosis of lung diseases. In mouse models, it was found that MMP3 can also mediate the occurrence of acute lung injury by interacting with neutrophils and macrophages (28). We evaluated the expression of MMP3 and MMP9 and found a significant increase in wheezing patients. Moreover, the level of MMP9 was associated with the number of wheezing episodes as there was a difference in our study between first and recurrent wheezing children.

IL-17 was another altered cytokine in wheezing children compared to the control group. In our analysis, both IL-17A and IL-17E were significantly increased in the wheezing group, but there was no difference between first and recurrent wheezing patients. IL-17 was a major pro-inflammation cytokine produced by Th17 cells. IL-17 had been recognized to induce the production of Th2-specific cytokine-like IL-4 and IL-13 and was also involved in Th1/Th2 imbalance (29). Our study revealed that IL-17 is involved in the pathogenesis of wheezing disease in young children, and children with a wheezing disease may experience airway inflammation and airway remodeling.

It should be noted that limitations exist in this study. Firstly, the sample size was relatively small to analyze the association between cytokines and wheezing disease, which may lead to low statistical power for data analysis. Thus it is necessary to strengthen cooperation between hospitals. Secondly, our study was preliminary, and more research is needed to explore the mechanisms of wheezing disease, especially in immune response.



Conclusions

In our study, a higher incidence of wheezing disease was observed in boys than girls and wheezing disease was prevalent in children under 3 years old. Children with allergy history were more likely to develop wheezing diseases. MP and viral infection were the common causative pathogens of infants with wheezing diseases and infants with allergy history were more vulnerable to MP infection. MMP3, MMP9, and IL-17 are involved in the pathogenesis of children wheezing disease, which provide a more experimental basis for the prevention and treatment of wheezing disease.
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Lung adenocarcinoma (LUAD) remains the most common subtype of lung malignancy. Cuproptosis is a newly identified cell death which could regulate tumor cell proliferation and progression. Long non-coding RNAs (lncRNAs) are key molecules and potential biomarkers for diagnosing and treating various diseases. However, the effects of cuproptosis-related lncRNAs on LUAD are still unclear. In our study, 7 cuproptosis-related lncRNAs were selected to establish a prognostic model using univariate Cox regression analysis, LASSO algorithm, and multivariate analysis. Furthermore, we evaluated AC008764.2, AL022323.1, ELN-AS1, and LINC00578, which were identified as protective lncRNAs, while AL031667.3, AL606489.1, and MIR31HG were identified as risk lncRNAs. The risk score calculated by the prognostic model proved to be an effective independent factor compared with other clinical features by Cox regression analyses [univariate analysis: hazard ratio (HR) = 1.065, 95% confidence interval (CI) = 1.043–1.087, P < 0.001; multivariate analysis: HR = 1.067, 95% CI = 1.044–1.091, P < 0.001]. In addition, both analyses (ROC and nomogram) were used to corroborate the accuracy and reliability of this signature. The correlation between cuproptosis-related lncRNAs and immune microenvironment was elucidated, where 7 immune cells and 8 immune-correlated pathways were found to be differentially expressed between two risk groups. Furthermore, our results also identified and verified the ceRNA of cuproptosis-related lncRNA MIR31HG/miR-193a-3p/TNFRSF21 regulatory axis using bioinformatics tools. MIR31HG was highly expressed in LUAD specimens and some LUAD cell lines. Inhibition of MIR31HG clearly reduced the proliferation, migration, and invasion of the LUAD cells. MIR31HG showed oncogenic features via sponging miR-193a-3p and tended to positively regulate TNFRSF21 expression. In a word, lncRNA MIR31HG acts as an oncogene in LUAD by targeting miR-193a-3p to modulate TNFRSF21, which may be beneficial to the gene therapy of LUAD.
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Introduction

Lung adenocarcinoma (LUAD) is one of the most common subtypes of lung malignancy, and it ranges from initially non-invasive tumors to high-mortality-specific invasive tumors (1, 2). Although a number of biomarkers or diagnostic tools that may be employed to predict the prognosis of LUAD have been discovered in recent years (3, 4), they are still in the stage of molecular research (5). Therefore, it will be indispensable to identify promising biomarkers and prognostic models to reveal the prognostic genetic characteristics of LUAD and obtain the most accurate clinical information.

Cuproptosis is a novel mode of cell death that is relevant to copper and mitochondrial respiration. The pathological mechanism is that copper interacts directly with the fatty acylated components of the tricarboxylic acid (TCA) cycle, leading to excessive aggregation of fatty acylated proteins and loss of iron–sulfur cluster proteins, which stimulates proteotoxic stress and cell death (6). Recent studies have found a close relationship between copper cell death and human cancer (7, 8), which proved that cuproptosis is closely related to the development of cancers, but it remains unclear in LUAD.

lncRNA is a newly discovered functional lncRNA which has the ability to mediate various mechanisms through their multiple functions and plays vital roles in a large number of cancer processes (9, 10). Recent studies have confirmed that lncRNAs regulated the early development of LUAD through different signaling pathways—for example, lncRNA JPX promoted the tumorigenesis in LUAD by sponging miR-33a-5p (11), and lncRNA GMDS-AS1 could inhibit LUAD via regulating the miR-96-5p/CYLD pathway (12). Besides this, lncRNA FAM83A-AS1 accelerated LUAD migration, proliferation, and invasion (13). However, the precise involvement of cuproptosis-related lncRNAs in LUAD is still ambiguous.

Our current work was designed to delve deeper into the expression profiles of cuproptosis-related lncRNAs and their relationship with the immune microenvironment as well as validate potentially relevant regulatory mechanisms in LUAD. Our findings would provide valuable references for efficient prognostic biomarkers and the diagnosis of LUAD.



Materials and methods


Data collection and processing

The data were all obtained from The Cancer Genome Atlas (TCGA; https://portal.gdc.cancer.gov/). The LUAD microarray gene profiling dataset in this research was obtained from the GEO NCBI web server (https://www.ncbi.nlm.nih.gov/geo/). Patients with missing survival information were excluded. Perl (https://www.perl.org, version 5.32.1) was used to collate the clinical details.



Identification of cuproptosis-related genes

Cuproptosis-correlated genes were identified based on previous reports (6, 14, 15). In total, 39 mRNAs were finally selected as differentially expressed genes (DEGs) by the packages of “limma” and “pheatmap”. Then, a PPI network (related to protein–protein interaction) of the 39 DEGs was established by a search tool to retrieve interacting genes (STRING, https://string-db.org/).



KEGG and GO enrichment analysis

The Gene Ontology (GO; http://www.geneontology.org/) and the Kyoto Encyclopedia of Genes and Genomes (KEGG; http://www.genome.jp/kegg/) enrichment analyses were conducted using the “ggplot2” R package. The GO database was performed to analyze the biological characteristics of these cuproptosis-related genes. KEGG was performed to detect the signaling pathway of cuproptosis-related genes.



Identification of cuproptosis-related lncRNAs and prognosis model construction

LcRNAs related to cuproptosis-related DEGs were screened out based on Pearson correlation analysis. We randomly classified the included cases (n = 504) into training and validation cohorts at a 1:1 ratio. Cuproptosis-related lncRNAs were selected following univariate Cox regression analysis, LASSO Cox algorithm, and multivariate analysis. These cuproptosis-related lncRNAs were chosen to establish a prognostic model (the risk score = expressionlncRNA1 × coefficient lncRNA1 + expressionlncRNA2 × coefficient lncRNA2 + … + expressionlncRNAn × coefficient lncRNAn). We then analyzed the hazard ratio (HR) of prognostic factors for distinguishing between protective lncRNA (HR >1) and risk lncRNA (HR <1). These cuproptosis-related lncRNAs were further visualized via Cytoscape and Sankey diagram. Furthermore, the patients were classified into two risk groups (high and low).



Clinical meaning of the prognostic model

Univariate and multivariate Cox regressions were performed to identify whether the risk score and clinical features (age, gender, grade, etc.) were valuable prognostic indicators for LUAD patients. Nomograms were used to show the clinical features and risk scores of survival rates.



Competing endogenous RNA network construction

To further elucidate the potential mechanism of cuproptosis-related lncRNAs in LUAD, we constructed a ceRNA network. Mircode (www.mircode.org) was utilized to predict the miRNA targets connecting to cuproptosis-related lncRNAs. After miRNA identification, TargetScan (http://www.targetscan.org/vert_72/) and miRDB databases (http://mirdb.org/) were utilized to predict mRNA targets interacting with miRNAs.



Cell culture and clinical specimens

The LUAD cell lines (A549, NCI-H2009, and PC9) and bronchial epithelioid cells (HBE) were generous gifts from Dr. Feng Ma. The LUAD cells were cultured in RPMI-1640 medium (Hyclone; GE Healthcare) and maintained in a humidified incubator at 37°C in 5% CO2. In total, 34 paired LUAD tissues (T) and normal specimens (N) were collected from the First Affiliated Hospital of Jinan University from April 2020 to May 2021. Our research concerning human tissues was reviewed and approved by the Ethics Committee of The First Affiliated Hospital of Jinan University. All patients signed informed consents in the present study.



Cell transfection

si-MIR31HG, miR-193a-3p inhibitor, miR-193a-3p mimics, and their negative control (si-ctrl) were synthesized by GenePharma (Shanghai, China). NCI-H2009 and A549 cells were evenly plated in 96-well plates. When the two cells reached about 80–90% confluence, they were transfected with plasmid by Lipo3000 (Invitrogen, Carlsbad, CA, USA). NCI-H2009 and A549 cells were harvested for the subsequent experiments following incubation at 37°C for 48 h.



Cell proliferation assay

96 −well plates were taken to seed LUAD cells (2 × 105 cells/well) (A549 and NCI-H2009). After incubation at 37°C and 5% CO2 for various times, a CCK−8 reagent test kit, which was provided from Tiangen (Hangzhou, China), was mixed at 10 µl/well, and LUAD cells were evenly incubated for 3 h at 37°C and 5% CO2. Finally, we read the absorbance at 450 nm on the enzyme labeling instrument (Thermo Fisher Scientific, Inc.)



Wound healing assay

The migration was identified by wound healing assay. Transfected cells were seeded in individual 6−well dishes and incubated at 37°C until reaching about 80–90% confluence. Then, the two cells were scratched with a constant-diameter stripe from the bottom of the wells by a sterile 200-ul pipette tip. Filming was performed at 0 and 24 h after wounding. A total of 10 areas were randomly selected to mark and measure.



Transwell assay

The transfected LUAD cell suspensions (200 ml) were moved to the upper chamber of the transwell module (Corning, Inc.) and incubated for 24 h at 37°C and 5% CO2. The cells would invade the bottom chamber that contained the prepared medium (with 10% fetal bovine serum added). The invaded NCI-H2009 and A549 cells that existed in the lower chamber were thereby treated with methanol and 0.1% crystal violet. The cell invasion rate was measured by eluting the crystal violet which existed in the transwell by 33% acetic acid. Finally, we measured the OD 570 nm value in the eluted liquid.



Dual−luciferase assay

The online tool TargetScan was applied to identify the potential binding sites. The wild-type site (wt) and mutant site (mut) sequences of MIR31HG (MIR31HG wt and MIR31HG mut) and TNFRSF21 (TNFRSF21 wt and TNFRSF21 mut), including the homologous binding sites of miR-193a-3p, were amplified and uniformly plugged in the vector pGL3 (Promega, Madison, WI, USA). Then, miR-193a-3p mimics were co−transfected with MIR31HG wt, MIR31HG mt, TNFRSF21 wt, or TNFRSF21 mut using Lipo3000. After 48 h, Dual−Luciferase Reporter Assay System provided from Promega was used to detect the luciferase activity.



RNA immunoprecipitation assay

EZ−Magna RIP™ RNA−Binding Protein Immunoprecipitation Kit provided from Labbiotech was applied to execute the RNA immunoprecipitation (RIP) assay. NCI-H2009 and A549 were uniformly mixed with RIP buffer owning beads stuck by anti-Ago2 or anti-IgG (negative control) and incubated overnight. Finally, the obtained immunoprecipitated complexes were measured by real−time PCR.



Western blot

RIP assay lysis buffer (Beyotime, Shanghai, China) was used to extract the protein from LUAD cells or tissues. After measuring the density of all proteins, the target proteins (30 µg/lane) were separated by SDS-PAGE (10%) and then carefully transferred onto polyvinylidene fluoride membranes (Bio-Rad, Hercules, CA, USA). Later on, the transferred membranes were blocked with silk milk (5%) for 1 h at 37°C and incubated with the primary anti-TNFRSF21 (catalogue no. ab8417; 1:800; Abcam; USA) and β-actin (catalog no. ab8226; 1:3,000; Abcam; USA) overnight at 4°C. On the second day, the membranes were then treated with a corresponding secondary antibody (catalog no. ab6721; 1:5,000; catalog no. ab6728; 1:5,000; Abcam; USA). Finally, the protein signals on the membrane were visualized by enhanced ECL detection kit (Beyotime, Shanghai, China).



RT−qPCR analysis

Trizol (Beyotime, Shanghai, China) was employed to extract the total RNA from LUAD cells and tissues. RNA was reverse-transcribed into complementary DNA (cDNA) using SuperScript VILO cDNA Kit (Thermo Fisher Scientific, Inc.). SYBR Green qPCR Master Mix (Applied Biosystems, USA) was applied to detect the quantitative PCR from the 2−ΔΔCq method. The primers are listed in Table 1.


Table 1 | Primer list.





Statistical analysis

One-way analysis of variance (ANOVA) and paired samples t-test were used to assess differences between groups. Pearson’s correlation test analyzed the correlations. SPSS 25.0 software and GraphPad Prism 8.0.1 were performed for statistical analyses. All experiments were performed independently and repeated three times. P < 0.05 was considered statistically significant.




Results


Identification of the expression of cuproptosis-related genes in LUAD

The flow chart of the study is shown in Figure 1. The expression degrees of 49 genes linked to cell cuproptosis were compared in LUAD and normal tissues from the TCGA dataset, and 39 cuproptosis-related genes were identified as DEGs. Then, 26 genes (CLU, PDHB, BCL2, COMMD1, etc.) were detected to be enriched, while 13 genes (CD36, TLR4, TNFRSF21, ABCA1, etc.) were decreased in the LUAD group relative to normal tissues (Figure 2A). PPI showed the interaction among 39 DEGs (Figure 2B).




Figure 1 | Flow chart of the study.






Figure 2 | Identification of the expression and functional enrichment of cuproptosis-related genes in lung adenocarcinoma (LUAD). (A) Heat map reflecting the distribution of the 39 cuproptosis-related genes in LUAD and normal tissues. Red: upregulation; green: downregulation. (B) PPI network showing the interaction among 39 cuproptosis-related genes. (C) GO enrichment of cuproptosis-related genes. (D) Enriched KEGG pathways of cuproptosis-related genes. PPI, protein–protein interaction network; GO, Gene Ontology; KEGG, Kyoto Encyclopedia of Genes and Genomes. *p < 0.05; **p < 0.01; ***p < 0.001.





Biological functional enrichment research of cuproptosis-related DEGs

GO and KEGG databases were used to analyze the potential and meaningful function of 39 DEGs. The GO analysis suggested that these genes in the biological processes were enriched in “neuron death” and “neuron apoptotic process”. These genes in cell component were enriched in “mitochondrial matrix” and “oxidoreductase complex”. Alterations in molecular function were brimming with “amide binding” and “oxidoreductase activity” (Figure 2C). Moreover, the KEGG analysis indicated that these DEGs were enriched in “pathways of neurodegeneration multiple diseases”, “apoptosis”, “necroptosis”, and “p53 signaling pathway” (Figure 2D).



Identification of cuproptosis-related lncRNAs and co-expression network construction

Firstly, this work classified the included cases (n = 504) into training (n = 252) and validation (n = 252) cohorts at a 1:1 ratio. The clinicopathologic characteristics of LUAD patients are listed in Table 2. A total of 1,299 lncRNAs related to 39 DEGs were screened out for future analysis according to Pearson correlation method. Secondly, we operated the univariate Cox regression analysis and LASSO Cox algorithm to reduce multicollinearity, and we found 12 cuproptosis-related lncRNAs (Figures 3A, B). Finally, 7 lncRNAs, including AL031667.3, ELN-AS1, LINC00578, AL022323.1, AL606489.1, AC008764.2, and MIR31HG, were selected through subsequent multivariate analysis to construct the risk model, and the global p-value was 1.3927e-12 (Figure 3C). The co-expression network between cuproptosis-related lncRNAs and genes were constructed in Figure 3D. Among these 7 cuproptosis-related lncRNAs, AC008764.2, AL022323.1, ELN-AS1, and LINC00578 were identified as protective lncRNAs, while AL031667.3, AL606489.1, and MIR31HG were identified as risk lncRNAs (Figure 3E).


Table 2 | The clinicopathologic characteristics of 504 lung adenocarcinoma patients in The Cancer Genome Atlas.






Figure 3 | Identification of cuproptosis-related lncRNAs and co-expression network construction. (A, B) LASSO Cox algorithm was employed to establish a prognosis model. The color depth of the nodes depicted the corrected P-value of ontologies. The size of the nodes depicted the number of genes that are engaged in the ontologies. (C) A total of 7 lncRNAs were selected through subsequent multivariate analysis to construct the risk model. (D) Co-expression structure between cuproptosis-related lncRNAs and genes. (E) Sankey diagram was used to visualize the co-expression network.





Construction of a predictive risk model in LUAD patients

The 7 lncRNAs were identified in the risk model with “risk score” = AL022323.1 × (-0.379446) + AC008764.2 × (-0.231185) + LINC00578 × (-0.218454) + ELN-AS1 × (-0.097027) + AL031667.3 × (0.145940) + AL606489.1 × 0.180937 + MIR31HG × (0.235981). The LUAD patients in both training (n = 252) and testing (n = 252) cohorts were divided into high- and low-risk groups based on the median risk score (Figures 4A–D). The expression degrees of 7 lncRNAs in the two different groups were exhibited by a heat map (Figures 4E, F). Interestingly, patients with high risk had worse overall survival (OS) compared with patients with low risk as revealed by Kaplan–Meier analysis (Figures 4G, H).




Figure 4 | Construction of the predictive risk model in lung adenocarcinoma (LUAD) patients. (A, B) The risk score was calculated by 7 cuproptosis-related lncRNAs in the two cohorts (training and validation), and two risk groups were formed in LUAD patients. Green, low risk; red, high risk. (C, D) Survival status of LUAD patients. Green: survival; red: death. (E, F) The heat map indicates the expression degrees of 7 cuproptosis-related lncRNAs. (G, H) The Kaplan–Meier analysis revealed the overall survival in the two risk groups.





Prognosis value of model lncRNAs in LUAD

Cox regression analyses pointed out that the score calculated by the corresponding model was an independent factor to predict the OS in LUAD relative to other clinical factors (Figures 5A, B). Meanwhile, the outcome of the ROC curve analysis suggested that the risk score tended to show more sensitivity and specificity than the other clinical features (risk score: AUC = 0.740) (Figure 5C).




Figure 5 | Prognosis value of model lncRNAs in lung adenocarcinoma (LUAD). (A) Univariate analysis of various clinical features and risk score. (B) Multivariate analysis of various clinical features and risk score. (C) ROC curves of the risk model (risk score: AUC = 0.740). (D) A nomogram was performed to predict the 1-, 3-, and 5-year survival. (E) Calibration curve of the nomogram model. (F) The results of ROC curves in predicting the LUAD survival rates. ROC, receiver operator characteristic; AUC, area under the curve.





Construction and detection of the predictive nomogram in LUAD

The nomogram models were established to validate the LUAD patients’ survival value of 1, 3, and 5 years (Figure 5D). Risk score was identified as independent prognostic factor (***p < 0.001). The results of the calibration curve revealed that the nomogram model showed a significant accuracy in predicting the LUAD patients’ OS (Figure 5E). The model likewise showed high sensitivity and efficacy (1-year AUC = 0.773, 3-year AUC = 0.753, and 5-year AUC = 0.805) (Figure 5F). In short, these results identified that both risk model and nomogram model revealed that the overall survival rate can be predicted relatively well.



Correlation analysis of different groups and tumor microenvironment infiltration

To evaluate the role of the risk model in the immune microenvironment of LUAD, the CIBERSORT algorithm was performed to compare 22 different immune cell types in LUAD, finding that 7 of these immune cell types were differentially expressed in two risk groups (*p < 0.05 and **p < 0.01) (Figure 6A). Meanwhile, we discovered that, in the TCGA project, the low-risk group of the TCGA cohort had a significantly higher score of most immune-correlated pathways than the high-risk group (Figure 6B). In addition, the relationship between the risk model and infiltration of immune cells is described in Figure 6C, suggesting that there was a positive correlation between the survival outcome of LUAD patients and the high degrees of M0 macrophages, M1 macrophages, CD4 memory-activated T cells, and CD8 T cells, while there was a negative correlation between the survival outcome of LUAD patients and the high degrees of activated dendritic cells, resting dendritic cells, resting mast cells, monocytes, and resting CD4 memory T cells. To sum up, these results highlight the immunomodulatory effects of the risk model.




Figure 6 | Analysis of the immune activity in different groups. (A) Comparison of various types of immune cells. (B) Comparison of various immune-correlated pathways. (C) Relationship between the infiltration of immune cells and the risk model. *p < 0.05; **p < 0.01; ***p < 0.001.





Construction of the lncRNA MIR31HG/miR-193a-3p/TNFRSF21 regulatory axis

To further understand the potential mechanism of cuproptosis-related lncRNAs in LUAD, we constructed the network of lncRNA–miRNA–mRNA interaction regulatory axis. According to Mircode database, we found that lncRNA MIR31HG bound miRNAs using “Perl’” software (Figure 7A). Among these miRNAs, 2 miRNAs (miR-206 and miR-193a-3p) were identified to be less expressed in lung cancer (16, 17), which was contrary to the expression of the target lncRNA MIR31HG. Based on this result, we then explored its downstream mRNA targets to construct the miRNA–mRNA axis. According to the miRDB and TargetScan databases, cuproptosis-related mRNA (TNFRSF21) was identified as the downstream target of miR-193a-3p (Figures 7B, C). We then found that only TNFRSF21 had an upregulated expression in LUAD tissues according to the GEPIA (http://gepia.cancer-pku.cn/) database (Figure 7D).




Figure 7 | Construction of a regulatory axis of lncRNA–miRNA–mRNA. (A) lncRNA MIR31HG bound to 17 miRNAs. (B, C) Venn diagram identifying the downstream targets in miR-206 and miR-193a-3p, respectively, from miRDB and TargetScan databases. (D) The expression of TNFRSF21 was investigated by GEPIA database. (E) Lots of H3K27Ac marks existed in the promoter region of MIR31HG from the UCSC web server. (F, G) MIR31HG expression in lung adenocarcinoma (LUAD) specimens relative to normal tissues as detected by qRT-PCR and The Cancer Genome Atlas cohort. (H) MIR31HG expression in LUAD specimens relative to normal tissues as detected by GSE130740 cohort. (I) MIR31HG expression in different LUAD cell lines (A549, NCI-H2009, and PC9) compared with bronchial epithelioid cell (HBE) was estimated by qRT-PCR. (J) The overall survival time of patients with LUAD was measured by Kaplan–Meier analysis. *p < 0.05; **p < 0.01; ***p < 0.001.





lncRNA MIR31HG is overexpressed in LUAD tissues and cell lines

Figure 7E shows that lots of H3K27Ac marks existed in the promoter region of lncRNA MIR31HG from the UCSC web server. To understand the role of lncRNA MIR31HG in LUAD, qRT-PCR analysis, TCGA database, and GEO dataset (GSE:130740) were used and identified the high level of MIR31HG in LUAD specimens relative to normal tissues (Figures 7F–H). We likewise selected several lung cancer cell lines (A549, NCI-H2009, and PC9) for experimental validation in vitro, with bronchial epithelioid cell (HBE) as the control group, and the result suggested that the expression of MIR31HG was also enhanced in lung cancer cell lines compared with the control group (Figure 7I). Additionally, we identified that LUAD patients with a higher expression level of lncRNA MIR31HG had a shorter OS time than those with a lower MIR31HG expression level (Figure 7J).



lncRNA MIR31HG mainly locate in the cytoplasm and its knockdown inhibits LUAD cell proliferation, migration, and invasion

The subcellular localization analysis of lncRNA plays an essential role in exploring the functional mechanism of lncRNA (18). Based on this, we adopted a one-step method to completely isolate cytoplasmic RNA and nuclear RNA. The reverse transcription and assay analysis of lncRNA MIR31HG transcript levels by qRT-PCR revealed that the transcripts of lncRNA MIR31HG were mainly distributed in the cytoplasm of NCI-H2009 and A549 cells, which was consistent with the predicted result of “LncLocator” (http://www.csbio.sjtu.edu.cn/bioinf/lncLocator/) (Figures 8B–D). Subsequently, in order to determine whether lncRNA MIR31HG is involved in the initiation and progression of LUAD, functional interference techniques were used to evaluate the behavioral effects of lncRNA MIR31HG deletion. Figure 8A shows that the transfection was clearly successful in LUAD cell lines. The results of CCK-8 detection suggested that lncRNA MIR31HG interference could significantly inhibit the proliferation activity of NCI-H2009 and A549 cells (Figures 8E, F). Similarly, the colony formation assays revealed that the clone capacity of LUAD cells was remarkably inhibited by the silencing of lncRNA MIR31HG (Figures 8I, J). The data from wound healing and transwell analyses showed that NCI-H2009 and A549 cell lines exhibited significantly attenuated migration and invasion functions after interference with MIR31HG (Figures 8G, H, K, L). These findings demonstrate that lncRNA MIR31HG played a key role in stimulating the progression of LUAD.




Figure 8 | The effect of lncRNA MIR31HG on lung adenocarcinoma LUAD cell viability, migration, and invasion. (A) The efficiency of MIR31HG knockdown (si-MIR31HG-1 and si-MIR31HG-2) was assessed by qRT-PCR. (B) The subcellular localization of MIR31HG was predicted by “LncLocator”. (C, D) The relative lncRNA MIR31HG expression level both in the cytoplasm and the nucleus of the NCI-H2009 and A549 cell lines were simultaneously measured by qRT-PCR. (E, F) The proliferation of NCI-H2009 and A549 cells was detected by CCK-8 assays. (G, H) The invasion of NCI-H2009 and A549 cells was investigated by transwell assays. (I, J) The clone capacity of NCI-H2009 and A549 cells was identified by colony formation assay. (K, L) The migration of NCI-H2009 and A549 cells was determined by wound healing assays. *p < 0.05; **p < 0.01; ***p < 0.001.





miR-193a-3p is sponged by lncRNA MIR31HG

To further explore the specific mechanism of lncRNA MIR31HG as ceRNA in LUAD, we identified the target miR-193a-3p by Mircode database (Figure 7A). In addition, we noticed that the expression level of miR-193a-3p was low in both LUAD tumor tissues and cell lines compared with normal groups, respectively (Figures 9A, B). qRT-PCR was investigated following si-MIR31HG or miR-193a-3p mimic transfection, revealing that silencing of lncRNA MIR31HG significantly promoted the expression of miR-193a-3p relative to “si-ctrl” (Figure 9C), whereas miR-193a-3p over-expression clearly decreased MIR31HG expression (Figure 9D). Figure 9E shows some binding sites between miR-193a-3p and MIR31HG 3′UTR. The luciferase assay clearly verified the potential relationship between lncRNA MIR31HG and miR-193a-3p (Figures 9F, G). The RIP analysis suggested that lncRNA MIR31HG and miR-193a-3p had obvious immunoprecipitation in Ago2 complex in LUAD cell lines NCI-H2009 and A549 (Figures 9H, I). In addition, we further found that there existed a negative correlation between lncRNA MIR31HG and miR-193a-3p (Figure 9J).




Figure 9 | lncRNA MIR31HG acted as ceRNA for miR-193a-3p. (A) miR-193a-3p expression in lung adenocarcinoma (LUAD) specimens compared with normal tissues as detected by qRT-PCR. ***p < 0.001 vs. normal tissue. (B) miR-193a-3p expression in different LUAD cell lines (A549, NCI-H2009, and PC9) relative to bronchial epithelioid cell (HBE) was estimated by qRT-PCR. (C) miR-193a-3p expression following si-MIR31HG transfection was assessed by qRT-PCR. (D) MIR31HG expression following miR-193a-3p overexpression was measured by qRT-PCR. (E) Schematic diagram of the predicted interacting sites. (F, G) The relationship between MIR31HG and miR-193a-3p in NCI-H2009 and A549 cells was performed by dual-luciferase reporter assay. (H, I) The immunoprecipitation of MIR31HG and miR-193a-3p in NCI-H2009 and A549 cells was determined by RNA immunoprecipitation experiment. (J) The relationship between MIR31HG and miR-193a-3p was investigated by Pearson’s analysis. **p < 0.01; ***p < 0.001.





Interference of miR-193a-3p reverses the effect of lncRNA MIR31HG on LUAD cells

To further ascertain whether the effect of lncRNA MIR31HG on LUAD cells is affected by miR-193a-3p, we co-transfected miR-193a-3p inhibitor with si-MIR31HG. Figure 10A shows that the interference effect of miR-193a-3p is successful. The proliferation activity of LUAD cell lines NCI-H2009 and A549 was blocked by si-MIR31HG and rescued by the addition of miR-193a-3p inhibitor (Figures 10B, C). Similarly, colony formation assays established that the clone capacity of LUAD cells was remarkably inhibited by si-MIR31HG but returned by adding miR-193a-3p inhibitor (Figures 10D, E). Moreover, the ability of cell migration and invasion was simultaneously decreased by si-MIR31HG but restored by transfecting miR-193a-3p inhibitor (Figures 10F–J). These findings proved that the MIR31HG interference inhibited the malignant activities of LUAD cells via upregulating miR-193a-3p.




Figure 10 | miR-193a-3p reversed the lncRNA MIR31HG knockdown effects on lung adenocarcinoma cells. (A) The expression of miR-193a-3p was investigated by qRT-PCR. (B, C) The proliferation of NCI-H2009 and A549 cells were detected by CCK-8 assays. (D, E) The clone capacity of NCI-H2009 and A549 cells was identified by colony formation assay. (F-H) The migration of NCI-H2009 and A549 cells was determined by wound healing assays. (I, J) The invasion of NCI-H2009 and A549 cells was investigated by transwell assays. **p < 0.01; ***p < 0.001 vs. ctrl inhibitor, ##p < 0.01; ###p < 0.01 vs. si-MIR31HG+miR-193a-3p inhibitor.





miR-193a-3p targets downstream TNFRSF21

The cuproptosis-related mRNA (TNFRSF21) was identified as the downstream target of miR-193a-3p from miRDB and TargetScan databases (Figure 7C). Firstly, we noticed that TNFRSF21 was clearly upregulated in both LUAD tumor tissues and NCI-H2009 and A549 cells compared with normal groups, respectively (Figures 11A–D). In addition, the level of TNFRSF21 was effectively suppressed by the over-expression of miR-193a-3p (Figures 11E, F). Figure 11G shows some binding sites between miR-193a-3p and TNFRSF21 using the online tool TargetScan. The luciferase assay clearly verified the potential interacting sites between miR-193a-3p and TNFRSF21 (Figures 11H, I). We further found a negative correlation between miR-193a-3p and TNFRSF21 (Figure 11J).




Figure 11 | TNFRSF21 was a downstream target of miR-193a-3 and lncRNA MIR31HG sponged miR-193a-3p to upregulate TNFRSF21. (A) TNFRSF21 expression in lung adenocarcinoma (LUAD) specimens compared with normal tissues as detected by qRT-PCR. ***p < 0.001 vs. normal tissue. (B) TNFRSF21 expression in 6 LUAD patients relative to normal tissues as detected by western blot. (C, D) TNFRSF21 expression in different LUAD cell lines (A549, NCI-H2009, and PC9) relative to bronchial epithelioid cell (HBE) was estimated by qRT-PCR or western blot. ***p < 0.001 vs. HBE. (E, F) TNFRSF21 expression following miR-193a-3p overexpression was assessed by qRT-PCR or western blot. **p < 0.01; ***p < 0.001 vs. ctrl mimics. (G) Schematic diagram of the predicted interacting sites. (H, I) The relationship between TNFRSF21 and miR-193a-3p in NCI-H2009 and A549 cells was performed by dual-luciferase reporter assay. **p < 0.01 vs. ctrl mimics. (J) Relationship between TNFRSF21 and miR-193a-3p investigated by Pearson’s analysis. (K, L) TNFRSF21 expression following si-MIR31HG or si-MIR31HG + miR-193a-3p inhibitor was assessed by qRT-PCR or western blot. ***p < 0.001 vs. ctrl inhibitor; ##p < 0.01 vs. si-MIR31HG + miR-193a-3p inhibitor. (M) Schematic diagram of the mechanism of lncRNA MIR31HG/miR-193a-3/TNFRSF21 regulatory axis.





lncRNA MIR31HG sponges miR-193a-3p to upregulate TNFRSF21

Thereafter, we investigated whether lncRNA MIR31HG could sponge miR-193a-3p to upregulate TNFRSF21. The result of qRT-PCR identified that lncRNA MIR31HG inhibitor significantly inhibited the expression of TNFRSF21, but these alterations were reversed by miR-193a-3p inhibitor (Figure 11K), which was consistent with the outcome of the Western blot (Figure 11L). Figure 11M shows the schematic diagram of the mechanism of the lncRNA MIR31HG/miR-193a-3/TNFRSF21 regulatory axis.




Discussion

Cuproptosis, as a new type of death, is receiving more and more attention. Our study systematically identified cuproptosis-related lncRNAs based on the involvement of lncRNAs and cuproptosis-related mRNAs in LUAD. After that, a unique risk model with various features was constructed to predict the prognosis of LUAD patients. Firstly, 39 differentially expressed cuproptosis-related genes were identified as “DEGs” from all cuproptosis-related genes by comparing LUAD and normal tissues. Both GO and KEGG databases indicated that these “DEGs” were enriched in the pathways of neurodegenerative diseases. In the nervous system, copper is involved in myelination, excitotoxic cell death, synaptic activity, and neurotrophic factor-induced signaling cascades (19). Aberrant copper homeostasis could lead to multiple pathological sequelae, including cancer, inflammation, and neurodegeneration. Correcting disturbed copper homeostasis is a promising therapeutic strategy for neurodegenerative diseases (20). Secondly, a risk model consisting of 7 lncRNAs was built to form two risk groups of LUAD patients. Thirdly, the risk score was proved to be an independent prognostic factor with a high degree of sensitivity and specificity compared with other clinical factors. Moreover, the analysis of the infiltration of immune cells and the risk model highlighted the immunomodulatory effects of cuproptosis-related lncRNAs in these two risk groups. Finally, we predicted and verified the network of lncRNA MIR31HG/miR-193a-3p/TNFRSF21, which may play a potential role in the progression of LUAD.

Multiple studies have confirmed that lncRNAs played important roles in different aspects of LUAD development—for example, Deng et al. reported that the lncRNA LINC00472 inhibits the migration and invasion of LUAD by regulating YBX1 (21). Qu et al. discovered that PD-L1 lncRNA splice isoform stimulated the progression of LUAD via the c-Myc axis (22). However, studies on cuproptosis-related lncRNAs in LUAD, especially their potential ability to predict prognosis in these LUAD patients, are fairly inadequate. Therefore, our work established a predictive model on the basis of 7 cuproptosis-related lncRNAs, including AL031667.3, ELN-AS1, LINC00578, AL022323.1, AL606489.1, AC008764.2, and MIR31HG. This means that, among these lncRNAs, some lncRNAs have been reported to be involved in the pathogenesis of several tumor diseases—for instance, Zheng et al. manifested that lncRNA AL031667.3 played a risk biomarker role in the prognosis of lung adenocarcinoma (23). Wang et al. detected that lncRNA ELN-AS1 was identified as a protective factor of endometrial cancer patients (24). Moreover, lncRNA LINC00578 could inhibit the tumor proliferation of pancreatic cancer (25) and lung adenocarcinoma (26). In addition, lncRNA AL022323.1 was identified as a protective factor of colorectal cancer with low aggression (27). Guo et al. revealed that lncRNA AL606489.1 was referred to as a prognostic marker and dangerous effector in lung adenocarcinoma (28). lncRNA MIR31HG has been reported to promote glioblastoma progression by regulating Wnt/β-catenin signaling (29). These reports likewise supported our conclusion that lncRNAs AL031667.3, AL606489.1, and MIR31HG were the dangerous factors of LUAD, while ELN-AS1, LINC00578, and AL022323.1, as protective factors, played an important role in prolonging LUAD patients’ survival time, which were consistent with what we found in this research.

Immunity therapy is closely related to the prognosis of cancer patients, and its positive response usually depends on the dynamic regulation between tumor cells and immune modulators in the tumor microenvironment (TME) (30). Therefore, effective exploration of the immunological characteristics of the TME will be conducive to a rapid discovery of a variety of new immunity therapy strategies and identification of more potential clinical prognostic biomarkers (31, 32). From the results of our study, immune-correlated infiltrating cells and immune-interrelated pathways were found to be mostly concentrated in the low-risk group, indicating that immune-suppressive therapy might be more effective in the low-risk group of LUAD patients.

A huge number of studies have proved that lncRNAs could sponge microRNA (miRNA) loci and regard as competing endogenous RNAs (ceRNAs), thus effecting and adjusting the biological activities of downstream mRNAs (33, 34). The lncRNA-correlated ceRNAs have been recently elucidated to play an irreplaceable role in the development of various cancers—for example, lncRNA-CDC6 promoted breast cancer progression by regulating the axis of microRNA-215/CDC6 (35). lncRNA HOXD-AS1 may, as a ceRNA, stimulate liver cancer metastasis (36). lncRNA MT1JP functioned as a ceRNA to regulate miR-92a-3p/FBXW7 in gastric cancer (37). These results discovered that the axis had been extensively explored and reported in many diseases. Therefore, the novel network of lncRNA MIR31HG/miR-193a-3p/TNFRSF21 in LUAD was constructed by using biological tools.

In non-small cell lung cancer, lncRNA MIR31HG could sponge miR-241 to upregulate SP1, thus stimulating tumor progression (38). Upregulation of lncRNA MIR31HG acted as an oncogene by stimulating the Wnt/β-catenin axis in lung cancer (39). In this work, we illustrated that lncRNA MIR31HG and TNFRSF21 were over-expressed, while miR-193a-3p was downregulated in human LUAD tumor tissues and cells. Moreover, functional experiments were executed using si-MIR31HG transfection, revealing that the proliferation, migration, and invasion of LUAD cells were inhibited following the interference of MIR31HG, which were consistent with previous reports on lncRNA MIR31HG. In addition, Liu et al. detected that miR-193a-3p expression was decreased and could act as a tumor suppressor in lung cancer (40). This report supported our experimental results on the low expression of miR-193a-3p in LUAD. In our study, we predicted that lncRNA MIR31HG might interact with miR-193a-3p according to Mircode database. The RIP analysis suggested that lncRNA MIR31HG could directly integrate with miR-193a-3p in the level of Ago2 complex, and we also found a negative correlation between lncRNA MIR31HG and miR-193a-3p in LUAD. Moreover, the knockdown of miR-193a-3p could partly weaken the effect of lncRNA MIR31HG interference on LUAD cells. These findings not only further defined the tumor suppressor properties of miR-193a-3p but also identified that miR-193a-3p was involved in the development of LUAD through the ceRNA regulatory pattern. Based on this result, we then explored miR-193a-3p′ downstream mRNA target. Finally, the cuproptosis-related mRNA (TNFRSF21) was identified as the downstream target of miR-193a-3p from miRDB and TargetScan databases. Our work found that TNFRSF21 showed a high expression level in NCI-H2009 and A549 cells compared with the normal group, which was supported by RT-qPCR and western blot. More interestingly, the regulation between lncRNA MIR31HG and TNFRSF21 was mediated by miR-193a-3p. In short, we concluded that lncRNA MIR31HG upregulated TNFRSF21 through sponging miR-193a-3p, which might be the indispensable mechanism of lncRNA MIR31HG-regulated LUAD progression.

Unfortunately, there are still many defects in our current research that need further improvement. First of all, the risk model in this study was mainly established from the TCGA LUAD cohort, so it is best to use the GEO cohort to further verify the accuracy of the LUAD patients’ prognosis. Secondly, there is a lack of analysis of the relationship between cuproptosis and lipid metabolism TCA. Moreover, we preliminarily predicted and verified that the network of lncRNA MIR31HG/miR-193a-3p/TNFRSF21 might play a potential role in LUAD in vitro, but more in vivo tests are still needed for deep verification, which is also the focus of our future work.



Conclusion

To summarize, we successfully identified 7 cuproptosis-related lncRNAs—AL031667.3, ELN-AS1, LINC00578, AL022323.1, AL606489.1, AC008764.2, and MIR31HG. On the basis of these lncRNAs, a valid predictive model was established for LUAD patients’ clinical prognosis, which proved to be an effective independent factor compared with other clinical features. The correlation between cuproptosis-related lncRNAs and immune infiltration was elucidated based on the overall risk score of groups, which would lay a foundation to improve anti-tumor immunity and develop a new treatment system for LUAD. Interestingly, our research also predicted and verified the network of lncRNA MIR31HG/miR-193a-3p/TNFRSF21. We revealed the oncogenic function of lncRNA MIR31HG in the malignant progression of LUAD and remarkably identified its potential mechanism by regulating the miR-193a-3p/TNFRSF21 axis, which might be beneficial to further elucidate the pathogenesis of LUAD and provide new ideas for clinical treatment.
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According to statistics, lung cancer kills 1.8 million people each year and is the main cause of cancer mortality worldwide. Non-small cell lung cancer (NSCLC) accounts for over 85% of all lung cancers. Lung cancer has a strong genetic predisposition, demonstrating that the susceptibility and survival of lung cancer are related to specific genes. Genome-wide association studies (GWASs) and next-generation sequencing have been used to discover genes related to NSCLC. However, many studies ignored the intricate interaction information between gene pairs. In the paper, we proposed a novel deep learning method named Deep-LC for predicting NSCLC-related genes. First, we built a gene interaction network and used graph convolutional networks (GCNs) to extract features of genes and interactions between gene pairs. Then a simple convolutional neural network (CNN) module is used as the decoder to decide whether the gene is related to the disease. Deep-LC is an end-to-end method, and from the evaluation results, we can conclude that Deep-LC performs well in mining potential NSCLC-related genes and performs better than existing state-of-the-art methods.
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Introduction

Statistics show that lung cancer causes 1.8 million deaths each year and remains the leading cause of cancer deaths all over the world (1). Small cell lung cancer (SCLC) and non-SCLC (NSCLC) are two main types. NSCLC accounts for almost 85% of all types of lung cancer (2). Lung cancer has a strong genetic predisposition, and the specific genes are responsible for enhanced risk (3), in addition to being affected by external incentives such as smoking, secondhand or passive smoking, alcohol, and air pollution (4).

Genome-wide association studies (GWASs) have been widely used to identify which genes are related to lung cancer. Hung et al. (5) first utilized GWAS to examine single-nucleotide polymorphisms (SNPs) and discovered a locus in chromosome region 15q25 that was substantially linked to lung cancer. Six genes are found, including three subunits of the nicotinic acetylcholine receptor (CHRNA5, CHRNA3, and CHRNB4). Hu et al. (6) did GWAS on 5,408 subjects and demonstrated that the 5p15 locus is specific to lung cancer. In addition, they found that an independent locus, 22q12.2, may be linked to the susceptibility to lung cancer. Genes are associated not only with the susceptibility to lung cancer but also with lung cancer survival. The 9p21.3 locus was demonstrated to be linked to susceptibility (7) and survival (8).

In addition to GWAS, some studies discovered new variants through next-generation sequencing (NGS), like whole-exome sequencing (WES) and whole-genome sequencing (WGS). Xiong et al. (9) found an uncommon mutation in PARK2 that causes the tumor suppressor gene to lose function in a five-generation family with lung cancer. Exome sequencing of sporadic and familial lung cancer patients also revealed infrequent detrimental mutations in GWAS-nominated sites in DBH and CDC147 genes (10).In a family with a high prevalence of lung adenocarcinoma, it was found that a functional missense mutation in the oncogene YAP1 was linked to the likelihood of getting the illness through WGS (11).

With a more comprehensive understanding of genes, more and more studies take gene interaction information into account. Maurano et al. (12) demonstrated that the regulation relationship between genes plays a vital role in the disease research field. Although GWAS, WES, and WGS demonstrated the effectiveness of mining disease-related genes in previous studies, this method ignores a large amount of complex information about interactions between gene pairs. Interaction networks have proven effective in the field of biological information, like identifying disease-related molecules (13) and predicting protein–metabolite interactions (14). Graph convolutional network (GCN) (15) is one type of neural network architecture to learn nodes and edges of graphs. It has been proved that GCN enhances algorithms of abilities to mine information and make decisions in the bioinformatics field. For example, Deep-DRM was proposed to identify disease-related metabolites (16). In Deep-DRM, GCN was applied as an encoder to integrate features of metabolites and disease. In DeepLGP, GCN was applied to convolve a gene interaction network for encoding the features of genes and lncRNAs (17). Cheng et al. (18) proposed a deep learning method to predict cell type-specific genes of lung cancer based on SC2disease (19) and other databases. This task only inferred cell type-specific genes of lung cancer in 8 cell types, instead of directly demonstrating whether the gene is related to lung cancer.

Interaction relationships of genes can be translated into a graph network. We treated the task of identifying NSCLC-related genes as a binary classification and proposed a novel deep learning method named DEEP-LC to solve it. GCN was applied to learn and extract relevant features from gene interaction networks, and CNN was the classification module to identify target genes.



Method

The method called Deep-LC that we proposed includes two parts. The structure is shown in Figure 1. First, we constructed a graph network by gene interaction information related to lung cancer and used a GCN to extract features of interaction information between genes. Then, we constructed a small convolutional neural network (CNN) to identify potential lung cancer-related genes.




Figure 1 | The structure of Deep-LC.




Construction of the Graph Network of Genes

The graph network of genes represents the genes interaction network. The graph network contains nodes and edges. In the study, the genes that we selected are the nodes, and interaction information between gene pairs is the edges. Interactions information was obtained from the public database. It should be noted that outliers that had no interaction with other genes were removed.



Extracting Features by Graph Convolutional Network

Since the interactions between genes were expressed by the gene network, we use a GCN to extract features from the gene network. The graph network we built can be expressed as G = (V,E,W). V represents the nodes of the network, E represents the edges, and W represents the weighted matrix encoding the connection weight between vertices.

The Laplacian matrix is defined as



where D means the degree matrix of the network and A is the adjacency matrix.

Since the features of genes should contain not only connections between nodes but also the information itself, we can get



where I is the identity matrix.

Then the inverse degree matrix D’ can be obtained.



Last, we can get the features, as follows:



where X is the features map of each node and σ is the activation function. In the study, we use rectified linear unit (ReLU) function as the activation function. The expression is as follows:





Identifying Non-Small Cell Lung Cancer-Related Genes by Convolutional Neural Network

CNN excels at computer vision and is gaining traction in the field of bioinformatics. In comparison to a pure deep neural network, CNN performs better due to the following characteristics: 1) by utilizing the sparsity of connections and parameter sharing, the convolutional layer has fewer parameters. In other words, under the same amount of parameters, CNN is superior at mining and learning characteristics from nodes. 2) The convolutional layer gathers data from both global and local features. Because the features of disease-related genes focused on some specific areas, global features are redundant when it comes to identifying disease-related genes. As a result, studying local features can assist us in extracting crucial information from features. Therefore, CNN is applied as the supervised model to decide which genes are associated with NSCLC in the study.

The structure of the CNN is shown in Table 1. Our CNN module has four convolutional layers and a full-connected layer. We still used ReLU as the activation function the same as the GCN. Between layers, we added batch normalization (20) to avoid gradient disappearance and gradient explosion and avoid over-fitting. Both the above layers strengthen the ability of the features fusion learning and decision making.


Table 1 | The structure of CNN.



It should be noted that the activation function we used after the full-connected layer is softmax function. Because our task is the binary classification task, we used binary cross-entropy as the loss function, as follows:



where yi means the true value and pi means the predicted value.

For training details, we used dropout to avoid over-fitting, and we set the rate at 0.5. We used Adam with default parameters as the optimization algorithm. We trained our method 50 epochs. The initial learning rate is 0.01 and reduced to 1/10 after 40 epochs.




Result


Datasets

In the paper, we selected genes that are related to NSCLC disease from DisGeNET (21), which is a platform that integrates information on gene–disease associations. NSCLC includes stage I, II, III, IIIA, and IIIB types; they are 115, 11, 16, 12, and 11 disease-related genes for the different types of NSCLC, respectively. After integrating the same genes with different types of NSCLC, we obtained 142 NSCLC-related genes. We obtained gene expression of different tissues from BioGPS (22). After deleting genes that lacked information on the probe set, we obtained 142 positive samples finally. Considering data balance, we randomly selected 142 genes that were reported as not being related to NSCLC as the negative samples. Then we obtained interactions between genes from the HumanNet database (23). In the gene interaction network, the nodes are genes that we selected, and the edges are interactions between gene pairs. In the paper, we used log likelihood score (LLS) as the weight of the edges because these scores can represent the interactions between genes.



Experiment Setup

Cross validation was used to demonstrate the performance of the algorithm in the study. The fold number was set to 10. Specifically, the dataset including the test set and the train set was divided into 10 subsets. One subset was randomly selected as the test set, and the remaining subsets were selected as the train set. In other words, every experiment was repeated 10 times totally in the paper.

The task of identifying lung cancer-related genes can be treated as a binary classification problem. The precision–recall curve is plotted based on different precision and recall, and the receiver operating characteristic curve (ROC curve) is based on different recall and false-positive rates (FPRs). Precision, recall, and FPR can be calculated as follows:







where TP is a true positive, FP is a false positive, FN is a false negative, and TN is a true negative. We used the area under the precision–recall curve (AUPR) and the area under the ROC curve (AUC) as evaluating indicators. AUPR and AUC can help us demonstrate the effectiveness of the classification algorithm.



Performance

Stacking N-level GCN layers can convolve information from its N-order neighbors. Stacking too many GCN layers may lead to the vanishing gradient problem (24). Too little layers may cause feature learning insufficiency. So we evaluated the influence of different numbers of GCN layers on Deep-LC. The results are shown in Table 2. Deep-LC with three GCN layers has the best performance.


Table 2 | The performance of Deep-LC with different of GCN layers.



If the number of layers is more than three, both AUC and AUPR scores decrease. This result might be related to the gradient vanishing problem to some extent. We can conclude that the performance of the Deep-LC method is enhanced by stacking layers. This operation can strengthen the capability of feature fusion and be helpful for feature mining.



Comparison Experiments

We compared Deep-LC with the other four methods, including GCN, CNN, random forest (RF), and K-nearest neighbor (KNN). Table 3 shows the specific results, and Figure 2 depicts the outcomes.


Table 3 | The AUC and AUPR scores of Deep-LC and other four methods.






Figure 2 | The comparison results of Deep-LC and other four methods.



According to the results of the trial, Deep-LC outperforms all other approaches in terms of AUC and AUPR scores of 0.8017 and 0.7893. As compared to GCN, CNN, RF, and KNN, Deep-LC’s AUC scores increase by 9.18%, 12.56%, 15.09%, and 30.63%, respectively, and AUPR scores rise by 12.31%, 15.13%, 15.49%, and 32.38%, respectively. KNN had the lowest results, with AUC and AUPR of 0.6137 and 0.5962, respectively. In conclusion, the results reveal that Deep-LC outperforms various state-of-the-art approaches in terms of identifying NSCLC-related genes. The performance of using GCN and CNN is better than using one alone.




Case Study

To further demonstrate the effectiveness of Deep-LC, we did case studies. We aimed to identify some genes that may be related to NSCLC disease and not a positive sample that we selected. At last, we found several genes and relevant papers to support them. Table 4 lists the genes.


Table 4 | The details of genes that we mined by Deep-LC method.





Conclusion

Lung cancer is the main cause of cancer mortality worldwide. NSCLC accounts for over 85% of all lung cancers. GWAS and NGS have been used to discover genes related to NSCLC. However, many studies ignored the intricate interaction information between gene pairs. In the paper, we proposed a novel deep learning method named Deep-LC for identifying NSCLC-related genes. We treated the task as a binary classification problem and integrated information to build a gene interaction network. GCNs were applied as an encoder to extract features of gene interactions network, and a simple CNN module was applied as the decoder to decide whether the gene is related to the disease. Deep-LC is an end-to-end method, and from the evaluation results, we can conclude that Deep-LC performs better than existing state-of-the-art methods.
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Lung adenocarcinoma (LUAD) usually contains heterogeneous histological subtypes, among which the micropapillary (MIP) subtype was associated with poor prognosis while the lepidic (LEP) subtype possessed the most favorable outcome. However, the genomic features of the MIP subtype responsible for its malignant behaviors are substantially unknown. In this study, eight FFPE samples from LUAD patients were micro-dissected to isolate MIP and LEP components, then sequenced by whole-exome sequencing. More comprehensive analyses involving our samples and public validation cohorts on the two subtypes were performed to better decipher the key biological and evolutionary mechanisms. As expected, the LEP and MIP subtypes exhibited the largest disease-free survival (DFS) differences in our patients. EGFR was found with the highest mutation frequency. Additionally, shared mutations were observed between paired LEP and MIP components from single patients, and recurrent mutations were verified in the Lung-Broad, Lung-OncoSG, and TCGA-LUAD cohorts. Distinct biological processes or pathways were involved in the evolution of the two components. Besides, analyses of copy number variation (CNV) and intratumor heterogeneity (ITH) further discovered the possible immunosurveillance escape, the discrepancy between mutation and CNV level, ITH, and the pervasive DNA damage response and WNT pathway gene alternations in the MIP component. Phylogenetic analysis of five pairs of LEP and MIP components further confirmed the presence of ancestral EGFR mutations. Through comprehensive analyses combining our samples and public cohorts, PTP4A3, NAPRT, and RECQL4 were identified to be co-amplified. Multi-omics data also demonstrated the immunosuppression prevalence in the MIP component. Our results uncovered the evolutionary pattern of the concomitant LEP and MIP components from the same patient that they were derived from the same initiation cells and the pathway-specific mutations acquired after EGFR clonal mutation could shape the subtype-specificity. We also confirmed the immunosuppression prevalence in the MIP subtype by multi-omics data analyses, which may have resulted in its unfavorable prognosis.
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Introduction

Lung adenocarcinoma (LUAD) is the most common histological type of non-small-cell lung cancer (NSCLC) (1). Most cases of adenocarcinoma are composed of heterogeneous histological subtypes rather than a single one. In the year of 2015, the World Health Organization (WHO) proposed a novel definition of five LUAD subtypes to address the histologic heterogeneity, including the lepidic (LEP), acinar (ACI), papillary (PAP), micropapillary (MIP), and solid (SOL) pattern types. Patients presenting with MIP are prone to lymphovascular invasion and pleural invasion, as well as lymph node or intrapulmonary metastasis after surgical resection (2). Meanwhile, previous studies indicated that patients with a LEP growth pattern exhibited less aggressive behavior and had the most favorable outcomes among the predefined subtypes (3).

Aiming for the elucidation of the mechanisms beyond tumorigenesis and malignance discrepancy, several studies were conducted to evaluate the molecular and genetic features of LUAD subtypes, especially on MIP and LEP. As for the MIP subtype, a recent study observed the disruption of the catenin–cadherin complex (4), which possibly contributed to its poor intercellular adherence. At the genetic level, MIP/SOL tumors have a significantly higher tumor mutation burden (TMB) and fraction of the genome altered than other LUAD subtypes. Key oncogenes BRAF and EGFR were found with higher mutation frequency in LUAD with MIP in multiregional and multiracial cohorts (5). The gene and protein levels of c-MET were also found to be elevated in MIP and patients with a poor prognosis (5, 6). Although dysregulated oncogenes associated with poorer prognoses of MIP-predominant LUAD were identified, there remain key mechanisms that are uncharacterized. For example, the genetic association between subtypes and the evolutional trajectory of the relatively malignant MIP subtype was scarcely discussed.

Noticing the recent emergence of lung cancer immunotherapy, studies assessing the efficacy of immune-related therapies on MIP-predominant LUAD have emerged. Considering the abundance of programmed death-ligand 1 (PD-L1) and programmed cell death protein 1 (PD-1) as well as the tumor immunological microenvironment crucially influence the immunotherapy effectiveness, Francois et al. found the significant differences in PD-L1 expression levels between LUAD histological patterns (7), while Zhang et al. detected higher CD4+ and CD8+ T-cell infiltration as well as increased PD-L1 abundance in samples with a higher percentage of MIP components through the immunohistochemistry staining (8). Regarding the fact that both the studies focused on restricted components of the tumor microenvironment (TME), a more comprehensive analysis of the variation of TME in specific LUAD subtypes could fill the gap in optimal treatment determination, especially for MIP patients.

To address the abovementioned limitations, we retrospectively reviewed 286 patients with different histological subtype-predominance and compared their survival differences. Patients simultaneously possessing MIP and LEP components were further selected for whole-exome sequencing (WES) on both LEP and MIP components, and the genetic differences responsible for variated prognosis and the subtype-level genetic association was investigated. Multi-cohort analyses further discovered the genes specifically altered in MIP or LEP as well as the extent of immune infiltration. Our results expanded the evolution of cognition between the LUAD subtypes and offered therapeutic suggestions for MIP patients.



Materials and methods


Patient selection and histopathologic subtyping

We retrospectively reviewed patients diagnosed with LUAD at the Tianjin Cancer Hospital from 2011 to 2014. Among patients who underwent tumor resection, those with an MIP component exceeding 5% of the area size were primarily selected. Patients receiving pre-surgery anticancer treatment, with stage IV disease or other malignancies were excluded. A total of 286 patients passed the selection criteria, and the resected tumors were restaged according to the eighth edition of the American Joint Committee on Cancer TNM staging system for lung cancer. For the LUAD histological subtyping, the formalin-fixed paraffin-embedded (FFPE) samples were first stained with hematoxylin and eosin (H&E) and reviewed by two pathologists. The percentage of each histological component was further calculated in 5% increments and the most dominant pattern was recorded. This study was approved by our institutional review board. Written informed consent was obtained from all patients.



Sample laser-capture micro-dissection and high-throughput sequencing data generation

Eight FFPE samples from LUAD patients who underwent surgery at the Tianjin Cancer Hospital between 2018 and 2020 were micro-dissected to isolate MIP and LEP components using a NIKON ECLIPSE TI2, Japan microscope. More specifically, 20 FFPE slides were cut into 10 um thick sections, baked for 1 h at 60 °C, stained with H&E, and immersed in xylene. The MIP and LEP areas were circumscribed electronically under the microscope and collected in a centrifugation tube with an adhesive-cap after ablating with a cold laser. Later, genomic DNA of the five pairs of MIP and LEP components plus one MIP component passing initial quality control was extracted by a Maxwell 16 FFPE Plus LEV DNA purification kit and fragmented by an ultra-sonicator UCD-200 (Diagenode, Seraing, Belgium) with length-based selection through Hieff NGS DNA selection beads. DNA quantity was assessed by a Qubit 2.0 Fluorometer with a Quanti-IT dsDNA HS Assay Kit (Thermo Fisher Scientific, MA, USA). The sequencing libraries were further constructed by a custom 53 M whole-exon capturing probe (IDT, IA, USA). The Geneplus-2000 sequencing platform (Geneplus, Beijing, China) further sequenced the libraries in a 100 bp paired-end manner.



Mutation calling, somatic copy number alteration detection and mutational signature analysis

Raw sequencing data were primarily filtered on the total read volume, GC content, Q30 percentage, and duplication rate. Later read alignment to the human genome (hg19) was performed by BWA (9) (version 0.7.10). After sample coverage filtration, MuTect (10) (version 1.1.4) from the GATK (version 4.0) pipeline identified single nucleotide variants (SNVs), small insertions and deletions (InDels), while segment-level somatic copy number alternations (SCNAs) were detected by GATK. Several rounds of filtration on SNVs were conducted, including (1) retaining variants with low frequency (≤0.01) in a population from the 1,000 Genomes Project (https://www.internationalgenome.org/), the Genome Aggregation Database (gnomAD) (https://gnomad.broadinstitute.org), and the Exome Aggregation Consortium (ExAC); (2) keeping mutations with a number of supporting reads greater than 3; (3) keeping mutations with non-zero variant allele frequency (VAF) (≥0.01); and (4) only functional alternations were preserved. Cancer-associated genes and cancer driver genes were collected from the Cancer Gene Census in the COSMIC database (https://cancer.sanger.ac.uk/census) and two pan-cancer publications (11, 12) for further comparisons. As for SCNAs, an in-house script (13) employed statistical significance between tumor and normal tissues for focal level SCNA inference. Additionally, the mutational spectrum and absolute contribution of COSMIC v3 SBS (single base substitution) mutational signatures were derived by MutationalPatterns (14) on unfiltered somatic mutations, while Sigminer (15) quantified the absolute exposures of COSMIC v3 DBS (double base substitution) and ID (InDel) signatures.



Intratumor heterogeneity measurement and SNV/SCNA clonal architecture inference

We measured the intratumor heterogeneity (ITH) of samples on both SNV and SCNA. For filtered SNVs, the mutant-allele tumor heterogeneity (MATH) score (16) was calculated using VAF values. The ABSOLUTE (17) tool further estimated the cancer ploidy, tumor purity, rescaled copy ratio, and cancer cell fraction (CCF) by combining SNV and SCNA data. The clonal architectures of SNVs were derived from the higher clonal mutation probability and the CCF upper 95% confidence interval greater than 1. For SCNAs, copy-neutral LOH (CNLOH) segments were initially discarded, and clonal architectures were further annotated using allelic subclonal information from ABSOLUTE outputs. Additionally, by using an in-house script, we constructed the phylogenetic trees by identifying shared and private mutations or focal SCNAs in concomitant MIP and LEP components from one patient. Clonal mutations existing in both components constituted the trunk of the phylogenetic tree, while private mutations constituted the tree branches. Focal SCNA information was also considered in the tree construction procedure, i.e., marking the shared focal SCNA between MIP and LEP.



Pathway annotation and Gene Oncology analysis

For the integrative analysis of SNVs and SCNAs, DNA damage repair (DDR) related genes were collected from a previous publication (18). The populational structures of mutations were identified on filtered SNVs and annotated SCNAs by PyClone-VI (19). These clone clusters were visualized by ClonEvol (20). The Enrichr (21) tool was used for pathway enrichment and Gene Oncology (GO) analysis. Enriched GO Biological Processes and Reactome (22) pathway entries were reported with P-values.



Public data curation for comparisons

For multi-omics data comparison, SNV, SCNA, transcriptomic, and proteomic data were retrieved from multiple LUAD datasets. More specifically, SNV and SCNA data from four datasets (Lung-Broad (23), Lung-MSKCC, Lung-OncoSG (24), and TCGA-LUAD) were downloaded from the cBioPortal for Cancer Genomics database (25) or the UCSC Xena database (26) and only non-synonymous mutations were retained. Survival information is also downloaded if available. Additionally, transcriptomic data from the Lung-OncoSG, TCGA-LUAD, and one GEO dataset GSE148801 (27) containing good-prognosis (e.g., LEP, ACI, and PAP histological subtypes) and poor-prognosis (e.g., MIP and SOL) samples were collected while proteomics data from the TCGA-LUAD were similarly curated. Only data from LEP and MIP subtypes were used for further comparisons.



Immune infiltration analysis by measuring the activity of cancer immunity cycle

Immune infiltration analysis was conducted on curated transcriptomic samples for comparison between LEP and MIP components. Regarding the recognition, response, and killing of cancer cells by the immune system in a step-wise manner, i.e., the cancer immunity cycle (28), we applied the single sample Gene Set Enrichment Analysis (ssGSEA) method from the GSVA R package (http://bioconductor.org/packages/release/bioc/html/GSVA.html) to assess the activities of these steps in the cycle. More specifically, gene signature sets for steps of the cancer immunity cycle were first downloaded from the TIP database (http://biocc.hrbmu.edu.cn/TIP/). Later, the gsva function in the GSVA R package was applied in the step activity quantification procedure.



Statistical methods

A two-sided Mann–Whitney test was used for evaluating group-level differences between LEP and MIP components. As for multiple comparisons, P-values were adjusted by the Benjamini–Hochberg method. When the comparisons were conducted on categorical data, Fisher’s exact test was used. As for the protein expression data, a one-sided Student’s t-test was used for comparison. For all tests, a P-value (adjusted P-value) <0.05 was considered statistically significant. The Kaplan–Meier (K-M) survival curves were generated by the survminer package (https://rpkgs.datanovia.com/survminer/) and the P-values were calculated using the log-rank test.




Results


Clinicopathologic characteristics of selected patients

Among the 286 patients, 51 (17.8%) were LEP-predominant, 178 (62.2%) were ACI-predominant, 16 (5.6%) were PAP-predominant, 29 (10.1%) were MIP-predominant, and 12 (4.2%) were SOL-predominant adenocarcinoma. The clinicopathologic characteristics of all patients are summarized in Supplementary Table 1. As shown in Supplementary Table 2 and Supplementary Figure 1, patients with the MIP-predominant subtype exhibited a significantly worse DFS than those with other adenocarcinoma subtypes (P <0.05, Supplementary Figure 1A), and LEP and MIP subtypes exhibited the largest DFS difference, while SOL-predominant patients showed significantly worse OS (P <0.05, Supplementary Figure 1B).



Mutational landscape exhibits the involvement of distinct biological processes in LEP and MIP lesions

Among eight micro-dissected samples, six cases passed quality control, but the quantity of LEP component in one case was inadequate. Six MIP and five LEP components were finally sequenced (Supplementary Table 3 and Figure 1A). A total of 2,035 and 2,757 SNVs and InDels were identified, while 684/791 and 257/284 mutations were retained after quality and cancer-related gene filtration (Supplementary Figure 2Aand Supplementary Table 4). Genes with the highest mutation frequency after quality filtering are shown in Figure 1B. EGFR was identified to be the most frequently mutated drive gene, in line with the finding that LEP and MIP components possess significantly higher EGFR mutation frequencies (29). Besides, several cancer-associated genes including TP53, TRIO, CEBPA, PCLO, and PDE4DIP were concomitantly mutated (Figure 1B), denoting p53, WNT-beta-catenin signaling, PI3K/AKT/mTOR signaling, and DNA repair pathways were affected. Interestingly, shared mutations were observed between paired LEP and MIP components from single patients (Figure 1B), raising the presumption that the paired LEP and MIP components could be homogeneous. We also compared the mutation frequency of these genes with public cohorts, including Lung-Broad, Lung-OncoSG, and TCGA-LUAD. Several cancer-associated genes, including EGFR, TP53, TRIO, PCLO, and PDE4DIP, were found recurrently mutated (Supplementary Figure 2B).




Figure 1 | The H&E stained slides and the mutational landscape of MIP and LEP subtypes. (A) Scanner view (magnification ×20) of the H&E-stained MIP (M) and LEP (L) subtypes from six patients. (B) Genes with top mutation frequency in samples. Cancer-associated genes were marked with red circles. (C) Quantifications of the SBS signatures in two histological subtypes. (D) Quantifications on the InDel and DBS signatures in subtypes. (E) Pathways enriched in mutated tumor suppressor genes (TSGs) for LEP and MIP subtypes.



Mutation signature analysis was conducted on unfiltered mutations separately for LEP and MIP components. The point substitution spectrum plot displayed an insignificant difference between the two histological subtypes (Supplementary Figure 2C). Similarly, the SBS, InDel, and DBS signatures mapped to the COSMIC database (accessed in March 2021) were similar between the two subtypes (Figures 1C, D), indicating the histological differences between LEP and MIP components could be caused by alternations in specific key genes.

Of particular interest, mutated tumor suppressor genes (TSGs) were enriched in distinct pathways in the LEP and MIP subtypes (Figure 1E). TSGs from LEP components were enriched in DNA repair and TP53-related pathways, while mutated TSGs in MIP components were found to be enriched in pathways associated with beta-catenin destruction complex, AXIN mutation and WNT signaling, which followed report (4). When concerning the enriched pathways for mutated oncogenes, seven of the 10 top-enriched Reactome pathways from the two groups were identical, which were mainly associated with EGFR and PI3K signaling (Supplementary Figure 2D). By inspecting the mutated TSG pathway enrichment pattern in Lung-Broad (Supplementary Figures 3A, B), Lung-OncoSG (Supplementary Figures 3C, D), and TCGA-LUAD (Supplementary Figures 3E, F) cohorts, similar entries were identified in both LEP and MIP samples, while NOTCH1-related pathways were additionally found in TCGA-LUAD MIP samples, which was unsurprising since the cross-talk between NOTCH and WNT pathways was previously unveiled (30). As for the oncogenes mutated in three public cohorts, shared terms were found between LEP and MIP components in Lung-Broad (Supplementary Figures 4A, B), Lung-OncoSG (Supplementary Figures 4C, D), and TCGA-LUAD (Supplementary Figures 4E, F) cohorts but with lower overlapping proportion, which endorsed the possible existence of a common mutational ancestor in the paired components.



Copy number alternation and clonality analysis uncovered distinct ITH characteristics in LEP and MIP subtypes

Through the segment-level copy number alternation identification procedures, multiple amplified and deleted segments were detected (Supplementary Figure 5A). Chromosomes including 3,4,5,10,15,17, and 18 exhibited different copy number alternation patterns between the two subtypes, and the MIP subtype showed both higher chromosome level (Supplementary Figure 5B) and arm-level copy number variation (CNV) burden (Supplementary Figure 5C), which followed the report (31). To further pinpoint the recurrent SCNAs at the focal level, we identified 1,116 genes with somatic copy number alternations through statistical testing on read coverages from all samples (details in Materials and methods), among which 159/80 genes were uniquely amplified/deleted in the LEP component, while 34/11 genes were uniquely amplified/deleted in the MIP component. By annotating the enriched pathways on these genes, 27 pathways were found to overlap between the enrichment results of uniquely amplified genes in LEP and deleted genes in MIP, which could be categorized into the immune system, innate immune system, interleukin signaling, SHC1 events, ERK activation, and FRS-mediated signaling pathways (Figure 2A). When inspecting the number of genes, pathways related to the immune system and innate immune system got the highest gene number variated (37 genes amplified in LEP and four genes deleted in MIP subtype), indicating that MIP LUADs tend to have induced immunosurveillance escape. Additionally, two pathways were identical between the enrichment results of uniquely deleted genes in LEP and amplified genes in MIP (Figure 2B), which were associated with homology directed repair (HDR) and mRNA fate regulation, but the variated gene number was limited (six genes for LEP and four genes for the MIP group).




Figure 2 | Multi-perspective investigation on intratumor heterogeneity (ITH) difference between two subtypes. (A) Intersection of the enriched pathways in genes uniquely amplified in LEP and deleted in MIP. (B) Intersection of the enriched pathways in genes uniquely deleted in LEP and amplified in MIP. (C–F) Clonal tumor mutation burden (cTMB), subclonal mutation proportion, subclonal CNV and subclonal genome fraction distribution in two subtypes. (G) Subclonal SCNA percentage of two Reactome immune pathways in sequenced samples. (H) Focal alternation number on the genes in two immune pathways. P-values on the alternation discrepancy between subtypes were calculated by Fisher’s exact test.



Intratumor heterogeneity (ITH) can depict the genetic and epigenetic tumor inner diversity and is proven to be closely related to cancer progression, therapeutic resistance, and recurrences. To compare the ITH of the two histological subtypes at both the mutational and copy number level, we annotated the mutations/SCNAs with clonality. As shown in Figure 2C, there was no significant difference in the clonal tumor mutation burden (cTMB) and subclonal mutation proportion between the MIP and LEP groups (Figure 2D). The MATH score, which is widely used to measure the mutational ITH, exhibited a similar trend (Supplementary Figure 5D). As for the copy number variations, the MIP group possessed a significantly higher proportion of subclonal SCNAs (Figure 2E) as well as a trend of higher subclonal genome fraction (Figure 2F). Interestingly, the frequency of clonal mutations in DNA Damage Response (DDR) and WNT pathway genes was higher in the MIP subtype (Supplementary Figure 5E), which may possibly partially increase the subclonal genome alternations in immune-related genes since the association between canonical WNT-beta-catenin signaling and carcinogenesis as well as immune suppression was clear (32). Indeed, six MIP components showed a trend of a higher percentage of subclonal SCNA (Figure 2G) as well as a higher number of focal deletions (Figure 2H) on the genes related to the two immune pathways. We confirmed the results that genes significantly deleted in the MIP subgroup exhibited association with immune-related terms in the Lung-Broad and Lung-OncoSG cohorts (Supplementary Figure 6).



Evolutionary pattern exploration on the paired LEP and MIP components

To elaborate on the possible evolutionary process between LEP and MIP subtypes, we delineated the phylogenetic trees for each patient based on mutations as well as focal level SCNAs. As shown in Figure 3, all five patients possessed truncal mutations between paired LEP and MIP components, while no obvious bias on private mutation burden after truncal divergence was observed. Clonal mutations on cancer drivers including EGFR, TP53, and CEBPA were identified, and EGFR was the only gene coincident in five pairs, which confirmed the presence of ancestral mutations. The driver mutations private to LEP were enriched in chromatin organization, TP53-related and DNA double strand repair pathways (Supplementary Figure 7A), while mutations private to MIP were enriched in cellular signaling and beta-catenin-related pathways (Supplementary Figure 7B). We further annotated the shared mutations in Figure 3 with clonality to explore the clonal-subclonal transitions between the LEP and MIP subtypes. For the genes possessing mutations with increased clonality in MIP, GO terms related to neurogenesis were found enriched (Supplementary Figure 7C), denoting that tumor-induced neurogenesis and nerve-cancer crosstalk may account for the aggressiveness of the MIP subtype. Oppositely, genes with mutations switched from subclonal to clonal in LEP were associated with cell-cycle related GO biological processes (Supplementary Figure 7D). As for the truncal focal SCNAs, several driver genes including CSMD3, SPTAN1, BCORL1, CAMTA1, GRIN2A, MED12, and TRAF7 were concurrently amplified in the two subtypes (Figure 3), which were associated with developmental biology (R-HSA-1266738) and EGFR-related Reactome pathways (R-HSA-179812 and R-HSA-180336). Moreover, the deletion of TP53, MUC4, ARID5B, ANK1, PTEN, SFPQ, FANCA, MAF, and ZFHX3 were observed in the two subtypes. Interestingly, no driver gene showed concordant copy number variation in five pairs of samples, possibly due to the elevated SCNA-level ITH in the MIP group. We also scrutinized the genes with shared copy number variation in the paired samples. As shown in Supplementary Figure 8A, most shared deletions were on immune-related genes, while signal transduction and PI3K/AKT pathways, which abnormality is highly associated with tumor progression and therapeutic resistance, were found uniformly amplified (Supplementary Figure 8B). To further derive the mutational transitions and evolutionary trajectory, we used PyClone-VI to infer the mutational populations and their evolution among paired components. As shown in Supplementary Figure 9A, numerous clone clusters were identified in 5 patients, which exhibited dynamic variant allele frequency (VAF) alternation. Clusters with drastically increased VAF in the LEP subtype were mainly enriched in mRNA splicing pathways (Supplementary Figure 9B), while clusters with increased VAF in the MIP subtype were associated with ERBB2 functions (Supplementary Figure 9C). These data imply that LEP and MIP components from one patient were derived from the same initiation cells and the pathway-specific mutations acquired after the EGFR clonal mutation eventually shaped the subtype-specificity.




Figure 3 | The phylogenetic trees constructed for patients with concomitant MIP and LEP components. Driver genes with mutations and focal CNV were marked with different colors. The numbers of shared mutations and focal CNVs were labeled beside the tree trunk, while mutation numbers private to MIP and LEP components were labeled beside the tree branches.





Group-wise comparison discovered co-amplified pattern of PTP4A3, NAPRT, and RECQL4

We next gathered SNV and SCNA data and identified the genes with an alternation frequency difference between the LEP and MIP groups. As shown in Table 1, mutation frequency difference was observed on nine genes, with three genes specifically mutated in LEP group. Additionally, five genes were found with a distinct copy number alternation pattern, with one gene specifically amplified in the LEP group (Table 1). Similarly, mutation frequencies on the above nine genes and the key gene identified in phylogenetic analyses (EGFR) were inspected in four public cohorts (Table 2), and EGFR was the only gene with a significant mutational difference in non-east Asian public cohorts. Moreover, the five SCNA genes showed an alternation frequency difference in three non-east Asian cohorts (Table 2). Interestingly, the altered sample proportion or the alternation frequency for PTP4A3, NAPRT, and RECQL4 was highly similar between our MIP group (Table 1) and public cohorts (Lung-Broad, Lung-OncoSG, and TCGA-LUAD, Table 2), implying the feasibility of their cooperative function through duplication in MIP components. Spearman’s correlation coefficient (SCC) on the SCNA pattern of our 11 samples confirmed the association of the co-amplified genes (Supplementary Figure10 A). Such strong association was also observed on SCNA data for LEP and MIP adenocarcinoma from Lung-Broad (Supplementary Figure 10B), Lung-OncoSG (Supplementary Figure 10C, left), and TCGA-LUAD (Supplementary Figure 10D, left) cohorts. Concerning the fact that SCNA is highly related to the consequent gene expression alternation, we calculated the expressional SCC of the five genes in cohorts with available transcriptomic data. When compared to all samples (Supplementary Figures 10C, D, middle), the expressional associations between PTP4A3, NAPRT, and RECQL4 transformed to a higher synergetic state for LEP and MIP samples in both the Lung-OncoSG (Supplementary Figure 10C, right) and TCGA-LUAD (Supplementary Figure 10D, right) cohorts. More explicitly, the correlation between SCNA and RNA expression was higher for the three genes in two public cohorts (Supplementary Figure 10E), and NAPRT as well as PTP4A3 exhibited significantly higher LEP/MIP group-specificity. As an exemplification, the correlation between the SCNA and RNA expression of the PTP4A3 gene increased from 0.372 to 0.693 when narrowed to only LEP/MIP samples in the TCGA-LUAD cohort (Supplementary Figures 10F, G). All three co-amplified genes were significantly overexpressed in tumor samples (Supplementary Figures 10H–J, left) and RECQL4 possessed significantly higher expression levels in the MIP subtype (Supplementary Figure 10J, right) in the TCGA-LUAD cohort. To conclude, our comprehensive analyses identified PTP4A3, NAPRT, and RECQL4 were co-amplified and co-expressed specifically in LEP/MIP adenocarcinoma, and RECQL4 was upregulated in the MIP group.


Table 1 | Genes exhibited subtype-specific alternation frequency among the sequenced samples.




Table 2 | Inspection on the alternation frequency of genes exhibited subtype-specific alternations using four public cohorts.





Immune-related analyses uncovered elevated immunosuppression in MIP subtype

The disparity of cancer immunity cycle activity was examined in the Lung-OncoSG, GEO, and TCGA-LUAD cohorts as described in Materials and methods. Activities of recurrent cancer immunity steps including the release of cancer cell antigen, CD8+ T-cell recruiting, dendritic cell recruiting, macrophage recruiting, T-helper 17 (Th17) cell recruiting, T-cell infiltration into tumors and killing of cancer cells were significantly higher in MIP subtype (Supplementary Figures 11A–C). By further examining the differentially expressed proteins between LEP and MIP subtypes from the TCGA-LUAD dataset, the identified proteins with MIP-specific elevation (Supplementary Figure 12A) were significantly enriched in PD-L1 and PD-1 checkpoint pathways in cancer (Supplementary Figure 12B). These data suggest that the MIP subtype could exist in an immune-suppressive microenvironment.




Discussion

Consistent with other studies, we confirmed the survival disparity between LUAD subtypes. By performing WES on micro-dissected LUAD tissue samples of MIP and LEP components, we explored the genetic features related to the LEP/MIP growth pattern and the evolutional connection between LUAD subtypes. Our results revealed that LEP and MIP subtypes could be derived from the same initiation cells with EGFR mutation and the ultimate histological dissimilitude was shaped by the pathway-specific mutations acquired along evolution. Our results showed that the EGFR trunk mutation arose between pre-invasive and invasive LUAD and LEP/MIP components were evolved by a branched evolution model.

Through comprehensive comparisons of genetic alternations, the biological characteristics of the two LUAD subtypes were elucidated. As for mutational comparisons, TSG mutations in LEP were associated with DNA repair and TP53 regulation, while genes related to WNT signaling and beta-catenin destruction complexes got both higher mutational frequency and clonality. Driver mutations private to MIP were also enriched in cellular signaling and beta-catenin-related pathways, while genes that possessed lower mutational heterogeneity in MIP were associated with neurogenesis and ERBB2 functions. Aberrant WNT signaling pathway activation caused by gene mutations of intracellular components is associated with a higher rate of recurrence in early-stage NSCLC. On the other hand, being the critical downstream effector in the canonical WNT pathway, excessive intracellular beta-catenin promotes lung cancer aggression. Liang et al. further confirmed that the intracellular beta-catenin expression in MIP-predominant LUAD was higher than LEP-predominant LUAD (4). Besides, neurogenesis induced by tumors shapes an immunosuppressive microenvironment (33). Although cancer-related neurogenesis is considered to be associated with solid tumor metastasis, its role in LUAD remains poorly understood. Our results suggest an inner association between the MIP aggressive phenotype and neurogenesis. The activation of well-known proto-oncogene ERBB2 signaling was associated with poor outcomes in NSCLC (34), coinciding with MIP characteristics. The copy number of genes related to the immune system, innate immune system, interleukin signaling, SHC1 events, ERK activation, and FRS-mediated signaling were also found to decrease in MIP. With the highest proportion of immune genes affected, the immunosuppression status in the MIP subtype was confirmed. Apart from specified genomic alternations, ITH provides crucial information for drug responsiveness and clinical prognosis. Discordance between SNV and SCNA ITH was particularly observed in the MIP subtype. Subclonal genetic instability possibly facilitated MIP neoplastic cell proliferation (35) and the clonal mutations on key MIP-specific pathways contributed to its aggressive behavior.

We discovered three genes with co-amplification tendency, both in our discovery cohort and in three public validation cohorts. Previous studies proved that the knockdown of PTP4A3 inhibited cell migration and invasion of lung cancer cell lines (36). It also induced microvascular and lymphatic vessel formation by increasing VEGF and VEGF-C expression in lung cancer tissues, which was in accordance with the clinical observations that the MIP component in LUAD increases the risk of distant and lymph node metastasis. A previous study also found that the loss of NAPRT promoted the epithelial–mesenchymal transition (EMT) by stabilizing beta-catenin (37). The elevated expression of NAPRT was conceivably associated with the disruption of the catenin–cadherin complex in MIP. Moreover, RECQL4 could coordinate and regulate cell proliferation and cell cycle progression by protecting chromosome stability (38), and its protein expression was remarkably higher in LUAD (39). The biological mechanisms of these three genes further verified our discoveries.

Interestingly, we observed numerous genetic alternations associated with the immune status in the LEP and MIP subtypes. For example, the enrichment of immune-related pathways, including immune system and innate immune system, was observed on genes uniquely amplified in LEP and deleted in the MIP category. Along with the observation of a higher percentage of focal deletions on the immune pathway genes in our cohort and the deficiency in immune-related pathways for MIP group-specific deleted genes in Lung-Broad and Lung-OncoSG cohorts, we suspected that the MIP subtype could possess an immuno-suppression microenvironment, in other words, an induced immuno-surveillance escape. Regarding the increasing enthusiasm for lung cancer immunotherapy and our hypothesis, we next assessed and compared the TME landscape between the MIP and LEP components using the stepwise activities of the cancer immunity cycle. Steps including CD8+ T-cell recruiting, T-helper 17 (Th17) cell recruiting, T-cell infiltration into tumors and killing of cancer cells were significantly higher in MIP samples. However, elevated T-cell infiltration does not always indicate better clinical outcomes for patients. For instance, elevated expression of PD-L1 and PD-1 could inhibit the activation of T cells, conferring an immuno-evasion and immuno-suppression tumor status. Unsurprisingly, proteomic analysis further confirmed the activation of the PD1/PD-L1 pathway in the MIP subtype, partially elucidating the deteriorative survival of MIP patients. Generally, our work revealed the comprehensive TME situation of LEP/MIP components and immuno-suppression features in MIP-predominant LUAD.

Our study has several limitations. Firstly, the cohort only included five pairs of LEP/MIP components detached from five LUAD patients and 11 samples. Further studies with a larger amount of patient involvement can better decipher the evolutionary trajectory between LUAD histological subtypes and identify subtype-specific genetic changes. Moreover, the three genes with co-amplification or co-expression tendency should be further experimentally validated, particularly on their protein expression status. Additionally, we portrayed the TME heterogeneity using bulk RNA-seq data. With the recent maturation of multiple advanced techniques, using methods including single-cell RNA-seq, spatial transcriptomics, and multiplexed immunohistochemistry could better dissect the TME in LUAD. Lastly, our analyses only focused on MIP and LEP subtypes. A more integrated study incorporating other LUAD histologic subtypes could better decode the disease.

To conclude, we identified subtype-specific genetic differences responsible for variated prognosis and the evolution trajectory of the MIP subtype. The subtype-specificity was possibly shaped by pathway-specific mutations acquired after the EGFR clonal mutation. The tumor microenvironment revealed the immunosuppression prevalence in MIP, which could contribute to its unfavorable prognosis. Immune checkpoint inhibitor treatments like anti-PD-1/anti-PD-L1 could maximize the therapeutic benefit for MIP-predominant LUAD patients.
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CD19-targeted CAR T cell immunotherapy has exceptional efficacy for the treatment of B-cell malignancies. B-cell acute lymphocytic leukemia and non-Hodgkin’s lymphoma are two common B-cell malignancies with high recurrence rate and are refractory to cure. Although CAR T-cell immunotherapy overcomes the limitations of conventional treatments for such malignancies, failure of treatment and tumor recurrence remain common. In this study, we searched for important methylation signatures to differentiate CAR-transduced and untransduced T cells from patients with acute lymphoblastic leukemia and non-Hodgkin’s lymphoma. First, we used three feature ranking methods, namely, Monte Carlo feature selection, light gradient boosting machine, and least absolute shrinkage and selection operator, to rank all methylation features in order of their importance. Then, the incremental feature selection method was adopted to construct efficient classifiers and filter the optimal feature subsets. Some important methylated genes, namely, SERPINB6, ANK1, PDCD5, DAPK2, and DNAJB6, were identified. Furthermore, the classification rules for distinguishing different classes were established, which can precisely describe the role of methylation features in the classification. Overall, we applied advanced machine learning approaches to the high-throughput data, investigating the mechanism of CAR T cells to establish the theoretical foundation for modifying CAR T cells.




Keywords: CAR T cell, B-cell acute lymphocytic leukemia, B-cell acute non-Hodgkin’s lymphoma, feature selection, classification algorithm, classification rule



Introduction

The chimeric antigen receptor (CAR) T cell immunotherapy is a type of pericyte therapy in which T cells are genetically modified to express chimeric antigen receptors that detect and kill tumor cells in patients (1). In the USA, over 70,000 people are diagnosed with non-Hodgkin’s lymphoma (NHL) annually, with a 5-year survival rate of roughly 70% (2). Acute lymphoblastic leukemia (ALL) is the most common pediatric cancer, accounting for approximately 25% of all pediatric cancer cases, and has a high recurrence rate (3). CD19-targeted CAR T-cell immunotherapy has a high response rate in B-cell ALL and B-cell NHL, especially in ALL, with a treatment effectiveness of 90% (4). However, CAR-T therapy is not effective for all tumor patients, and drug-resistant relapse occurs in approximately 50% of patients treated with CD19-targeted CAR-T (5). Some CAR T cells become exhausted, resulting in an increase in inhibitory receptors and a loss of effector function (6, 7). Creating a long-lasting therapeutic response is an essential problem that demands a better knowledge of the cellular and molecular processes that drive CAR T cell proliferation, contraction, and persistence in patients. Studying the specific functions of CAR-transduced T-cells at the molecular level, such as epigenetic level, can help in the understanding of the deeper mechanisms of CAR-T cell immunotherapy and clinical identification of potential targets for effective cancer treatment.

CAR consists of an antigen recognition domain, a co-stimulatory region, and a T cell activation region (8–10). Through multiple signaling cascades, the costimulatory region and T cell activation region activate the CAR T cells, which exhibit proliferative and cytotoxic properties (11). Activated CAR T cells have different gene expression patterns compared with regular T cells, which are influenced by epigenetic modifications (12). DNA may be modified in various ways, the most frequent of which is direct nucleotide methylation. Methylation of promoters results in a decrease in gene expression and suppression of transcription. High-expression genes have high levels of methylation at introns but low levels of methylation at the promoter or regulatory areas (13, 14). Epigenetic imprinting is emerging as a unifying subject in the study of immunological memory and the correlation of long-lasting antitumor responses.

Modifications in DNA methylation shape the overall immune response by altering the phenotype and function of CAR T cells. Zebley et al. showed that alterations in DNA methylation are linked to the proliferation and contraction of CAR T cells and that CD19-targeted CAR T cells acquire DNA methylation features over time. These results suggested that these cells are developing into a progenitor subset of exhausted T cells (15). Meanwhile, Wang et al. discovered that CAR T cells treated with low doses of the demethylating drug decitabine had stronger antitumor, proliferation, and cytokine release abilities. This result indicates the presence of methylation in CAR T cells that inhibit their oncogenic functions (16). Among the large number of methylation sites, traditional biological experiments cannot meet the requirement of searching for methylation sites that affect the proliferation, failure, and oncogenic functions of CAR T cells. Therefore, this study was focused on how to combine advanced computational methods, such as machine learning, to mine CAR T cell-specific methylation sites to find potential sites for the sustained activation of CAR T cells.

Herein, we devised a process to rapidly screen CAR T cells for specific methylation sites. First, the methylation sites were analyzed and sorted by three feature ranking methods, namely, least absolute shrinkage and selection operator (LASSO) (17), light gradient boosting machine (LightGBM) (18), and Monte Carlo feature selection (MCFS) (19). Then, the incremental feature selection (IFS) (20) method was used to estimate the importance of feature subsets, which were constructed from three ranked methylation site lists, by evaluating the performance of classifiers on these subsets. One optimal feature subset was obtained from each list generated by one feature ranking method. The intersection of all obtained optimal feature subsets was investigated. The methylation sites that recurred multiple times were considered to be highly correlated with the specific functions of the CAR T cell, because the three feature ranking methods used different and independent concepts. Moreover, we also used decision trees (DTs) (21) to create quantitative classification rules that can accurately describe the composition of features for distinguishing each class. All in all, we identified the methylation sites associated with specific functions of the CAR T cells on a large scale using an efficient machine learning based framework and provided a functional description of highly ranked methylation sites in conjunction with the literature.



Materials and methods


Data and preprocessing

The T-cell methylation profiles of 157 patients with B-cell malignancies, including ALL and NHL, were downloaded from the GEO database under the accession number GSE179414 (22). The dataset comprised 77 ALL and 37 NHL cases, who were treated with CART19 cells. These two groups of patients were injected with CAR-transduced T cells and were referred to as ALL transduced and NHL transduced samples, respectively. Meanwhile, 13 ALL and 30 NHL cases were also included in the dataset, but they were not given CART19 cells. These patients were injected with CAR-untransduced T cells and were referred to as ALL untransduced and NHL untransduced samples. Each group was deemed as a class in this study. We investigated their essential differences by studying the classification problem on these classes. Furthermore, each sample in the dataset was represented by 865,859 methylation sites. These sites were termed as features in this investigation.



Feature ranking methods

A large number of methylation sites were involved in the investigated methylation profiles, which were deemed as features in this study. Evidently, a small proportion of features were highly related to distinguish the CAR-untransduced and -transduced T cells. The powerful feature analysis method in machine learning was necessary. Here, three such methods were employed, including MCFS (19), LightGBM (18), and LASSO (17).


Monte Carlo feature selection

The MCFS algorithm is a DT-based method for determining the relevance of features. This method was first proposed by Micha et al. and has been widely used in tackling various complex medical and biological problems, showing promise in solving such problems (19, 23, 24).

The procedures of MCFS can be summarized as the following steps: (1) s feature subsets are randomly constructed from all features; (2) For each feature subset, t DTs are constructed by randomly selecting training and test samples from the original datasets; (3) After t×s DTs have been built, each feature g is evaluated by the relative importance (RI), which can be computed as follows:

 

where wAcc is the weighted accuracy; 
IG(ng(τ)) stands for the information gain (IG) of ng(τ) (a DT node with the feature g); no.in ng(τ) stands for the number of samples in ng(τ); no.in τ stands for the sample sizes in the tree root; and u and v are two settled positive integers. According to the RI values of all features, they are ranked in a feature list by the decreasing order of their RI values.

In this study, we adopted the MCFS program downloaded from http://www.ipipan.eu/staff/m.draminski/mcfs.html. Default parameters were used to execute such program, where u and v were set to one.



Light gradient boosting machine

LightGBM is an iterative boosting tree classifier proposed by Microsoft and is a modified version of the gradient boosting DT (18). LightGBM uses the total number of times (i.e., T_Split) that each feature is involved in the trees iteratively created and the gain (i.e., T_Gain) that a feature is utilized for splitting in all DTs as measurements of feature relevance for the prediction. They are defined as

 

 

where K is the K DTs generated by K iterations. Here, we used T_Split as a metric to measure the importance of features, i.e., features were sorted in the decreasing order of their T_Split values.

This study adopted the LightGBM program retrieved from https://lightgbm.readthedocs.io/en/latest/. It was performed with its default parameters.



Least absolute shrinkage and selection operator

The LASSO algorithm is a feature selection method based on linear regression models that selects and compresses variables to prevent overfitting (17). This method uses the L1 paradigm to create a penalty function that selectively removes lower-correlation variables by imposing a bigger penalty on the larger value of the feature variables. This process results in a model with fewer feature variables and effectively avoiding overfitting. If the coefficients of the input features did not contribute positively to the training of the machine learning model, they were scaled down. As a result, the features could be ranked according to their coefficients.

Here, the LASSO package integrated in Scikit-learn (25) was used and its default parameters were adopted.




Incremental feature selection

By three feature ranking methods, all features were ranked in three lists. Evidently, top features in each list were important. However, determining the number of top features was still a problem. Thus, the IFS method (20, 26–28) was employed, which can determine the suitable number of top features. The procedures of IFS method can be divided as follows: (1) Several feature subsets are constructed based on the ranked feature list, which consists of some top features in the list; (2) A classifier is constructed on samples represented by features in each subset and its performance is evaluated by ten-fold cross-validation (29); (3) The classifier with the best performance can be found and the feature subset used in this classifier is picked up as the optimal feature subset. As three ranked feature list was produced in this study, IFS method was executed on each list. Three optimal feature subsets were obtained. We drew Venn diagrams for these three feature sets to display and analyze their intersection results.



Synthetic minority oversampling technique

As described in Section Data and preprocessing, the size of the class with the most samples (77) was about six times as large as that of the class with the least samples (13). Given the imbalance in sample size, when building and evaluating the classifiers, the predicted results would be biased toward the classes with a larger sample size, reducing the generalization ability for the model. In view of this, synthetic minority oversampling technique (SMOTE) algorithm was used in this study to effectively achieve data balance by enlarging the size of each minority class (30, 31). It generates new samples for each minority class by the linear combination of two samples in the same minority class, which are near enough. Finally, all classes have the same number of samples. This study adopted the SMOTE program obtained from https://github.com/scikitlearn-contrib/imbalanced-learn. Likewise, its default parameters were used.



Classification algorithm

In the IFS method, classifiers were built to evaluate the importance of constructed feature subsets. A certain classification algorithm was necessary to execute the IFS method. In this study, we applied four classification algorithms, namely, K-nearest neighbor (KNN) (32), support vector machine (SVM) (33), random forest (RF) (34), and DT (21). The purpose of employing these algorithms was to fully test the importance of each constructed feature subset and select the best one.

The KNN algorithm is one of the most classic classification algorithms. Its principle is quite simple. However, its performance is still acceptable in some cases. Given a test sample, KNN finds its k nearest neighbors in the training dataset. According to the labels of these neighbors, the label of the test sample can be determined.

The SVM is a classification algorithm based on statistical learning theory. It generally maps samples into a high-dimensional space by using a kernel function and linearly separates them by finding the maximum margin separating hyperplane. For a test sample, it is also mapped into the same high-dimensional space and its class is determined by the side of hyperplane that the test sample is located.

The RF is also a classic classification algorithm, which is quite different from SVM. In fact, it is an ensemble algorithm, which contains several DTs. Each DT is built by randomly selecting features and samples. For a test sample, each DT gives its prediction. RF integrates these predictions using majority voting.

For the above three classification algorithms, their classification principles are quite difficult for us to understand. Thus, few insights can be extracted from them. DT has its merits in this regard. It is a white-box algorithm, whose classification procedures are completely open, giving opportunities for us to uncover its principle learned from the given dataset, thereby access more knowledge from the dataset. A DT is a tree structure consisting of a series of nodes and branches that use logical operations. Two types of nodes are contained in a DT, they are branch and leaf nodes. The branch node is always related to one feature. According the threshold, samples in a branch node are classified into two groups. The leaf node stands for one class. Samples that reach such node are assigned the corresponding class label. During predictions, it starts at the root node and sorts the test samples down the tree according to the thresholds defined at each branch node. Furthermore, a DT can be represented by lots of if-then rules. Each rule is constructed by a path from the root node to one leaf node. From these rules, a clearer picture on each class can be uncovered.

Above algorithms have been applied to construct various classifiers in dealing with biological and medical problems (35–40). In this study, we used the corresponding Python Scikit-learn packages (25) of above four classification algorithms to implement them.



Performance evaluation

To evaluate the performance of all classifiers constructed in the IFS method, several measurements were employed. First, as multi-class classifiers, the overall accuracy (ACC) was adopted, which is the most accepted measurements. It is defined as the proportion of correctly predicted samples among all samples. However, such measurement is not perfect if the sizes of classes are quite different. Thus, we also employed the Matthew correlation coefficients (MCC) (41), which is deemed as a balanced measurement. As four classes were involved, the MCC in multi-class was adopted, which is defined as

 

where X and Y are two binary matrices, indicating the true and predicted class of each sample.

In addition, we computed the precision, recall and F1-score for each class, which is defined as



 

 

where TP stands for the number of samples in such class which are correctly predicted, FP is the number of samples in other classes which are classified into this class, FN is the number of samples in such class which are wrongly predicted. According to F1-score on each class, the macro F1 and weighted F1 are further computed to give a whole evaluation on classifiers. For macro F1, it is defined as the mean of all F1-score values on all classes, whereas weighted F1 integrates all F1-score values by further considering the class sizes, that is, it is the weighted mean of F1-score values.

In this study, weighted F1 was picked up as the key measurement. Other measurements were provided as reference.



Functional enrichment analysis

By analyzing the T-cell methylation profiles downloaded from the GEO with several machine learning algorithms, the optimal feature subsets, containing several methylation probes, were obtained. After taking the union operation on these subsets and mapping features in the union set onto the genes, ClusterProfiler in R was used to calculate the enrichment of these genes on GO terms and KEGG pathways (42). The p-value was corrected with FDR, and 0.05 was chosen as the cutoff value. Only the GO terms and KEGG pathways with FDR<0.05 were considered statistically significant.




Results

We built a machine learning based framework for analyzing CAR-transduced and untransduced T cells in different B-cell malignancies and further constructed efficient classifiers to discriminate CAR-transduced and untransduced T cells. The entire procedures are illustrated in Figure 1. The detailed results were listed in this section.




Figure 1 | Flow chart of the entire analytical process. The 865,859 methylation probe signals on patients with B-cell malignancies were ranked according to feature importance by using three feature ranking algorithms, namely, MCFS, LightGBM, and LASSO. Then, three ordered feature lists were fed into the incremental feature selection (IFS) method, which incorporates four classification algorithms. Finally, based on the IFS results, the essential genes, efficient classification models and classification rules were extracted.




Results of feature selecting methods

Each sample was represented by a large number of features (methylation sites). They were deeply analyzed by three feature ranking methods (MCFS, LightGBM, and LASSO). Each method produced one feature list, which is provided in Table S1. It was necessary to pointed out that only features with evaluation score (RI for MCFS, T_Split for LightGBM and coefficient for LASSO) larger than zero were provided in Table S1. The top-ranked features are considered to be important because of their participation in the classification. Their biological significance and the reasons why they are important as core classification features would be discussed in Section Discussion.



Results of IFS method

The three ordered feature lists created by three feature ranking methods were fed into the IFS method one by one and four classification algorithms (DT, KNN, RF and SVM) were used in the IFS method. To save time, we only considered the top 1000 features in each list. For each list, 1000 possible feature subsets were constructed, on which 1000 classifiers with one give classification algorithm were built and evaluated by ten-fold cross-validation. The evaluated results, including measurements listed in Section Performance evaluation, are available in Table S2.

For the feature list yielded by MCFS method, we plotted an IFS curve for each classification algorithm to illustrate its performance on different feature subsets, which is shown in Figure 2. It can be observed that DT, KNN, RF and SVM can yielded the highest weighted F1 values of 0.861, 0.864, 0.912 and 0.827, respectively. These values were obtained by using top 591, 680, 354 and 952, respectively, features in the list, which comprised the optimal feature subsets for these four classification algorithms. With the optimal feature subsets, we can build the best DT, KNN, RF and SVM classifiers. The values of macro F1, ACC and MCC of these classifiers are listed in Table 1. Furthermore, their performance on four classes is illustrated in Figure 3. Evidently, the best RF classifier was superior to other three best classifiers and the best DT classifier was only better than the best SVM classifier.




Figure 2 | IFS curves for displaying the performance of four classification algorithms on the feature list yielded by MCFS method. The best classifiers on different algorithms yield the weight F1 values of 0.861, 0.864, 0.912 and 0.827, respectively, which use top 591, 680, 354 and 952, respectively, features in the list.




Table 1 | Performance of the best classifiers using different classification algorithms and feature ranking methods.






Figure 3 | Performance of the best classifiers using different classification algorithms and feature lists on four classes. (A) Feature list generated by MCFS method; (B) Feature list generated by LightGBM method; (C) Feature list generated by LASSO method.



For the feature list generated by LightGBM method, four IFS curves were also drawn, which are shown in Figure 4. When top 181, 12, 140 and 43 features in the list were adopted, four classification algorithms produced the highest weighted F1 values of 0.956, 0.938, 0.975 and 0.950, respectively. These features constituted the optimal feature subset for each classification algorithm. Furthermore, the best DT/KNN/RF/SVM classifier was built with its corresponding optimal feature subset. The detailed performance of these best classifiers is listed in Table 1 and shown in Figure 3. Likewise, the best RF classifier still provided the highest performance. As for the best DT classifier, it was a little better than the best KNN and SVM classifiers.




Figure 4 | IFS curves for displaying the performance of four classification algorithms on the feature list yielded by LighGBM method. The best classifiers on different algorithms yield the weight F1 values of 0.956, 0.938, 0.975 and 0.950, respectively, which use top 181, 12, 140 and 43, respectively, features in the list.



For the last feature list generated by LASSO method, IFS curves were also plotted, as shown in Figure 5. The highest weighted F1 for DT, KNN, RF and SVM were 0.912, 0.943, 0.987 and 0.987, respectively. To reach such performance, top 9, 12, 28 and 111, respectively, features were used. These features comprised the optimal feature subset for each classification algorithm. Similarly, the best DT, KNN, RF and SVM classifiers were constructed with the corresponding optimal feature subsets. Table 1 and Figure 3 provide their detailed performance. The best RF classifier provided equal performance to the best SVM classifier. However, the best RF classifier adopted much less features than the best SVM classifier. Thus, this classifier was still deemed to be better than other three classifiers. On the other hand, the best DT classifier gave the lowest performance among all four best classifiers.




Figure 5 | IFS curves for displaying the performance of four classification algorithms on the feature list yielded by LASSO method. The best classifiers on different algorithms yield the weight F1 values of 0.912, 0.943, 0.987 and 0.987, respectively, which use top 9, 12, 28 and 111, respectively, features in the list.



Based on the above arguments, the best RF classifier always provided better performance than other three best classifiers on each feature list. Among three RF classifiers built on three feature lists, the RF classifier on the list generated by LASSO provided the highest performance. Such classifier can be a useful tool to discriminate CAR-transduced and untransduced T cells. On the other hand, the DT classifiers generally gave the low performance. However, they can provide more clues to uncover the differences between CAR-transduced and untransduced T cells.



Feature intersection

As mentioned above, on each feature list yielded by one feature ranking method, the best RF classifier was always better than other three best classifiers. Thus, its optimal feature subset was picked up as the optimal feature subset for one feature ranking method. In detail, the optimal feature subsets for MCFS, LightGBM and Lasso consisted of the top 354, 140, and 28 features in the lists generated by MCFS, LightGBM, and LASSO, respectively.

For each above-mentioned optimal feature subset, features in such subset were mapped onto their related genes, which comprised the optimal gene subset. Concretely, the optimal gene set for MCFS, LightGBM and LASSO contained 231, 97 and 16 genes, respectively. Detailed genes in these sets are provided in Table S3. The intersection of these three gene sets was investigated and plotted in one Venn diagram, as shown in Figure 6. It can be observed that no genes were contained in all three optimal gene sets, three genes (SERPINB6, ANK1, OST4) were in two optimal gene sets. Overlapped genes would be discussed in Section Discussion.




Figure 6 | Venn diagram to show the intersection of the optimal gene sets for MCFS, LightGBM, and LASSO. Three genes are contained in two optimal gene sets, indicating their importance.





Classification rules

Although the DT classifiers were generally weaker than RF classifiers, they can provide clues hidden in the investigated methylation profiles, which cannot be extracted by other classifiers. According to the IFS results on three feature lists, the best DT classifiers used top 591, 181 and 9 features in three lists, respectively. With these features, three DTs were learned on all samples. Each DT induced a rule set, which contained 17, 10 and 19 rules, respectively. Detailed rules are listed in Table S4. In each rule set, each class was assigned at least one rule, as shown in Figure 7. Following the rules in each rule set, we can determine the class of a test sample. Furthermore, their most contributions were the clear descriptions on different methylation patterns on CAR-transduced and untransduced T cells. This would be discussed in Section Discussion.




Figure 7 | The number of rules extracted from the decision tree built on feature lists yielded by MCFS, LightGBM, and LASSO, respectively, on four classes.





Results of enrichment analysis

The optimal feature subsets for three feature ranking methods were determined by the IFS method. We mapped the methylation probes in three optimal feature subsets to genes, yielding a total of 341 genes. Then, the functional enrichment analysis was performed on these genes. The enrichment results are provided in Table S5. Two GO terms were enriched by 341 genes, whereas no KEGG pathways were enriched by these genes with FDR<0.05. GO enrichment result indicated that 12 of these genes were involved in the splicing process, suggesting that the transcripts of these genes may be involved in regulating CAR T-cell processes.




Discussion

In this study, we applied several advanced machine learning algorithms to deeply mine the T-cell methylation profiles of patients with B-cell malignancies. Latent important genes were obtained and interesting classification rules were constructed. This section gave extensive analysis on these genes and rules.


Top ranked genes in multiple algorithms

The first gene was SERPINB6 (targeted by probes cg27001747 and cg04181408), which encoded a member of the serpin superfamily and ovalbumin-serpin subfamily (43, 44). SERPINB6 appeared in both LightGBM and MCFS in the subset of optimal features. Both methylation probes were linked to the promoter and found in the 5ʹ-UTR region of SERPINB6, suggesting that they may affect the transcriptional regulation of this gene. Serpinb9, a homolog of SERPINB6, has been shown to protect T cells from Granzyme-B leaked from granules and also participates in T cell homeostasis (45, 46). Although the function of SERPINB6 in T cells has yet to be established, this protein is important to other immune cells. In neutrophils and monocytes, SERPINB6 inhibits Cathepsin G, thereby preventing programmed necrosis (47). Thus, SERPINB6 may play a role in the normal functioning of CAR-T cells. However, more research is needed to confirm this concept. Furthermore, SERPINB6 methylation has been linked to the risk of CLL pathogenicity (48). This result demonstrates the precision by which our method can identify CAR-T cell-specific genes and differential genes in B-cell malignancies.

The next probes identified were cg09405790 and cg02172579, which both targeted the gene body of ANK1. ANK1 was found in the subset of optimum features in LightGBM and MCFS. ANK1 is a modular adaptor protein that mediates the connection of integral membrane proteins to the spectrin cytoskeleton (49). ANK1 methylation has been shown to regulate the expression of microRNA-486-5p, which inhibits Interleukin-22 production by helper T cells via the Dock1/NF-B/Snail signaling pathway. Such process results in cancer suppression (50, 51).

The cg18756060 and cg04001935 probes were designed to detect the DNA methylation status in a specific intergenic region on chromosome 2 (chr2:27294139-27294915) according to GRCh37. Such region has been shown to be the coding region of gene OST4, and the protein encoded by OST4 is an important subunit of oligosaccharyltransferase (OST). Similar to SERPINB6 and ANK1, OST4 is an intersection feature of the optimal feature subsets of LightGBM and MCFS. Eukaryotic OSTs catalyze the N-glycosylation of nascent polypeptides in the lumen of the endoplasmic reticulum, a conserved biosynthetic process that diversifies the structure and function of proteins (52). Kumar et al. found that N-glycosylation activity remained elevated during the activation and expansion of human T cells, and lymphocytes in a resting state had lower N-glycosylation activity (53). These results suggest that OST was involved in T cell activation in transduced CARs, and that OST activity was influenced by methylation of OST4.

PDCD5 (also known as TFAR19), which is targeted by the optimal features cg13563193, has been generally reported to participate in immunoregulation. PDCD5 is at the top of the list of feature rankings obtained with the LASSO method. PDCD5 interacted with FOXP3 to promote FOXP3 acetylation, hence reducing effector cytokine production (54). Meanwhile, the methylation signal of PDCD5 was primarily found in the promoter region, which negatively regulated the PDCD5 expression and thus relaxed the immunosuppressive effect of Treg. This activity could explain the mechanism by which the CAR-T cells were activated and therefore appeared in our list. In addition, in hepatocellular carcinoma, the PDCD5 overexpression stimulates the promoter activity of KLF9, and the upregulation of KLF9 inhibits cell migration and proliferation (55). This phenomenon also suggests that the cg13563193 methylation signature may suppress the expression level of PDCD5. Yuan et al. have discovered that PDCD5 inhibits the production of proinflammatory mediators and promotes the secretion of anti-inflammatory cytokines by modifying the T-lymphocyte homeostasis (56). The two hallmark clinical toxicities associated with CAR-T cell therapy are cytokine release syndrome (CRS) and neurotoxicity (57, 58). The characteristics of CRS produce massive inflammation, suggesting a possible involvement of PDCD5 in this process.

The probe cg07632860 was developed to detect the methylation status of the transcription start site of the DAPK2. DAPK2 is at the top of the list of feature rankings obtained with LASSO. DAPK2 encodes a member of the serine/threonine protein kinase family, which functions as a tumor suppressor and regulates autophagic and apoptotic processes in various cell types (59, 60). When T lymphocytes are activated, they secrete inflammatory cytokines, such as TNF- and IL-6. During this process, DAPK2 is activated by T cell receptor, which inhibits T-cell activation (61, 62). We discovered that cg07632860 targeted the regulatory region of DAPK2, implying that it may limit the expression level of the protein. Meanwhile, DAPK2 expression has been found to be downregulated in ALL and NHL (63). Low levels of DAPK lead to T-cell activation, which implies the CAR-T cell activation mode. Furthermore, the inflammatory cytokines IL-17 and IL-32 have been demonstrated to use DAPK2 as a signaling mediator (64). Whether the production of cytokine storm, one of the side effects of CAR-T immunotherapy, is linked to DAPK2 is worthy of investigation.

The next predicted gene, DNAJB6, targeted by cg18753341, encodes a member of the DNAJ protein family, which is one of two key groups of molecular chaperones involved in biological activities, such as protein folding and oligomeric protein complex assembly. Strict control of the cell cycle process is essential for the proper functioning of T lymphocytes. Slfn1 has been shown to play an important role in the establishment and maintenance of T lymphocyte quiescence (65). Overexpression of DnaJB6 increases Slfn1 nuclear accumulation and causes cell-cycle arrest, whereas Slfn1 is mostly sequestered in the cytoplasm, and no cell-cycle arrest has been detected in DnaJB6 knock-down cells (66). Furthermore, transgenic expression of DNAJB6 in T cells blocks Slfn1 degradation, enhances its nuclear import, and results in T cell proliferation suppression when T cell receptors are activated (66). In addition, DNAJB6 is neurotoxic when overexpressed in primary neurons, suggesting that it may be a potential locus for CAR-T treatment to eliminate side effects (67).



Analysis of classification rules

In addition to the functional analysis of the top-ranked features, we also mined the specific rules used to distinguish each class based on the classification tree structure of the DTs. The rules of each class consisted of methylation probes and their signal intensities, and each methylation probe was linked to a gene to describe its function in greater depth.

The first rule was aimed to distinguish T cells derived from patients with ALL that have been transduced with CAR. MYCN, which is targeted by cg13799853, was an important site with low methylation, according to the classification rule based on LASSO results. In our classification rules, MYCN exhibited lower methylation levels. MYCN has been demonstrated to have lower methylation levels in relapsed children with B-cell acute lymphoblastic leukemia (B-ALL), which was consistent with the usage of MYCN in this study as a key feature to differentiate B-ALL (68). MYCN also downregulates DKK3 expression and activates the Wnt/β-catenin signaling pathway at the transcriptional level, boosting the development of B-ALL (69). Meanwhile, MYCN apparently decreases the interferon signaling, promoting a non-inflamed and T-cell infiltration-poor (“cool”) tumor microenvironment (70). In the classification rule based on the MCFS results, HDGF targeted by cg18593717 was an important locus, which exhibited a lower methylation level. HDGF has been demonstrated to cause Foxp3+ Treg differentiation and that Tregs decrease CD8+ cytotoxic T cell activity (71). This phenomenon suggests that HDGF may act as a potential gene driving the activation of CAR-T cell.

The second rule was used to distinguish the T cells derived from patients with ALL without transduced CARs. After constructing the DT by using the optimal subset obtained after MCFS, the classification rules were established. Among them, hypomethylation of the ZBTB7A, also known as LRF, was an important quantitative rule. Many studies have shown that ZBTB7A is closely associated with B and T cell differentiation and plays an important role in their fate decisions (72, 73). Meanwhile, dysregulation in B-cell maturation can lead to the development of autoimmune syndromes and B-cell malignancies (73). ZBTB7 was described in the rules in our study, because it plays an important role in both immune processes and cancer development.

The next two rules were used to distinguish between CAR-transduced and untransduced T cells derived from patients with NHL. TP73 targeted by cg10654015 appeared in our rules and exhibited a higher methylation status. TP73 has been demonstrated to be frequently methylated in NHLs (74). This result is consistent with the highly methylated results of TP73 found in our study, indicating the accuracy of our method. Furthermore, TP73 deletion has been shown to impact lymphoma formation by several mechanisms, such as altered gene expression patterns, defective early T-cell growth, impaired apoptosis, and chromosomal abnormality accumulation (75). This phenomenon suggests that TP73 may be a potential target for the modification of CAR-T cells.




Conclusion

We applied a powerful computational strategy based on DNA methylation probe data to uncover the features of CAR T cells across diverse B-cell malignancies. The outcomes can be summarized in the three key components. First, a series of methylation signatures and genes were extracted, which can be used to distinguish cells from four different origins. The findings provided a theoretical foundation to precisely modify CAR T cells and treat B-cell malignancies. Second, efficient multi-class classifiers were built to aid in a more accurate delineation of T cells prior to treatment. The delineation of T cells facilitated the screening for T cells that could efficiently suppress cancer in vivo and further improve those that were not successfully transduced. Finally, some classification rules were built to specifically distinguish a particular class of cells. These rules aided to better understand the specific functions of CAR T cells by describing the degree of gene methylation.
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The incidence of esophageal cancer has obvious genetic susceptibility. Identifying esophageal cancer-related genes plays a huge role in the prevention and treatment of esophageal cancer. Through various sequencing methods, researchers have found only a small number of genes associated with esophageal cancer. In order to improve the efficiency of esophageal cancer genetic susceptibility research, this paper proposes a method for large-scale identification of esophageal cancer-related genes by computational methods. In order to improve the efficiency of esophageal cancer genetic susceptibility research, this paper proposes a method for large-scale identification of esophageal cancer-related genes by computational methods. This method fuses graph convolutional network and logical matrix factorization to effectively identify esophageal cancer-related genes through the association between genes. We call this method GCNLMF which achieved AUC as 0.927 and AUPR as 0.86. Compared with other five methods, GCNLMF performed best. We conducted a case study of the top three predicted genes. Although the association of these three genes with esophageal cancer has not been reported in the database, studies by other reseachers have shown that these three genes are significantly associated with esophageal cancer, which illustrates the accuracy of the prediction results of GCNLMF.
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Introduction

Esophageal cancer is a common gastrointestinal malignancy, and its common clinical symptoms include retrosternal pain and progressive dysphagia (1). Judging from its prevalence, the incidence of esophageal cancer in China is relatively high globally. The pathological type of esophageal squamous cell carcinoma is more common. The typical symptoms of esophageal cancer patients are not obvious in the early stage, and the disease progresses slowly, so it is difficult to detect early. However, when esophageal cancer develops to the middle and advanced stage, the treatment difficulty increases and the prognosis is poor (2). At present, the treatment of patients with esophageal cancer is mainly surgery, radiotherapy, and chemotherapy. The patients with advanced stage have poor curative effect and high mortality (3).

The occurrence of esophageal squamous cell carcinoma usually goes through a long-term and multi-stage development process. In the original efficient and orderly epithelial renewal cycle, carcinogenic factors are continuously exposed. The basal cells first show morphological changes, atypical hyperplasia and invasion to the surface. The squamous epithelial cells show nuclear atypia and abnormal differentiation. In the early stage of carcinogenesis, this pathological change is limited to the inner part of the mucosal layer and does not break through the basement membrane to infiltrate and invade downward. It is called squamous epithelial dysplasia and is the only recognized form of precancerous lesions of esophageal squamous cell carcinoma (4). A 13 year prospective cohort study (5) conducted a long-term follow-up of normal and precancerous people in Linzhou, Henan Province. It was found that compared with normal people, the relative risk of esophageal squamous cell carcinoma in patients with precancerous lesions (regardless of the degree of specific lesions) was 12.7 (5.5-29.6) times higher than that in normal people. Moreover, the cumulative incidence rate of esophageal squamous cell carcinoma in patients initially diagnosed with precancerous lesions at the end of the study was 58%, which was 8% in the population initially diagnosed with no abnormality. Therefore, atypical hyperplasia of squamous epithelium is a high-risk factor and predictor of esophageal squamous cell carcinoma. Timely early diagnosis of patients with precancerous lesions is an important means to reduce the incidence rate of esophageal squamous cell carcinoma. At present, regular gastroscopy screening for high-risk groups is an effective method for early diagnosis of esophageal cancer. However, due to the heterogeneity between patients, different patients with the same diagnosis still have different outcomes and outcomes. Therefore, an in-depth understanding of the causes of esophageal epithelial progression from normal to precancerous lesions to tumors and a comprehensive analysis of the molecular mechanism of tumor occurrence are of indispensable value for us to evaluate the risk of progression of patients with precancerous lesions, improve the diagnosis and cure rate of patients, and increase the means and opportunities for early diagnosis and treatment.

With the development and progress of next-generation sequencing technology, multi-omics research on tumors has become an indispensable means to explore the mechanism of tumor occurrence and development. In recent years, a number of esophageal cancer genomic studies, including the Cancer Genome Atlas (TCGA) project, have identified a large number of genomic variants in esophageal squamous cell carcinoma by performing whole-exome or whole-genome sequencing of clinically collected tumor tissue samples (6). Although these studies reveal the important role of the identified genomic alterations in ESCC, the question of how normal epithelial cells are transformed into invasive carcinomas through mutations in precancerous lesions remains unanswered due to the cross-sectional design of previous studies. Compared with studies on esophageal squamous cell carcinoma, there are still few studies on esophageal precancerous lesions. Some researchers used microdissection experimental technology to collect tumor lesions and precancerous lesions adjacent to the tumor on paraffin sections of 45 cases of esophageal squamous cell carcinoma, as well as lesions on paraffin sections of 13 precancerous lesions for full penetrance. Subgroup sequencing analysis showed that epithelial cells in the precancerous stage already have mutations similar to those of tumors, including high-frequency mutations in esophageal cancer driver genes such as TP53, NFE2L2, NOTCHI, FAT1, indicating that the precancerous stage Epithelial cells have undergone the effects of genomic variation (7). Coincidentally, in another report, the researchers performed whole-exome sequencing on 227 different pathological stages of 70 patients with esophageal squamous cell carcinoma, and also found that dysplasia and esophageal squamous cell carcinoma have similar driver genes. Moreover, they also found that there were no genomic alterations of the same type of cancer foci in the tissues of simple non-dysplasia, indicating that most of the genomic events related to canceration started from the stage of precancerous lesions (8). Researchers have performed genomic mutation studies on pathologically normal esophagus (9) and their results have shown that although the exon mutation burden of normal esophageal epithelial cells (derived from human individuals without esophageal squamous cell carcinoma) increases with age, but no cancer-related morphological changes occurred from a histopathological point of view. The results showed that although the exon mutation load of normal esophageal epithelial cells (derived from human individuals without esophageal squamous cell carcinoma) increased with age, there were no cancer-related morphological changes from the perspective of histopathology. The above studies suggest that in the overall organizational environment, the genomic changes of epithelial cells are not enough to fully explain the occurrence of esophageal cancer. Other factors such as immunosuppression in the microenvironment (TME) and cell-cell interaction may also play an important role in the occurrence of esophageal squamous cell carcinoma. A number of experimental studies and clinical analyses have also revealed the impact of TME on tumorigenesis and development in esophageal squamous cell carcinoma. Kashima et al. (10)found that the positive intensity of cancer associated fibroblasts (CAFs) was significantly positively correlated with lymph node metastasis by staining FFPE tissue sections of patients with esophageal squamous cell carcinoma, so they verified this hypothesis through in vitro experiments and in situ metastasis mouse models, CAFs can promote the metastatic ability of cancer cells and can be used as a marker of patient prognosis. Another experimental study on the microenvironment cells of esophageal squamous cell carcinoma found that the up regulation of transcription factor F0X01 can promote the polarization of macrophages from M0 to M2 by regulating the expression of CCL20 and csf1, while M2 cells play the regulatory functions of anti-inflammatory and immunosuppression, and promote the occurrence of tumors (11). Similarly, Yang et al. found that blocking the recruitment of tumor associated macrophages (TAMs) can significantly reduce the incidence of tumors in the mouse tumorigenesis model and enhance the anti-tumor effect of CD8 + T cells in the tumor microenvironment. More importantly, M2 polarization increases the expression of PD-L2 in TAMs, leading to immune evasion and tumor promotion through PD-1 signaling pathway (12).

A large number of biological experiments have only found a small number of genes related to esophageal cancer. In recent years, some scholars have identified esophageal cancer-related genes through computational methods such as machine learning. Liu et al. (13) identified genetic biomarkers of esophageal cancer by SALP-seq and machine learning methods. Wang et al. (14)identified the survival risk of esophageal cancer through the Kohonen network clustering algorithm and kernel extreme learning machine. Li et al. (15)used five conventional machine learning methods to identify key prognostic molecules in esophageal squamous cell carcinoma. Most of these previous studies performed gene differential expression analysis through data from a small number of patients to obtain genes related to esophageal cancer. Its sample size is insufficient and there is a sample-specific bias. It has become a trend to predict disease-related features through associations between biomolecules (16, 17). Therefore, we intend to identify esophageal cancer-related genes by their associations and correlation signatures. Through the known gene signatures associated with esophageal cancer, a computational model was constructed to explore the association of other genes with esophageal cancer.



Materials and methods

41 genes (Supplementary Table 1) are found to be related to esophageal cancer by DisGeNet (18). We constructed a gene interaction network by String (19), which shows as Figure 1.




Figure 1 | Gene interaction network of 41 esophageal cancer-related genes.



We implemented Graph Convolutional Network (GCN) to extract feature of each gene from gene interaction network. A graph network requires the input of the node feature matrix and the adjacency matrix, so that the aggregation operation of the nodes can be performed. The input of GCN is a feature matrix A and its dimension is N·F0, where N is the number of nodes in the graph network and F0 is the number of input features per node. The adjacency matrix A matrix representation of a graph structure whose dimension is N*N.

The aggregated representation of a node does not contain its own features, the representation is the feature aggregation of neighboring nodes, so only nodes with self-loops will contain their own features in this aggregation. Therefore,

 

The propagation rules for this network are as follows:

 

where Hi is the weight matrix of the i-th layer, σ() is a nonlinear activation function, and the weights are shared among different nodes.

A node with a large degree will have a large value in its feature representation, and a node with a small degree will have a small value, which may cause the gradient to disappear or explode, and also affect the stochastic gradient descent algorithm. Therefore, the feature table needs to be normalized, the matrix A is multiplied by the inverse of the matrix D, and it is transformed.

 

We implemented Logistic Matrix Factorization(LogisticMF) to identify esophageal cancer-related genes. Unlike most previous matrix factorization models, LogisticMF does not use RMSE as its loss function, but a probabilistic approach. Specifically, given an observation matrix R, it is approximated by the inner product of two low-dimensional matrices Xmf an Xmf , where f is the dimension of the latent factor. Definition lui means that esophageal cancer (u) is related to gene i, and its conditional probability is given as follows:

 

where βi, βj represent the bias.

Similar to Collaborative Filtering for Implicit Feedback Datasets, LogisticMF also uses confidence to represent its frequency. The confidence mapping function can take:

 

where a is a smoothing parameter that adjusts the weight of positive and negative examples.

Combining the above formula, we can get:

 

Furthermore, the underlying association matrix of esophageal cancer and genes is assumed to follow a Gaussian distribution:

 

Then its posterior probability is:

 

we should maximize the posterior probability, so use alternating gradient descent to optimize:

 

 



Results


Experiment workflow

We have obtained 41 genes which are related to esophageal cancer and wo also need negative samples to build our model. Therefore, we randomly selected 200 genes as the negative samples. We used 10-cross validation to verify the accuracy of our model. We divided our samples into 10 groups. We used nine groups of datasets to build the model and the rest one to test the model.



Performance of GCNLMF

We apply two evaluation metrics, AUC and AUPR, to evaluate our method. The experimental results of ten tests are shown in Figures 2, 3.




Figure 2 | AUC curves of GCNLMF in 10-cross validation.






Figure 3 | AUPR of GCNLMF in 10-cross validation.



The average of AUC is 0.927 and the standard deviation is 0.035. The average of AUPR is 0.86 and the standard deviation is 0.021. Through the cross-validation experiment, we can see that the prediction accuracy of GCNLMF is very high and stable.



Comparison experiments

To highlight the superiority of GCNLMF, we compare it with five methods. The AUC for each method is the average value obtained by 10-fold cross-validation. The five methods include random forest (RF), gradient boosting decision tree (GBDT), GCN, LMF and Support Vector Machine(SVM). In RF, the number of decision trees was set as 100.

The results are shown in Figure 4. The experiment showed that GCNLMF had the highest performance among all methods according to AUC and AUPR scores. Compared with GBDT, RF, GCN, LMF SVM, the AUC of GCNLMF increased by 14%, 9.6%, 1.4%, 3% and 7.4%, respectively. The AUPR scores increased by 15%, 9.7%, 1.4%, 2.3% and 9.6%, respectively.




Figure 4 | Results of GCNLMF compared to the other five methods.





Case study

After building GCNLMF model, we used it to predict novel esophageal cancer-related genes. IL-10 is not reported to be related to esophageal cancer in the public database and GCNLMF predicted it as an esophageal cancer-related gene. Yang et al. (20) found that the -1082g/a rs1800896 genetic variation can be used as a candidate biomarker to predict the susceptibility of esophageal cancer by comparing the IL10 genotypes of 246 pathologically confirmed esophageal cancer patients and 492 healthy control subjects. Sun et al. (21) found that ETV5 was upregulated in Esophageal squamous cell carcinoma and was associated with tumor staging and prognosis. Knockdown of ETV5 or its downstream genes SKA1 and TRPV2 significantly suppress Esophageal squamous cell carcinoma cells migration and invasion, respectively. Kuerbanjiang et al. (22) detected the expression of BRAF in esophageal cancer samples by tissue microarray, and the results showed that BRAF plays an important role in the proliferation, invasion and metastasis of esophageal cancer, and overexpression of BRAF leads to shortened overall survival.




Conclusions

The incidence of esophageal cancer has obvious familial aggregation phenomenon, which is related to the susceptibility of the population and environmental conditions. In areas with high incidence of esophageal cancer, it is not uncommon for families to have esophageal cancer patients for 3 or more consecutive generations. Therefore, it is important to discover the genetic factors of esophageal cancer.

Most previous studies have compared esophageal cancer patients with healthy people by means of DNA sequencing and RNA sequencing, so as to find gene mutations and abnormal gene expression associated with esophageal cancer. However, the time and money costs of such methods are high. At the same time, the sample size is limited and there are differences between samples. As a result, the numbers of genes associated with esophageal cancer were both small and inaccurate. Our previous studies have also confirmed the critical role of key genes and signaling pathways in the progression of esophageal cancer (23–25). This paper proposes a method GCNLMF for large-scale identification of esophageal cancer-related genes, which can effectively identify the characteristics of esophageal cancer-related genes. Through the correlation and characteristics between genes, more genes related to esophageal cancer can be predicted.

In order to verify the accuracy of GCNLMF, we used 10-cross validation. The AUC of GCNLMF was 0.927 and the aupr was 0.86 And in ten experiments, the standard deviation of these two indicators is very small, which shows that the method is robust. We also compare GCNLMF with five other commonly used methods, and we find that the accuracy of GCNLMF is significantly higher than other methods. In order to verify the accuracy of the esophageal cancer-related genes predicted by GCNLMF, we selected the top 3 genes in the prediction results to conduct a case study. Although the association of these three genes with esophageal cancer has not been reported in the database, studies by other reseachers have shown that these three genes are significantly associated with esophageal cancer, which illustrates the accuracy of the prediction results of GCNLMF.
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Objectives

Endometrial carcinoma (EC) is one of the three major gynecological malignancies, in which 15% - 20% patients will have recurrence and metastasis. Though there are many studies on the prognosis on this cancer, the performances of existing models evaluating the risk of its recurrence and metastasis are yet to be improved. In addition, a comprehensive multi-omics analyses on the prognostic signatures of EC are on demand. In this study, we aimed to construct a relatively stable and reliable model for predicting recurrence and metastasis of EC. This will help determine the risk level of patients and choose appropriate adjuvant therapy, thereby avoiding improper treatment, and improving the prognosis of patients.



Methods

The mRNA, microRNA (miRNA), long non-coding RNA (lncRNA), copy number variation (CNV) data and clinical information of patients with EC were downloaded from The Cancer Genome Atlas (TCGA). Differential expression analyses were performed between the recurrence or metastasis group and the non-recurrence/metastasis group. Then, we screened potential prognostic markers from the four kinds of omics data respectively and established prediction models using three classifiers.



Results

We achieved differential expressed mRNAs, lncRNAs, miRNAs and CNVs between the two groups. According to feature selection scores by the random forest algorithm, 275 CNV features, 50 lncRNA features, 150 miRNA features and 150 mRNA features were selected, respectively. And the prediction model constructed by the features of lncRNA data using random forest method showed the best performance, with an area under the curve of 0.763, and an accuracy of 0.819 under 10-fold cross-validation.



Conclusion

We developed a computational model using omics information, which is able to predicting recurrence and metastasis risk of EC accurately.





Keywords: endometrial carcinoma, recurrence and metastasis, lncRNA, CNV, mRNA, miRNA, prediction model



Introduction

Endometrial carcinoma (EC) is a kind of epithelial malignant tumor occurring in the endometrium and is one of the three major gynecological malignancies (1–3). In North America and Europe, it is the fourth leading cancer following breast cancer, lung cancer, colorectal tumor in terms of incidence (4). In China, the incidence of the disease is also increasing year by year and is second only to cervical cancer (5). Obesity, hormonal and metabolic disorders are particularly closely related to the occurrence of EC (6). Its clinical treatment is mainly surgical resection, supplemented by radiotherapy and drug treatment. Although most patients are at the early stage when diagnosed and have a good prognosis, 15% - 20% of patients will have recurrence and metastasis (7–9). The presence of poor prognosis of recurrence or metastasis is the main cause leading to the death of EC patients (10, 11). Therefore, accurate prediction of the recurrence and metastasis of endometrial cancer as early as possible and performed targeted adjuvant therapy are essential to improve the survival rate of EC patients. In fact, it is difficult to identify patients with a high risk of recurrence and metastasis in the early stage. Traditionally, clinicians usually predict the risk of recurrence and metastasis by pathological type, histological grade, depth of myometrial invasion, lymphatic metastasis and extrauterine lesions, and monitor the development of the disease through patients’ regular radiologic examination and laboratory examinations (12–15).

Nowadays, with the development of liquid biopsy technology and the popularization of artificial intelligence in the field of medical images, there are many new explorations and novel methods in predicting tumor recurrence and metastasis (16–22). For example, Wu et al. developed a deep convolutional neural network (CNN) model to predict the risk of recurrence and metastasis from hematoxylin and eosin (H&E) stained sections of lung cancer (23). For estimating the risk of recurrence and metastasis in patients with HER2-positive breast cancer, Yang et al. constructed a novel multimodal fusion model integrating H&E images and clinical characteristics (20), with an area under the curve (AUC) of 0.72 in the independent testing data. Feng et al. identified that detection of somatic mutations of ctDNA could predict recurrence of EC effectively and stably (16). Ye et al. developed a deep convolution network to predict cervical cancer metastasis and recurrence risk (24). Based on the study results of The Cancer Genome Atlas (TCGA), endometrial cancer was classified into four categories according to the mutation spectrum, somatic copy number alterations (SCNAs) and microsatellite instability (MSI): DNA polymerase epsilon (POLE) ultramutated, high microsatellite instability (MSI-H), copy-number low, and copy-number high (25). TCGA molecular typing has initially shown good application prospects in predicting the prognosis of endometrial cancer patients and has been listed in the national comprehensive cancer network (NCCN), which may affect post-surgical adjuvant treatment. However, no applicable prognostic prediction models only based on genomics have been found by retrieving concerned literatures (8, 10).

In this study, all sequencing data and clinical information of patients with EC from TCGA (http://cancergenome.nih.gov/) were downloaded and organized to study the association between gene mutation/expression and recurrence or metastasis of EC. Specifically, we first compared the differential expressions of mRNA, long non-coding RNA (lncRNA) and microRNA (miRNA) between patients with recurrence or metastasis and patients without recurrence or metastasis using the DESeq2 package, and then analyzed differences of copy number variations (CNVs) between the two groups by rank-sum test. Furthermore, we analyzed the function of these differential genes, and discussed the molecular mechanism of recurrence and metastasis of EC. After that, characteristic variables were selected by a random forest (RF) algorithm with feature selection and were used to establish prognostic prediction models using three different classifiers. Finally, the RF model based on lncRNA showed the best performance among the twelve models.



Materials and methods


Study participants

TCGA is a great cancer genome project which has produced genomic, epigenomic, transcriptomic and proteomic data of more than 20,000 cancer patients covering multiple cancer types. These data can help researchers have a more comprehensive understanding of cancer and improve the level of cancer screening, diagnosis and treatment. Clinical information of 548 patients with EC was downloaded from the TCGA data portal, including 204 patients without recurrence or metastasis, 43 patients with recurrence or metastasis and 301 patients without information of recurrence and metastasis. In addition, mRNA sequencing data of 543 EC patients, miRNA data of 538 EC patients, lncRNA data of 537 EC patients and CNV data of 534 EC patients were downloaded. Then, we matched the data according to the patient ID, and selected patients with complete omics data and prognostic information into the study.



Difference analysis

The expression data of mRNAs, lncRNAs and miRNAs were displayed as reads per million (RPM) and the expression levels were normalized by DESeq2 (26) package of R language for difference analysis. Then the differentially expressed mRNAs, lncRNAs and miRNAs were calculated by DESeq2 with Padj < 0.05 and the absolute log2FC > 1 as the cutoff value, respectively. The CNVs of two groups (recurrence and metastasis group and non-recurrence/metastasis group) were analyzed by SPSS statistical software and significant differences were screened by rank-sum test with P < 0.005 as the threshold.

To explore the potential biological functions of these differential genes and the signal pathways they may participate in, we performed Gene Ontology (GO) (27, 28) and Kyoto Encyclopedia of Genes and Genomes (KEGG) enrichment analyses by employing clusterProfiler R package (29) with p_value < 0.05 and q_value > 1 as the threshold.



Feature selection for modeling

The patients in the recurrence and metastasis group and in the group without recurrence or metastasis were divided into the training set and the test set with the ratio of 7:3, respectively. After the division, the patients were fixed in the training set or the test set, that is, in different omics analyses, the same patient was always in the training set or test set.

For each omics data of the training set, a feature selection algorithm based on RF was applied to screen important features (30–33). Specifically, we screened the characteristic variables with scores according to Gini index. Then the features were grouped in steps of 25 and performed 10 fold cross-validation and scored to confirm the final number of features.



Model construction and comparison

Based on the selected characteristic parameters, RF, logistic regression and support vector machine classifiers were chosen for model construction to select the best model to predict the recurrence or metastasis of patients with endometrial cancer. Specifically, omics data in the training set were grid searched in each classifier to select the best super parameter, and then the final super parameter was determined through 10 fold cross-validation. Finally, we obtained 12 prediction models and compared the prediction performance mainly using the AUC of receiver operating characteristic (ROC) curves, precision and accuracy.




Results


A brief study design of exploring molecular mechanism and establishing prediction model

The overall process of exploring the molecular mechanism of recurrence and metastasis, and establishing risk prediction models using a machine learning algorithm was described in Figure 1. Firstly, four kinds of omics data and clinical information of EC patients were downloaded from TCGA, and then the patients were divided into two groups according to the prognosis status. Secondly, differential expression analysis was performed between the recurrent and metastatic group and non-recurrent metastatic group. Furthermore, we analyzed the function of differential genes using GO and KEGG. At the same time, characteristic variables were selected by a RF algorithm with feature selection and were used to establish prognostic prediction models using three different classifiers.




Figure 1 | The overall pipeline of this study, including the following main steps: 1) Obtained four kinds of omics data (mRNA, miRNA, lncRNA and CNV) and clinical information of EC patients from TCGA; 2) Difference analysis between two groups and function analysis of differential genes; 3) Feature selection and construction of prediction model.+.





Clinicopathological features of patients with EC

After matching data according to the patient ID, 238 EC patients with both prognostic information and four kinds of omics data were obtained. Of these patients, 39 patients (16.39%) had cancer recurrence or metastasis whereas 199 patients (83.61%) had no recurrence or metastasis. Clinical and pathological information of these two groups of patients in this study was shown in Table 1. Because some information is absent, such as lymph node, progesterone receptor and estrogen receptor status, only some factors that may be related to the prognosis of patients (7, 34) were selected for statistical analysis. As can be seen, clinical stage was significantly associated with recurrence or metastasis in this set of data, with a P_value of 0.000656. Whereas, there were no significant differences between the recurrent or metastatic group and non-recurrent or metastatic group in ages (median), body mass index (BMI) and pathological type.


Table 1 | Summary of clinical information of patients with EC.





Results of differential expression analysis

Among the expression data of 17,958 mRNAs, 592 mRNA genes were expressed significantly different between the recurrent and metastatic group and non-recurrent or metastatic group, with 169 up-regulated genes and 423 down-regulated genes in the recurrent or metastatic group compared to the non-recurrent or metastatic group (Figure 2A). And 3,352 differentially lncRNAs were achieved, in which 87 lncRNAs were significantly different, with 51 down-regulated and 36 up-regulated (Figure 2B). In addition, there were 687 differentially expressed miRNAs, in which 39 miRNAs were significantly different, with 23 down-regulated and 16 up-regulated (Figure 2C). Heatmaps of the top 50 differentially expressed mRNA, lncRNA and miRNA were shown in Supplementary Figures 1–3. As CNVs had been reported to affect the recurrence of EC (34), it was selected separately for analysis. Finally, 939 significantly different CNVs were got after analyzing by SPSS statistical software with P < 0.005 as the threshold.




Figure 2 | Volcano plots of the differentially expressed mRNAs (A), lncRNAs (B) and miRNA (C) between the recurrent or metastatic group and non-recurrent or metastatic group. Red represents up expression and green represents down expression. Black indicates the expression with both the absolute log2FC > 1 and Padj < 0.05. The X axis shows an adjusted P value and the Y axis shows a log2FC.



Then GO and KEGG enrichment analyses were performed to explore the function and involved signal pathways for further investigating the prognostic value and molecular mechanisms. For significantly differentially expressed mRNAs, the top twelve molecular functions with the highest proportion of genes were displayed in Figure 3A, and first twelve enriched signaling pathways were shown in Figure 3B. We found that the molecular functions of these differentially expressed mRNAs mainly enriched in signaling receptor activator activity, receptor ligand activity, growth factor activity, sodium ion transmembrane transporter activity, peptidase inhibitor activity, serine-type endopeptidase inhibitor activity, and so on. And the results of KEGG pathway analysis indicated that the recurrence or metastasis of EC may be correlated to the regulation of cytokine-cytokine receptor interaction, Calcium signaling pathway, Ras signaling pathway, viral protein interaction with cytokine and cytokine receptor. GO enrichment analysis results and KEGG pathways of the different CNVs were displayed in Figures 3C, D, respectively. From the perspective of molecular function, these mainly focus on glutathione binding, oligopeptide binding, hydrolase activity, hydrolyzing O-glycosyl compounds, hydrolase activity, acting on glycosyl bonds, anion channel activity, transferase activity, transferring alkyl or aryl (other than methyl) groups. The genes with significant CNV differences are mainly involved in the following five pathways: pancreatic secretion, drug metabolism - other enzymes, starch and sucrose metabolism, glutathione metabolism and carbohydrate digestion and absorption.




Figure 3 | Enrichment analysis results. GO enrichment analysis results of significantly differentially expressed mRNAs (A) and CNVs (C). The x-axis is gene counts, the y-axis is GO terms of molecular function. KEGG pathways of the differentially expressed mRNAs (B) and CNVs (D). The x-axis is the ratio of genes in the corresponding pathway, and the y-axis is the name of the pathway.





Modeling using lncRNA showed the best prediction performance

Among the data of EC downloaded from TCGA, there are 17958 mRNA expression information, 7315 lncRNA expression information, 1881 miRNA expression information and 16383 copy number variation information. Variable selection for these biological data was performed using the RF to determine variable importance measures. The scoring of different number of features screened by RF is shown in Figure 4. The features with the highest 10-CV score were selected for model construction. Specifically, 275 features were chosen from CNV data because the score of 275 features was 0.826, significantly higher than other feature combinations (Figure 4A). And 50 lncRNA features were selected as the score was 0.851, which was higher than others (Figure 4B). For the other two kinds of genomic data, 150 features of miRNA and mRNA were selected, with the highest score of 0.862 and 0.856, respectively (Figures 4C, D).




Figure 4 | Scores of different feature number selection based on omics data. (A) Feature selection of CNV, (B) feature selection of lncRNA, (C) feature selection of miRNA, (D) feature selection of mRNA. The x-axis is feature numbers, the y-axis is the 10-CV score.



For each kind of omics data, three classifiers (RF, LR and SVM) were used to construct the prediction model. The ROC curves of three models based on lncRNA data were displayed in Figure 5A, because the model based on the characteristics of lncRNA data represented the best prediction performance. And accuracy, precision, recall and F1-score of the three models were shown in Figure 5B. The RF model constructed by the features of lncRNA data was able to predict recurrence or metastasis of EC with an AUC of 0.763, an accuracy of 0.819. The ROC curves of other models using omics variables were shown in Supplementary Figures 4. The ROC curves of models with the best prediction performance constructed by four omics data (lncRNA, mRNA, miRNA and CNV) were represented in Figure 5C, and the accuracy, precision, recall and F1-score of the prediction models were revealed in Figure 5D.




Figure 5 | Prediction performance of different models based on four kinds of omics data. (A) ROC curves of three models based on lncRNA data. (B) Accuracy, precision, recall and F1-score of three models for lncRNA signatures. Comparison of ROC curves (C) and four properties (D) of optimal models based on four kinds of omics data.






Discussion

The Oncotype Dx (21 genes) and MammaPrint (70 genes) are two products for predicting recurrence and metastasis of breast cancer which have been internationally recognized (35). However, for patients with EC, there is no effective model based on molecular variations to evaluate the risk of recurrence and metastasis. EC is a malignant tumor, which often occurs in perimenopausal and postmenopausal women. It usually has a good prognosis if diagnosed early and treated appropriately. So, patients will benefit greatly when a product like Oncotype DX appears, that can help clinicians assess the recurrence risk of patients and adopt adjuvant treatment strategies according to different risk stratification. Previous studies have established prediction models based on clinical characteristics (14, 15) and combined clinical characteristics with molecular data (34). AUC value of the model using clinical features only was about 0.7, whereas M. D. Miller et al. used different kinds of molecular data, up to 5 categories, it may be difficult and expensive to apply clinically.

Here, starting from the data of TCGA, we analyzed the differences of mRNA expression, miRNA expression, lncRNA expression as well as CNVs between patients with recurrence and metastasis and non-recurrence or metastasis, and further analyzed their molecular biological functions and involved signal pathways, trying to explore the molecular biological mechanism of these differences and recurrence and metastasis. Although these molecules are related to recurrence and metastasis, it does not mean that these differential molecules can accurately and reliably predict recurrence and metastasis. To build the prediction model, it is still necessary to select the most appropriate feature combination by statistical methods (17, 34). Therefore, we used the feature selection algorithm of RF to filter features and selected different classifiers to establish models. Finally, the model using lncRNA data showed the best performance, with an AUC of 0.763, an accuracy of 0.819.

There are still several limitations in this study. Firstly, the sample size was limited and the survival time of tracking was not long enough, which may lead to inaccurate results. However, we have downloaded all samples information from TCGA, a relatively large-scale cancer genome database. Looking for more samples from other open databases or hospitals may be a solution. Secondly, the research on molecular mechanism was not deep enough (36–39). Maybe we should explore and discuss the mechanism of recurrence and metastasis of endometrial cancer in another study (40–42). Thirdly, a more advanced computational model can further improve the prediction accuracy as used elsewhere (43–46). Finally, this study lacked an independent validation set and did not develop a clinically scoring system and thresholds to discriminate risk of recurrence and metastasis. At present, we have not collected enough clinical samples for verification. We will continue to collect data to improve this study.
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Background

Cuproptosis is a new modality of cell death regulation that is currently considered as a new cancer treatment strategy. Nevertheless, the prognostic predictive value of cuproptosis-related lncRNAs in breast cancer (BC) remains unknown. Using cuproptosis-related lncRNAs, this study aims to predict the immune microenvironment and prognosis of BC patients. and develop new therapeutic strategies that target the disease.



Methods

The Cancer Genome Atlas (TCGA) database provided the RNA-seq data along with the corresponding clinical and prognostic information. Univariate and multivariate Cox regression analyses were performed to acquire lncRNAs associated with cuproptosis to establish predictive features. The Kaplan-Meier method was used to calculate the overall survival rate (OS) in the high-risk and low-risk groups. High risk and low risk gene sets were enriched to explore functional discrepancies among risk teams. The mutation data were analyzed using the “MAFTools” r-package. The ties of predictive characteristics and immune status had been explored by single sample gene set enrichment analysis (ssGSEA). Last, the correlation between predictive features and treatment condition in patients with BC was analyzed. Based on prognostic risk models, we assessed associations between risk subgroups and immune scores and immune checkpoints. In addition, drug responses in at-risk populations were predicted.



Results

We identified a set of 11 Cuproptosis-Related lncRNAs (GORAB-AS1, AC 079922.2, AL 589765.4, AC 005696.4, Cytor, ZNF 197-AS1, AC 002398.1, AL 451085.3, YTH DF 3-AS1, AC 008771.1, LINC 02446), based on which to construct the risk model. In comparison to the high-risk group, the low-risk patients lived longer (p < 0.001). Moreover, cuproptosis-related lncRNA profiles can independently predict prognosis in BC patients. The AUC values for receiver operating characteristics (ROC) of 1-, 3-, and 5-year risk were 0.849, 0.779, and 0.794, respectively. Patients in the high-risk group had lower OS than those in the low-risk group when they were divided into groups based on various clinicopathological variables. The tumor burden mutations (TMB) correlation analysis showed that high TMB had a worse prognosis than low-TMB, and gene mutations were found to be different in high and low TMB groups, such as PIK3CA (36% versus 32%), SYNE1 (4% versus 6%). Gene enrichment analysis indicated that the differential genes were significantly concentrated in immune-related pathways. The predictive traits were significantly correlated with the immune status of BC patients, according to ssGSEA results. Finally, high-risk patients showed high sensitivity in anti-CD276 immunotherapy and conventional chemotherapeutic drugs such as imatinib, lapatinib, and pazopanib.



Conclusion

We successfully constructed of a cuproptosis-related lncRNA signature, which can independently predict the prognosis of BC patients and can be used to estimate OS and clinical treatment outcomes in BRCA patients. It will serve as a foundation for further research into the mechanism of cuproptosis-related lncRNAs in breast cancer, as well as for the development of new markers and therapeutic targets for the disease.





Keywords: cuproptosis, breast cancer, lncRNA, tumor microenvironment, tumor mutation burden



Introduction

Breast cancer (BC) is a cancer that affects mainly women and is a major factor in mortality worldwide (1). BC has overtaken lung cancer as the most usual cancers, with an estimated 2.26 million new cases in the word (11.7%) (2–4). Developing countries account for nearly 60% of mortality (4). Despite early screening and development of anticancer strategies, the prognosis of BC patients has improved significantly (5), but the recurrence rate of BC remains high (6, 7). The prognosis of breast cancer depends not only on the pathological stage at the time of detection but also mainly on the category of breast cancer (8). Breast cancer can be classified into different subgroups, which are primarily on the basis of human epidermal growth factor receptor 2 (HER2), progesterone receptor expression (PR), Ki-67 value, and estrogen receptor (ER). By exploring global gene expression profiles, breast cancer can be also divided into molecular subgroups, HER2-enriched, including Luminal B, Luminal A, Basal-like, and Normal-like (9). BC is a highly heterogeneous tumor, and the search for biomarkers which helps to the diagnosis, prognosis and prediction of breast cancer has important meaning for monitoring breast cancer recurrence and disclosing new therapeutic target spots throughout the treatment process (10, 11).

Cuproptosis is a new regulatory cell death pattern that mainly relies on the direct binding of fatty acyl components of the tricarboxylic acid (TCA) cycle of mitochondrial respiration, distinguished from other regulatory cell death features like pyroptosis, ferroptosis and apoptosis. With the accumulation of acylated protein and the subsequent decrease in iron-sulfur cluster protein, the cells died due to protein toxic stress. Copper is a vital cofactor for all organisms, but it can become poisonous if density exceed the threshold value maintained by evolutionarily conservative steady-state mechanisms. Current studies have found significant changes in copper content in serum and tumor tissues in some tumor patients (12–14). In addition, mechanisms regarding copper-dependent tumor growth and progression have been recently discovered and summarized in other studies (15, 16). Copper is also capable of promoting angiogenesis, which is essential for tumor metastasis and progression. Overload of copper can also lead to cell death. Because copper plays a crucial part in the occurrence, severity and development of cancer, it may be an important hub for halting cancer development (17).

Long non-coding RNA (lncRNA) means a non-coding RNA that is more than 200 nucleotides in length (18, 19). Increasing evidence show that LncRNA play a crucial role in regulating tumor occurrence and metastasis (20). For example, it has been demonstrated that the M2 polarization of macrophages and the aggressiveness of BC cells are both influenced by the LINC01140/miR-140-5p/FGF9 axis (21). LncRNA PVT1 can accelerate malignant changes in the phenotype of BC cells by controlling the MIRI-194-5P/BCLAF1 axis as a competing endogenous RNA (22). lncRNA were the key factors for BC chemical resistance (23). Although there are more and more studies on the role of lncRNA in cancer, our understanding of the role of lncRNA in the occurrence is less. Currently, there is a small number of studies on the lncRNA related to cuproptosis, and no studies on the lncRNA related to cuproptosis in BC.

In this study, we established a predictive features and internal validation on the basis of cuproptosis-related lncRNAs. We further analyzed its underlying value in predicting the diagnosis, prognosis, chemotherapy response, and tumor immune infiltration of patients with BC.



Materials and methods


Patients and datasets

We do this from the TCGA official website (https://portal.gdc.cancer.gov/); Data were obtained for 1089 alive patients with lncRNA expression. Fifty-two genes related to cuproptosis were downloaded from the genecard database and previous literature (24) (GeneCard filtering condition: Relevance score >20).



Construction of prediction features of cuproptosis-associated lncRNA

Associations between cuproptosis-related genes and lncRNAs were calculated using the “limma” package in R. Using correlation coefficients |R2|> 0.35 and p < 0.05 as screening standard, in sum, 1,136 cuproptosis-related lncRNA expressions were obtained. We made use of univariate Cox regression analysis to gain cuproptosis-related lncRNA associated with the prognosis of BC patients, then constructed training and test cohorts according to the 1:1 random assignment principle. The training cohort was subjected to lasso-Cox regression analysis to acquire cuproptosis-related lncRNA, and the prediction features of cuproptosis-related lncRNA were constructed. The equation used for this analysis was as follows: Risk score = (Expi × βi). (Exp: expression level of model gene; β: model gene coefficient).



Construction of nomogram

By combining the risk score with the clinicopathological characteristics of patients’ age, phase, and TNM stage, a nomogram that can forecast patients with BRCA’s 1-, 3-, and 5-year survival was developed. We verified that predicted survival is consistent with actual survival by using a calibration curve.



Collection and pretreatment of epigenetic mutation data

Somatic changes in the BRCA cohort were obtained from the TCGA database. TMB was defined as the number of somatic, coding, base substitution, and indel mutations per megabase in the genome tested using non-synonymous and transcoding indels at the 5% limit of detection. The “MAF Tools” R package (25) has been used to test the amount of somatic non-sense point mutations in per sample. Reveals how BRCA drives somatic changes in genes for samples with low and high-risk scores.



Gene ontology and Kyoto Encyclopedia of genes and genome pathway analysis

In accordance with the median risk score, patients with BC were distinguish between high-risk team and low-risk team. The error detection rate (FDR) < 0.05 and | log2fold change (FC) > 1| were used as screening standard for obtaining cuproptosis-related genes (DEGs) with divergence in expression. We utilize the “ggplot2” package for GO and KEGG analysis. The difference was regarded as statistically significant when the P value was less than 0.05.



Correlation between risk score and immune cell infiltration

The relative ratio of infiltrating immune cells was calculated using the ssGSEA and CIBERSORT R scripts. In exploring the correlation during risk rating values and immunologically infiltrating cells, we used a Spearman rank correlation analysis.



Role of predictive features in predicting clinical treatment outcome

To assess the role of predictive features in forecasting response to BRCA therapy, we computed the maximum inhibitory concentration (IC50) half of the common chemotherapeutic agents used to the clinical treatment of BC. In order to compare the IC50 values between high-risk and low-risk teams, the Wilcoxon signed rank test was used.



Data analysis

All data analyses were executed using the R software (version 4.0.2). The expression of cuproptosis-related DEGs in both normal and cancer tissues was examined using Wilcoxon’s test. Using univariate Cox regression analysis, the association between cuproptosis-related lncRNA and overall survival (OS) was examined, and lasso- Cox analysis was applied to sift cuproptosis-related lncRNA to set up predictive features. The Kaplan-Meier approach and the logarithmic rank examine were used to compare the OS of patients in the high-risk team and the low-risk team. The ROC curve was plotted using the “survivalROC” package, and the area under the curve (AUC) value was calculated.




Results


Construction of prediction features of cuproptosis-associated lncRNA

We identified 1136 lncRNA associated with cuproptosis (Supplementary Table S1). Univariate Cox regression analysis showed there were 51 lncRNA related to the recovery results of BC patients. We made use of Lasso multivariate Cox regression analysis to select for efficient prognostic-related symbols, and a prognostic model was established from the training set (Figures 1A, B). It showed that 11 lncRNA (GORA B-AS1, AC 079922.2, AL 589765.4, AC 005696.4, Cytor, ZNF 197-AS1, AC 002398.1, AL 451085.3, YTHDF 3-AS1, AC 008771.1, LINC 02446) associated with cuproptosis were identified to construct predictive signatures. GORAB-AS1, AL589765.4, AC005696.4, CYTOR, YTHDF3-AS1, AC008771.1 were protective while AC079922.2, ZNF197-AS1, AC002398.1, AL451085.3, LINC02446 were risk factors (Figure 1C). The risk grade was calculated as follows: Risk grade = (0.643×GORAB-AS1 expression) +(-0.892×AC079922.2 expression) +(0.160×AL589765.4 expression) +(0.160×AC005696.4 expression) +(0.126×CYTOR expression) +(-1.927×ZNF197-AS1 expression) +(-0.278×A C002398.1 expression) +(-0.603×AL451085.3 expression) +(0.206×YTHDF3-AS1 expression) +(0.055×AC008771.1 expression) +(-0.147×LINC02446 expression).




Figure 1 | Construction of a signature for predicting features of cuproptosis-related lncRNA using the Lasso method. (A) Cross validation diagram. (B) LASSO coefficients of prognostic genes. (C) Sankey diagram of prognostic cuproptosis-related lncRNAs.





Relationship between predictive features and prognosis of BC patients

According to the formula, each patient’s risk grade was determined, and the patients were then divided into high-risk and low-risk teams based on the median risk score. To ascertain the value of the risk score in predicting the prognosis of BC patients, the OS time in the high-risk and low-risk groups was analyzed using the Kaplan-Meier method. The OS time in the high-risk team was significantly reduced when compared to the low-risk team (Figure 2A, p<0.001). To ascertain if predictive features were an independent prognostic element in patients with BC, Cox regression analysis was executed. Age, T stage, N stage, M stage, and risk score were found to be significantly correlated with OS in univariate Cox regression analysis of BC patients (Figure 2B). In patients with BC, multivariate Cox regression analysis revealed that risk scores and age were independent predictors of OS (Figure 2C). Risk scores for high and low risk teams as displayed in Figures 2D–F. As shown in the figure, the number of patients who died increased as the risk increased, and the expression of Cuproptosis-related lncRNA in the two risk groups was also shown. Indicating good predictive performance, the 1-, 3-, and 5-year survival AUCs were 0.849, 0.779, and 0.794, respectively (Figure 2G).




Figure 2 | Relationship between prognosis and predictive features of patients with BC. (A) OS rates for BC patients in the high-risk and low-risk teams according to a Kaplan-Meier analysis. (B) Forest map of univariate Cox regression analysis. (C) Forest map of multivariate Cox regression analysis. (D) Risk score of BRCA patients calculated according to the model and division of high- and low-risk teams. (E) Gene expression heat maps. (F) Survival status. (G) ROC curve of the predictive characteristic and AUC of 1-, 3-, and 5-year survival. OS, overall survival; ROC, receiver operating characteristics; AUC, area under curve; T, tumor; N, lymph nodes; M, Metastasis.





Identification and verification of nomograms

To further forecast the prognosis of patients with BC, we set up an nomogram with clinical pathology variables and risk scores that predicts the 1, 3, and 5 years prognosis of patients with BC (Figure 3A). The calibration curve demonstrates good agreement between the predicted survival at 1, 3, and 5 years and the actual OS rates (Figure 3B). All results suggest that histograms created by cuproptosis-related lncRNAs have good prognostic potential for BC patients.




Figure 3 | Construction and verification of nomograms. (A) The 1,3and 5 years OS of patients with BC is predicted by nomograms that combine clinical pathology variables with risk scores. (B) The calibration curve tested the agreement between the actual OS rate and the predicted 1-,3-, and 5-year survival rates.





The correlation between predictive features and prognosis of BC patients with different clinical pathological variables

In order to investigate the correlation between prognosis and predictive features of patients with BC classified in accordance with different clinical pathological variables, patients with BC were grouped according to age, T stage, N stage and M stage. Significantly fewer patients in the high-risk group survived longer than those in the low-risk group. These findings imply that regardless of clinicopathological factors, the predictive function can forecast the prognosis of BC patients (Figures 4A–H).




Figure 4 | Kaplan-Meier survival curves of high-risk and low-risk teams in the patients sorted by different clinical pathological variables. (A, B) age. (C, D) T staging. (E, F) N staging. (G, H) M staging. T, tumor; N, lymph node; M, distant transfer.





Validation of predictive signature

To verify of the applicability of OS prediction features on the basis of the entire TCGA dataset, validation in both the test cohort and the total cohort, the test cohort showed that patients in the high-risk group had lower OS ratios than those in the low-risk group (Figure 5A, p < 0.001). The high-risk team’s prognosis was worse than the low-risk team’s prognosis for the entire cohort (Figure 5B, p < 0.001). The ROC curves of both cohorts showed cracking predictive performance. In the test cohort, the AUC was 0.686, 0.687, and 0.686 for the 1-, 3-, and 5-year survival rates, separately (Figure 5C). In the total cohort, the 1-, 3-, and 5-year survival AUCs were 0.766, 0.734, and 0.736, separately (Figure 5D).




Figure 5 | Internal verification of OS prediction signatures based on the TCGA dataset. (A) Kaplan-Meier survival curves in the test cohort. (B) Kaplan-Meier survival curves in the total cohort. (C) ROC curves and AUC for 1-, 3-, and 5-year survival in the test cohort. (D) ROC curves and AUC for 1-, 3-, and 5-year survival in the total cohort.





Association between risk signature and TMB

Current studies had emphasized that high TMB were significantly related with abundant CD8+ T cells, which can recognize cancer cells and then lead to an anti-tumor immune outcome (26–29). Therefore, we inferred that TMB might serve as a non-negligible prognostic element in the anti-tumor immunotherapy response, aiming to study interactions between risk scoring and TMB to reveal the genetic variation of subtypes of risk scoring (30). Patients were distributed to different subtypes on the TMB immune set point line. The survival curve indicated that a high TMB value markedly indicated a short total survival time (p = 0.018, Figure 6A). To further quest for validity of risk scores and consistent prognostic significance of TMB, we tested and verified the synergistic influence of the two markers in predicting the prognosis of BRCA. As shown by the layered survival curve, the TMB status did not interfere with the prognostic performance of the risk score. The risk score subgroup showed significant difference in prognosis between the low and high TMB status hypotypes (p < 0.001, Figure 6B).




Figure 6 | Association of risk score with TMB and gene mutations. Kaplan-Meier curves for high and low TMB teams (A). Kaplan-Meier curve for patients layered by TMB and risk score (B). OncoPrint was built with a low-risk score (C) and a high-risk score (D).



In addition, we probed and visualized the distribution of gene mutations among subtypes with different risk scores. The integrated scenery of somatic variations showed mutational models and clinical features of the top 15 most frequently changed driving genes (Figures 6C, D). Significant mutation (SMG) profiles indicated that PIK3CA (36% versus 32%) had a higher rate of somatic mutations in the high-risk core subtypes, while SYNE1(4% versus 6%) had a higher rate of somatic mutations in the low-risk core subtypes—a subset of risk scores. These findings may shed new light on the intrinsic link between high and low risks and somatic variation in BRCA immunotherapy. All in all, these consequences suggest that risk scores may serve as independent prognostic predictors and have the potential to access clinical outcomes of anti-tumor immunotherapy.



Heat map and gene enrichment analysis

To investigate the expression of prognostic model genes in clinical characteristics, we established expression heatmaps based on clinical features, correlations between high-risk and low-risk groups, patient age, tumor stage, and lymphoid. Prognostic model genes between nodes were investigated. Lymph node metastasis and Immune Score (Figure 7A). Since the prognosis of patients in the high-risk team and the low-risk team was different, enrichment analysis was executed to study possible discrepancies between the high-risk team and the low-risk team (Figure 7B). Moreover, we discovered that in biological process (BP), enriched in humoral immune response, protein activation cascade, completion activation, classical pathway. Human immune response mediated by circulating immune globulin, the cellular component is enriched in the immune globulin complex, circulating, blood microparticle, external side of plasma membrane, collagen-containing extracellular matrix. Molecular-rich antigen binding, rage receptor binding, immunoglobulin receptor binding, extra-granular matrix structural constitution. More importantly, KEGG was enriched in IL-17 signaling pathway-κB signaling pathway, B cell receptor signaling pathway, completion and colonization cascades.




Figure 7 | Clinically relevant heat map and GO/KEGG pathway enrichment analysis. (A) On the basis of risk characteristics associated with prognosis, a heat map of distribution of cuproptosis-related lncRNA and clinical pathology variables was plotted. The more intense the red, the more intense the expression. The more intense the blue, the more subdued the expression. **p < 0.01, ***p < 0.001. (B) The graph depicts the GO and KEGG analysis of differential genes with high and low risk..





Immune cell infiltration and immune-related function

To investigate further the relationship between risk scores and immune cells and function, we used ssGSEA to calculate enrichment scores for various immune cell subsets, associated functions, or pathways. Results showed that sensitized Dendritic cells (aDC), B cells, CD8+T cells, T follicle helper cells (Tfh) cells, T helper type 1 (Th1) cells, Tumor Infiltrating Lymphocytes (TIL) were strikingly different between the high-and low-risk teams (Figure 8A). The IFN response was lower in the high-risk team than in the low-risk team for cytolytic activity, Human Leukocyte Antigen (HLA), T-cell-co-stimulation, inflammation promotion, and Type II immune function scoring (Figure 8B). These findings suggest that immune function is more inactive in high-risk groups.




Figure 8 | Immune infiltration cell score and immune-related function in high-risk and low-risk population. (A) The ssGSEA algorithm was used to calculate the levels of infiltration of 16 immune cells in high-risk and low-risk populations. (B) Relationship between predictive features and 13 immune-related functions. *p< 0.05; **p< 0.01; ***p< 0.001; ns, not significant.





Correlation between predictive characteristics and BC treatment

Compared with the low-risk team, CD276 expression was significantly increased in the high-risk group, suggesting that high-risk patients may respond to anti-CD276 immunotherapy. The expression levels of CD274, PDCD1, and CTLA4 in the low-risk team were significantly increased, suggesting that low-risk patients might have a potential response to immunotherapy with PD-1, PD-L1, and CTLA4 (Figure 9). In addition to immunotherapy, we also studied the relationship between predictive features and the general chemotherapeutic response of BC. The IC50 values of imatinib, lapatinib, and pazopanib in the high-risk team were found to be lower, while those of bosutinib, cisplatin, cytarabine, gefitinib, gemcitabine, lenalidomide, nilotinib, paclitaxel, and sunitinib in the high-risk team were found to be higher (Figures 10A–L), which helped explore treatment options for high-risk and low-risk populations.




Figure 9 | Immune checkpoint expression in BRCA patients from two different risk groups. Expression of two immune checkpoints (CD274, CD276, PDCD1 and CTLA4) in the TCGA cohort. ANOVA was applied as significance test, * P <0.05, ** P <0.01, *** P <0.001.






Figure 10 | (A–L) IC50 for small molecule drugs in high and low risk populations.(A): Bosutinib, (B): Cisplatin, (C): Cytarabine, (D): Gefitinib, (E): Gemcitabine, (F): Imatinib, (G): Lapatinib, (H): Lenalidomide, (I): Nilotinib, (J): Paclitaxel, (K): Pazopanib, (L): Sunitinib. IC50, half maximum inhibitory concentration.






Discussion

Although the mortality rate of BC has decreased due to the early detection and advanced treatment, the morbidity rate continues to increase annually (31–33). The role of cuproptosis in cancer was complex. Significant changes in copper content in serum and tumor tissues of patients with different cancers (such as breast cancer, cervical cancer, thyroid cancer, lung cancer, pancreatic cancer, prostate cancer, ovarian cancer, oral cancer, breast cancer, and bladder cancer) had been found (12–14). More and more studies had discovered that cuproptosis played a crucial role in the occurrence and development of cancer. However, resent research mainly paid attention to the role of cuproptosis in cancer mechanisms (12–14) and few studies to its role in cancer prognosis.

Researches had shown that lncRNA do not represent transcriptional noise. which played an essential role in tumors (34–37). For example, autophagy-related lncRNA characteristics could accurately forecast the prognosis of patients with Bladder Cancer (38). Cuproptosis-associated lncRNA was a good predictor of prognosis in patients with colon cancer (39). Prognosis of patients with BC had not been studied by constructing predictive features of lncRNA associated with cuproptosis (40, 41). Therefore, it was important to identify predictive features of lncRNA associated with cuproptosis in BC patients. In this research, we applied univariate Cox regression analysis to analyze the relationship between cuproptosis-related lncRNA and the prognosis of patients with BC patients and discovered that 51 lncRNA were related to the prognosis of patients with BC. Through lasso multivariate Cox regression analysis, we determined that 11 lncRNAs associated with cuproptosis were included in the predictive signature.

We also found significant co-expression of mRNA (LOX, BAD, LMNA, KCNH2, COMMD1, CACNA1C, COMMD1, CCS, ATOX1, LIAS, FAS) with these lncRNA. Among them, LIAS was a vital driving factor for the death of copper (24). At present, some clinical data indicate the correlation between genetic changes and immunotherapy response (42, 43). We computed and identified TMB, which was a predictor of immunotherapeutic sensitivity and increases significantly with increased risk scores. Succedent stratified survival curves indicated that the risk scores had prognostic capabilities independent of TMB, indicating that TMB and risk scores represented various aspects of immunobiology. Furthermore, the risk score, together with the mutation data, revealed a prominent discrepancy in the frequency of gene variation at the transcriptome level between different groupings. In this work, the mutation rate of PIK3CA was significantly increased in subtypes with high-risk scores, while the mutation rate of SYNE1 was increased in patients with low-risk scores.

Since the prognosis of patients in the high-risk team and the low-risk team was different, enrichment analysis was enforced to study possible divergences between the high-risk team and the low-risk team. Besides, we discovered that in biological process (BP), enriched in humoral immune response, protein activation cascade. The cellular component was enriched in the immune globulin complex and immunoglobulin receptor binding. More importantly, KEGG was enriched in IL-17 signaling pathway, completion and colonization cascades, NF-κB signaling pathway. Enrichment results showed that differential genes with high risk were closely linked to tumor and immune-related pathways.

Subsequently, ssGSEA results indicated that activated dendritic cells (ADCs), CD8+T cells, B cells, and tumor-infiltrating lymphocytes (TILs) were markedly different between the high-risk and low-risk teams. The IFN response was lower in the high-risk team than in the low-risk team for cytolytic activity, human leukocyte antigen (HLA), and Type II immune function score, inflammation promotion. These results of the survey suggested that immune function is more inactive in high-risk teams. Aside from increased tumor immune cell infiltration, the high-risk group was associated with decreased antitumor immunity, and HLA and type I IFN responses scored lower in the high-risk teams. Therefore, in breast cancer, reduced antitumor immunity in high-risk teams could explain the poor prognosis. Our study also indicated that high-risk patients may be susceptible to anti-CD276 immunotherapy and conventional chemotherapy drugs imatinib, lapatinib, and pazopanib, but resistant to bosutinib, cisplatin, cytarabine, gefitinib, gemcitabine, lenalidomide, nilotinib, paclitaxel, and sunitinib. This proved that high-risk individuals can obtain a benefit from the combined immunotherapy and chemotherapy, providing a basis for precise and individualized treatment of BC patients.

However, there were some limitations in our study. Firstly, we only used data from the TCGA database for internal validation, and we needed data from other databases for external validation to test the predictive signature’s applicability further. Secondly, the mechanism of action of cuproptosis-related lncRNA in BC needed to be further verified through experiments.



Conclusion

The cuproptosis-related lncRNA signature, in conclusion, can independently predict a patient’s prognosis for BC and provides evidence for a potential cuproptosis-related lncRNA mechanism in BC and its response to clinical therapy.
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Lung cancer is the leading cause of cancer death globally, killing 1.8 million people yearly. Over 85% of lung cancer cases are non-small cell lung cancer (NSCLC). Lung cancer running in families has shown that some genes are linked to lung cancer. Genes associated with NSCLC have been found by next-generation sequencing (NGS) and genome-wide association studies (GWAS). Many papers, however, neglected the complex information about interactions between gene pairs. Along with its high cost, GWAS analysis has an obvious drawback of false-positive results. Based on the above problem, computational techniques are used to offer researchers alternative and complementary low-cost disease–gene association findings. To help find NSCLC-related genes, we proposed a new network-based machine learning method, named deepRW, to predict genes linked to NSCLC. We first constructed a gene interaction network consisting of genes that are related and irrelevant to NSCLC disease and used deep walk and graph convolutional network (GCN) method to learn gene–disease interactions. Finally, deep neural network (DNN) was utilized as the prediction module to decide which genes are related to NSCLC. To evaluate the performance of deepRW, we ran tests with 10-fold cross-validation. The experimental results showed that our method greatly exceeded the existing methods. In addition, the effectiveness of each module in deepRW was demonstrated in comparative experiments.
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1 Introduction

Lung cancer continues to be the primary cause of cancer deaths worldwide, causing 1.8 million fatalities annually (1). The two primary kinds of lung cancer are small cell lung cancer (SCLC) and non-small cell lung cancer (NSCLC). Additionally, nearly 85% of all cases of lung cancer are related to NSCLC (2). More and more researchers found that lung cancer is highly inherited and is associated with certain genes that increase the risk (3).

Genome-wide association studies (GWAS) are a common method to mine diseased-related genes. Hung et al. (4) firstly used GWAS and found a locus in chromosome region 15q25 that related to lung cancer. Hu et al. (5) reported that 5p15 locus is related to lung cancer via GWAS, and 6p21 was found by Wang et al. (6). With the development of next-generation sequencing (NGS), whole-exome sequencing (WES), whole-genome sequencing (WGS), and other technologies are applied to find disease-related genes. Sun et al. (7) applied WES on 73 advanced NSCLC tumor samples and demonstrated Protein tyrosine phosphatase receptor type D (PTPRD) might be both a prognostic and a predictive biomarker predicting clinical outcomes in non-squamous (ns)-NSCLC patients. Liu et al. (8) found infrequent detrimental mutations in GWAS-nominated sites in dopamine β-hydroxylase (DBH) and coiled-coil domain containing 147 (CDC147) via WES.

With the explosive growth of relevant information and data in recent years, GWAS and other methods become more and more time-consuming and laborious. Many studies have focused on drug–disease association tasks and other bioinformatics tasks through machine learning and deep learning methods (9–13). Graph neural network methods that can integrate multiple types of knowledge bases are suitable for this task. 14) used graph convolutional network (GCN) to capture structural information from the network integrating gene and disease. GCN (15) is one type of neural network architecture to learn nodes and edges of graphs. It has been proven that GCN enhances algorithms of abilities to mine information and make decisions in the bioinformatics field like Deep-DRM (16).

Graph embedding methods are popular in this task. Xiong et al. (17) built a heterogeneous network that incorporates different type datasets and obtained network representation by random walk (RW) to predict gene–disease associations. RW is a common graph embedding approach. This approach has been used to research microRNAs (miRNAs) (18), gene expression (19), and drug repositioning (20). Deep walk (21) is a graph structure data-mining algorithm that combines RW and work2vec. Zhu et al. (22) integrated graph embedding representation and GCN to learn the gene–disease associations. They connected the two methods in series as the encoder to learn features and predicted associations by a decoder.

In the paper, we focused on the problem of mining NSCLC-causing genes. We treated it as a binary classification and proposed a new network-based method. We integrated two types of graph embedding method, deep walk and GCN, to represent the gene interaction network and learn the features and used DNN to predict which genes are related to NSCLC.



2 Methods

We proposed a new method named deepRW based on the gene interaction network to predict NSCLC-related genes. The structure of our method is shown in Figure 1. First, we built a graph network that represented the interactions between genes. Then, we utilized two types of graph embedding method, deep walk and GCN, to learn network information and extract features. Last, we constructed a DNN module to predict disease-related genes.




Figure 1 | The structure of deepRW. GCN, graph convolutional network; DNN, deep neural network.




2.1 Construction of the gene network

The network of gene interactions is represented as a graph network. The graph network we built can be expressed as G= (V, E) V represents the genes that we selected related to NSCLC; E represents the interactions between genes. It should be emphasized that outliers that did not interact with other genes were eliminated.



2.2 Network representation by deep walk and graph convolutional network

After we obtained the gene interaction network G= (V, E), we used two graph embedding methods to learn the representations of vertices.


2.2.1 Network representation by deep walk

Deep walk uses randomness to produce the sequences of vertices [v1, v2,… vn], where vi+1 is a vertex picked at random from the neighbors of vertex vi, and the likelihood of choosing each neighbor is proportional to the weight of the edge in the adjacency matrix that corresponds to it. In the paper, we were able to build sequences at each vertex by using deep walk.

Skip-gram (23) was used to train on the sequences of the vertices by sliding window sampling. Deep walk is actually a combination of RW and skip-gram. RW is responsible for sampling to obtain the co-occurrence relationship between nodes in the graph. Skip-gram trains the embedding vectors of nodes from the relationship. After training, we can get the embedding representation vectors and the probability distribution of the vertices. A representation vector optimizes the conditional probability P(vc/vi), where vc is the vertex that is in the context window of vi. The loss function of training is:



where W represents the window size.



2.2.2 Network representation by graph convolutional network

The other graph embedding method we used is GCN. GCN used the graph network to learn node and edge information of the graph. Compared with deep walk, GCN can not only learn the structure of each node and its neighborhood but also integrate the characteristics of each node into it. If A is the adjacency matrix, the Laplacian matrix is:



where D means the degree matrix of the network. Since the features of genes should contain not only connections between nodes but also the information itself. So we can get:



where I is the identify matrix. Then, the inverse degree matrix D′ can be obtained.



Last, we can get the features as follows:



where X is the feature vector of each vertex, and σ is the activation function. In the study, we used Leaky Rectified Linear Unit (Leaky ReLU) function (24) as the activation function. This activation function may reduce the likelihood of vanishing gradients and boost feature sparsity when compared to other activations. The formula is as follows:



Two feature vectors of each vertex were generated via deep walk and GCN. Then, two feature vectors were fused and delivered to the prediction module.




2.3 Network prediction by deep neural network

To increase the quality of features and determine whether or not the gene is related to NSCLC, we employed a DNN module after network representation by deep walk. Whether there is a linear or non-linear connection between the input and the output, DNN can determine the appropriate mathematical operation to convert the input into the output. Now, most classification methods are shallow structure algorithms, which have the disadvantages of limited representation ability of complex functions in the case of limited samples and calculation suits, and the generalization ability for complex classification problems is limited. Deep learning can realize complex function approximation by learning a deep non-linear network structure and represent the distributed representation of input data. DNN has stronger ability to abstract problems and can also simulate more complex models. The following formula may be used to determine the feature map that advances to the next layer:

	

where Input is the input of the forward propagation, Output is the output, Bias is the bias of layer l, and W is the weight of the neurons. The output of each layer is then sent via an activation function, which boosts positive vectors and suppresses negative vectors from the previous layer. We still used Leaky ReLU as the activation function in the predicting module.

Figure 2 depicts the number of layers of the DNN module and the specific parameters of each layer. There are three layers in the DNN module. Identifying NSCLC-related genes is a binary classification task, so we applied softmax as the activation function of the output layer. We used binary cross-entropy as the loss function as follows:






Figure 2 | The structure of the DNN module.



where yi means the true value, pi means the predicted value. Also, we used batch normalization (25) and early stop in the training process, which can end training if no improvement is shown after 50 epochs.




3 Materials


3.1 Dataset

DisGeNET (26) is used to obtain the gene–disease associations. DisGeNET is a database that contains information on the links between genes and disease. It is one of the biggest collections of genes and variants linked with human diseases. The data in DisGeNET come from a variety of sources, including expert-curated archives, catalogs of GWAS, animal models, and published scientific articles.

HumanNet (27), a probabilistic functional gene database, is used to generate the gene–gene associations; each gene–gene association has a score that represents the probability of the association. The gene network can be expressed as Ggg= (Ngg, Egg), where Ngg is the set of genes and Egg is the association of genes. The adjacent matrix of Ggg is Wgg ∈ RN×N, where  , w is the weight of each association of genes provided by HumanNet (Supplementary Table 1).

In the paper, we found 142 genes linked to NSCLC from DisGeNET, containing stage I, II, III, IIIA, and IIIB types(Supplementary table 1). These 142 genes were positive samples, and another 142 genes were randomly chosen that were reported to be irrelevant to the NSCLC disease. We used gene expression of tissues as the gene features from BioGPS (28).



3.2 Experimental setup

To demonstrate the performance of deepRW, we utilized 10-fold cross-validation to repeat experiments 10 times. The dataset is separated into 10 subsets, in every time experiment, we randomly choose one subset as the test samples, and the others as the train samples. The precision-recall curve (AUPR) and area under the ROC curve (AUROC) is used to evaluate the effectiveness of the methods.

In the training set, the main hyper parameters were set as follows: the window size of the Skip-gram was set to 10, and Skip-gram was trained for 10 iterations. The GCN of three layers and DNN module was trained 50 epochs, and early stopping and Adam with default parameters were used.

To demonstrate the effectiveness of our method, we tested the performance of our method by comparing the models listed as follows.

RWR: Random walk with restart (29) is used to capture relationships between two nodes and the overall structure information of the network by calculating the proximity between two nodes.

KBMF: Kernelized Bayesian matrix factorization (30), which always is used in recommender systems, can take advantage of many side information sources.

RF: Random forest (31) is a classifier that contains multiple decision trees, and its output is determined by the votes on individual trees.




4. Result


4.1 Performance of deep walk and graph convolutional network

First, we discussed the influence of the number of GCN layers. It is known that stacking too many layers into a GCN causes the vanishing gradient problem. This means that back-propagating through these networks leads to over-smoothing, eventually leading to features of graph vertices converging to the same value (32). We constructed the GCN module with two layers, three layers, and four layers. The results are shown in Table 1. From the results, GCN with three layers obtained the highest scores. Stacking four layers slightly reduced performance because of over-smoothing. In the paper, we built GCN with three layers as an encoder.


Table 1 | The effectiveness of deep walk and GCN in deepRW.



Then, we demonstrated the effectiveness of each module through the comparison trial on our method missing specific module. In “Without GCN,” we only used deep walk as the network representation module. In “Without deep walk,” we only used GCN. In “DNN,” we directly used DNN as the encoder and the decoder. Table 2 shows the results. Without GCN or deep walk, our method obtained worse scores. We can conclude that GCN and deep walk are important parts in deepRW, and integrating deep walk and GCN can improve the ability of learning the graph network.


Table 2 | The AUROC and AUPR scores of different methods.





4.2 Performance of different methods

To decrease the errors, we repeated the experiment 10 times and calculated the average scores as the final results. From the results in Table 3, we can find that deepRW outperformed all other methods in terms of AUROC and AUPR scores of 0.763 and 0.795. The RWR obtained the worst scores with AUROC and AUPR of 0.636 and 0.659, which are lower than deepRW by 16.64% and 17.11%. The results demonstrated that deepRW works better than a number of machine learning methods for locating NSCLC-related genes. GCN and deepRW are the methods that can extract feature information of nodes and edges. The results show that interactions between genes are helpful for enriching the characteristic information of genes. Compared with RWR, deep walk had better performance because deep walk combines RW and word2vec, which makes the algorithm easier to converge. Although deepRW obtained the best performance in the task, this method needs a long time to train and needs more train data to get better results.


Table 3 | The AUROC and AUPR scores of different methods.






5 Conclusion

Lung cancer is the leading cause of cancer death globally, and NSCLC is the main pathological subtype of lung cancer, accounting for about 85%. As the cost of sequencing continues to decrease and the amount of data continues to grow, GWAS and NGS as the main techniques to find disease-causing genes are time-consuming and laborious, and machine learning methods are getting more and more attention. In the paper, we proposed a new network-based method that is integrated with two different graph embedding methods to identify genes related to NSCLC. In order to learn about the relationships between genes and diseases, we first built a gene interaction network made up of both relevant and unrelated genes to the NSCLC disease. Then, we utilized deep walk and GCN to learn gene–disease interactions. Finally, DNN was constructed as the prediction module. This method concerns the gene network topology relationship and is conducive to mining genetic characteristics. We compared our method with several other methods and demonstrated better performance of our method.

We did case studies on new samples to verify the effectiveness of deepRW. We found that tumor protein p63(TP63) is related to NSCLC. Gürgen et al. (33) found that TP63 expression values were higher than the predefined cutoff of 12 in 23 NSCLC tumors with squamous cell carcinoma histology. general transcription factor IIH subunit 4(GTF2H4) was also found and supported by Wang et al. (34) who reported that GTF2H4 is associated with lung cancer risk.

Compared with machine learning methods, deepRW as a deep learning method needs more time and more samples to train to obtain better performance. In the future, we will study the ability of deepRW to identify other pathogenic genes.
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In recent years, the miRNA is considered as a potential high-value therapeutic target because of its complex and delicate mechanism of gene regulation. The abnormal expression of miRNA can cause drug resistance, affecting the therapeutic effect of the disease. Revealing the associations between miRNAs-drug resistance can help in the design of effective drugs or possible drug combinations. However, current conventional experiments for identification of miRNAs-drug resistance are time-consuming and high-cost. Therefore, it’s of pretty realistic value to develop an accurate and efficient computational method to predicting miRNAs-drug resistance. In this paper, a method based on the Support Vector Machines (SVM) to predict the association between MiRNA and Drug Resistance (SVMMDR) is proposed. The SVMMDR integrates miRNAs-drug resistance association, miRNAs sequence similarity, drug chemical structure similarity and other similarities, extracts path-based Hetesim features, and obtains inclined diffusion feature through restart random walk. By combining the multiple feature, the prediction score between miRNAs and drug resistance is obtained based on the SVM. The innovation of the SVMMDR is that the inclined diffusion feature is obtained by inclined restart random walk, the node information and path information in heterogeneous network are integrated, and the SVM is used to predict potential miRNAs-drug resistance associations. The average AUC of SVMMDR obtained is 0.978 in 10-fold cross-validation.




Keywords: miRNA, drug resistance, support vector machines, hetesim score, random walk with restart



1 Introduction

In recent years, the difficulty of drug target selection has led to the increase of drug development cost and the low efficiency of pharmaceutical industry. So far, it has been discovered that the human genome can encode up to 25,000 genes. But only 600 of the disease-causing proteins have targeted drugs, meaning a significant number are “undrugable”. Therefore, the focus of target selection has now shifted to other macromolecules, such as non-coding RNA.

According to the genetic central dogma, the DNA is a carrier that carries genetic information. During growth and development, the genetic information in DNA is transcribed into RNA. Then the RNA is translated into various proteins to perform specific biological functions. There are many types of RNAs with complex functions. Research shows that only 2% of the RNA could code for proteins, and 98% couldn’t. In biology, RNAs with non-coding are called non-coding RNAs (ncRNAs). Among ncRNAs, miRNA is a group of non-coding Rnas encoded by the genome with a length of about 20̴23 nucleotides. The miRNAs play an major role in gene expression regulation. They have a significant meaning in many biological processes such as cell differentiation, development and cellular signaling pathways.

The miRNAs play an important role in the understanding of life sciences. The miRNAs are significant in many aspects such as cellular biological processes, gene expression regulation at transcriptional and post-transcriptional levels, and others.

There are many studies on the biological mechanisms and interactions between genes, miRNAs, lncRNAs, diseases and drugs, such as the relationship between genes and diseases, miRNAs and diseases, lncRNAs and diseases, miRNAs and lncRNAs, etc.

For the association between genes and diseases, a network impulse dynamics framework based on multiple biological networks NIDM is proposed by Xiang et al. (1) to predict potential disease-gene associations. The HyMM is proposed by Xiang et al. (2) to more effectively predict disease-related genes by integrating information from the structure of multi-scale modules. The PrGeFNE is proposed by Xiang et al. (3) based on fast network embedding. An understanding of the association between genetics and disease can help understand the pathogenesis of disease.

For the association between miRNAs and diseases, a meta-path-based MDPBMP is proposed by Yu et al. (4). The information carried by the nodes is extracted and integrated through MDPBMP, and the miRNAs-disease association is predicted using embedded feature vectors. The VGAE-MDA, a deep learning framework with variational graph autoencoder, is proposed by Ding et al. (5). The MLPMDA, a miRNAs-disease association prediction method using multilayer linear projection, is proposed by Guo et al. (6). The prediction method GRPAMDA is proposed by Zhong et al. (7). The GRPAMDA combines the graph random propagation network based on DropFeature and attention network. The NIMGSA is proposed by Jin et al. (8) to predict miRNAs-disease association based on neural induction matrix completion. An ensemble learning framework with resampling method for miRNA-disease association ERMDA prediction is proposed by Dai et al. (9). A double random walk model is proposed by Zhu et al. (10). The end-to-end deep learning method PDMDA is proposed by Yan et al. (11). A computational framework SMALF based on XGBoost is proposed by Liu et al. (12). The algorithm MSCDE is proposed by Han et al. (13) based on a variety of biological source information. The method based on tensor factorization and label propagation (TFLP) is proposed by Yu et al. (14) for multi-type miRNA-disease association prediction.

For the association between lncRNAs and diseases, a non-negative matrix factorization based on graph regularization LDGRNMF is proposed by Wang et al. (15) to predict the lncRNAs-disease association. The internal inclined random walk with restart (IIRWR) is used by Wang et al. (16) to infer potential lncRNA-disease associations. A lncRNAs-disease association prediction method GBDTLRL2D based on Gradient Boosting Decision Tree and Logistic Regression is proposed by Duan et al. (17). The GCRFLDA, a prediction method based on graph convolution matrix completion, is proposed by Fan et al. (18). An end-to-end computational method based on graph attention network GANLDA is proposed by Lan et al. (19). A method called LRWRHLDA is proposed by Wang et al. (20). The LRWRHLDA designs a multi-layer network using six known heterogeneous networks, and uses Laplace normalized random walk and restart algorithm to predict. A dual attention network is proposed by Liu et al. (21).

For the association between miRNAs and lncRNAs, the LMI-INGI, based on interactome network and graphlet interaction, is proposed by Zhang et al. (22) to predict the lncRNAs-miRNAs associations. The NALMA is proposed by Zhang et al. (23) to use network distance analysis. The DWLMI proposed by Yang et al. (24). utilizes lncRNAs-miRNAs-disease-protein-drug diagram. The structural perturbation method SPMLMI is proposed by Xu et al. (25). A logical matrix factorization with neighborhood regularized, LMFNRLMI, is proposed by Liu et al. (26).

Advances in genomics and bioinformatics have facilitated the identification of miRNAs. The miRNAs have also been found to interact with a variety of drugs. It is possible to develop resistance or sensitivity during drug treatment because of the regulation of genes by miRNAs (27). For example, scientists have found that miRNA let-7b is resistant to the drug cisplatin (28). Cisplatin is an important drug in the treatment of many diseases, such as sarcoma. Cisplatin has also been reported to down-regulate miRNA let-7b expression, lead to up-regulation of Cyclin D1, and induce resistance to cisplatin. Similarly, miRNA Mir-106a is found to enhance the sensitivity of OVCAR3/CIS cells to cisplatin (29). Since both the increase and decrease of miRNA expression level can cause diseases, miRNA-targeted therapy drugs can be divided into miRNA mimics and miRNA inhibitors. Their aim is to induce gene silencing and selective up-regulation of proteins.

There are several public databases that collate miRNAs-drug relationships. For instance, the database of miRNAs-drug interactions, pharmaco-miR is developed by Rukov et al. (30) according to the interaction between miRNA target genes and drug proteins. The database mTD is developed by Chen et al. (31) to collect information about the impact of miRNAs during drug treatment. The ncDR is developed by Dai et al. (32) to provide information of noncoding RNAs related to drug resistance. However, the known link between miRNAs and drug resistance is limited. Because biological experiments are time-consuming and expensive, it is necessary to develop computation-based methods to predict the potential association between miRNAs and drug resistance.

Different computational methods have been developed to identify and predict miRNAs-drug resistance. For example, an algorithm for predicting potential miRNAs-drug resistance associations through Bi-Random Walk (BiRW) is proposed by Xu et al. (33). The method SNMFSMMA based on symmetric non-negative matrix factorization and kronecker regularized least squares is developed by Zhao et al. (34) for prediction of small molecular-miRNAs association. The GCMDR proposed by Huang et al. (35) uses graph convolution to built potential factor model, learns the graph embedding feature of miRNAs and drugs, and expresses the problem of predicting miRNA-drug association as a link prediction problem involving two- miRNA-drug sensitivity associations, named LGCMDS, is proposed by Yu et al. (36). The MDIPA, a matrix factor-based method, is proposed by Jamali et al. (37) to predict the unknown interactions between miRNAs and drug resistance. Predicting associations between small molecular and microRNAs using functional similarity of miRNAs and multiple similarity measures of small molecular is proposed by Qu et al. (38). In addition, combined with clinical, chemical, and biological information, a method based on non-negative matrix factorization to predict miRNAs-small molecule relationships is developed by Luo et al. (39).

Although there are some studies on predictive tools for miRNAs-drug resistance associations, these methods cannot fully utilize the structure and semantics in heterogeneous networks to extract higher-quality information. At the same time, the accuracy and performance obtained by these methods need to be improved. To address these issue, a method for predicting miRNAs-drug resistance based on support vector machines SVMMDR is proposed in this paper. The SVMMDR considers the path information between nodes in heterogeneous networks. The hetesim measures the correlation between nodes of the same type or different types within a unified framework. At the same time, based on the search path between two nodes, the measure between node pairs is defined by following a sequence. The node information and path information in heterogeneous networks are integrated. The SVM is used to predict potential miRNAs-drug resistance associations. The contribution of our method mainly consists of the following parts:

	The SVMMDR introduces the concept of miRNA and drug groups. On this basis, a roaming network is established. Walker is more inclined to choose the next node of the walk. The inclined diffusion feature is obtained by inclined restart random walk.

	The SVMMDR integrates node information and path information in heterogeneous networks. The data feature is obtained by combining the inclined diffusion feature and hetesim score.

	The SVMMDR algorithm improves prediction accuracy and has the highest AUC values when compared to existing algorithms.





2 Materials and methods

The miRNAs-drug resistance association data required in this paper are downloaded from ncDR database (32). The ncDR collected 5864 validated relationships between 145 compounds and 1039 ncRNAs (877 miRNAs and 162 lncRNAs) from approximately 900 published papers. We only need the correlation between miRNAs-drug resistance among them. After removing duplicate data, the 625 miRNAs, 85 drugs and 2301 miRNAs-drug resistance associations are obtained.

In this paper, an SVM-based method SVMMDR is proposed to predict the association between miRNAs-drug resistance. The SVMMDR integrates miRNAs-drug resistance association, miRNAs sequence similarity, drugs chemical structure similarity and other similarities. The path-based hetesim feature is obtained, and the concepts of miRNAs group and drug group are introduced to obtain the inclined diffusion feature through inclined random walk. Finally, the SVM algorithm is used to predict the association between miRNAs and drug resistance. This mainly includes the following steps:

	(1) The miRNAs-drug resistance association data set is downloaded from the ncDR, and the list of miRNAs and drugs, the matrix A of miRNAs-drug resistance association are obtained by de-duplication of the downloaded data. Then the gaussian interaction profile kernel similarity matrix of miRNAs GSM and of drug GSD are calculated.

	(2) The sequence of miRNA list is downloaded from miRBase database, and the miRNAs sequence similarity matrix SSM between miRNAs is calculated. The drug chemical structure similarity matrix ESD is obtained by using the published tool SimComp.

	(3) The miRNAs similarity network is obtained based on the GSM and SSM, and drugs similarity network is obtained based on the GSD and ESD.

	(4) The miRNA-resistance association network, miRNA similarity network, and drug similarity network are integrated to construct a heterogeneous network. In the heterogeneous networks, the inclined diffusion feature are obtained based on the inclined random walk with restart. Then the low-dimensional inclined diffusion feature are obtained by using Singular Value Decomposition (SVD).

	(5) The hetesim scores for miRNA-drug pairs are calculated based on paths in the heterogeneous network.

	(5) The inclined diffusion feature and the hetesim score are combined to obtain the feature data set. The combined features are used in the SVM classifier to obtain the predicted scores for miRNAs-drug resistance. The flow of SVMMDR is shown in Figure 1.






Figure 1 | Flowchart of the SVMMDR.




2.1 Calculate Gaussian interaction profile kernel similarity

The matrix A of miRNAs-drug resistance association network is obtained. The number of rows of A is the number of miRNAs, and the number of columns of A is the number of drugs, as shown in the formula (1):

 

where A(mi, di) = 1 indicates that there is a resistance between miRNA mi and drug dj.

For any given miRNA mi and mj, the gaussian interaction profile kernel similarity GSM(mi, mj) can be obtained based on A, as shown in the formula (2) and (3):

 

 

where nm is the number of miRNAs and A(i, ): is the ith row of the adjacency matrix A. The δm is used to control the frequency band, it represents the normalized frequency band of Gaussian interaction profile kernel similarity based on the new frequency band parameter δ’m. The gaussian interaction profile kernel similarity between drugs can be obtained in the same way, represented by GSD, which is given by (4) and (5):

 

 

where nd is the number of miRNAs and A(: x) is the xth col of the A.



2.2 Calculate miRNA sequence similarity and drug chemical structure similarity

The sequences of relevant miRNAs are downloaded from the public database miRBase (https://mirbase.org/) (40). The miRBase database provides information including miRNAs sequence data, annotations, and predicted gene targets. The sequence similarity SSM between miRNAs is calculated as shown in the formula (6):

 

 

where len(mi) represents the length of miRNA mi sequence, len(mj) represents the length of miRNA mj sequence, Levenshethein(mi, mj) is defined as the class editing distance of the transformation from mi sequence to mj sequence.

With the Kyoto Encyclopedia of Genes and Genomes (KEGG) database entry number corresponding to drugs in the DLREFD database as the parameter, the chemical structural similarity matrix ESD between drugs is calculated using the SimComp tool (41).



2.3 Integer similarity

In this section, miRNAs similarity network and drugs similarity network are constructed. The miRNAs similarity network is expressed as SM. The SM is fused by SSM and GSM, which is given by (8):

 

Similarly, denote SD as the drug similarity network, which is fused by ESD and GSD, as follows:

 



2.4 Obtain low-dimensional network inclined diffusion features

A global heterogeneous network is constructed by integrating the association matrix A of miRNAs-drug resistance network, the similarity matrix SM of miRNA and the similarity matrix SD of drugs. The concepts of miRNAs group and drugs group are introduced to obtain miRNA weight matrix and drug weight matrix to construct roaming network. The restart random walk is used to calculate the inclined diffusion feature on the roaming network, and the high dimensional inclined diffusion feature are obtained. Then, the SVD is used to reduce the dimension of the high-dimensional inclined diffusion feature, and the low-dimensional inclined diffusion feature is obtained. The specific sub-steps are as follows:


2.4.1 Building a heterogeneous network

The heterogeneous network G = (V, E) is constructed. The dimension of the matrix G is (nm + nd) * (nm + nd), where nm and nd is the number of miRNAs and drugs, as shown in formula (10):

 

where AT is the transpose of A.



2.4.2 Obtain the weight matrix

The drugs associated with the same miRNA are regarded as a drug group. If one miRNA with high similarity to this miRNA are associated with a drug in this drug group, this miRNA is considered to have a potential association with other drugs in the drug group.

For example, for drug di , miRNAs associated with di are regarded as a miRNA group. If dj with high similarity to di is associated with miRNA in this miRNA group, then it is assumed that di may be associated with other miRNAs in the miRNA group. Based on the above assumptions, miRNAs weight matrix WMM of nd * nm dimension and drugs weight matrix WDD of nm * nd dimension are obtained, as shown in the formula (11) and (12):

 

 

where DM (di) = {mk | ∀mk ∈ {if(A (mk, di) = = 1)},1 ≤ k ≤ nm} represents the miRNA group associated with the drug di. if (A (mk, di) = = 1, 1 ≤ k ≤ nm} represents that miRNA mk is associated with drug di. SM(mk, mj) is the similarity between miRNA mk and mj.

The drugs weight matrix WDD of nm * nd dimension can also be obtained:

 

 

where DD (mj) = {dz | ∀dz ∈ {if (A(dz, mj) = = 1)}, 1 ≤ z ≤ nd} represents the drug group associated with the drug mj. if (A(dz, mj) = = 1)}, 1 ≤ z ≤ nd} represents that drug dz is associated with drug mj. SM (dz, mj) is the similarity between drug dz and mj.



2.4.3 Construct roaming network

When drug dx is a walker, it walks on the miRNAs node network. TD is the transition probability matrix of the roaming network. For any given miRNA mi and mj, denote TD as the probability of mi transferring to mi during the walking process.

 

 

where, mi is the current node of migration, and mj is the next node. If the value of mj and dx in the weight matrix is not 0, it means that mj and dx have potential correlation, namely STD (mi, mj) = WDD (mj, dx). Otherwise, the probability of mitransferring to mjis related to miRNA similar matrix, STD (mi, mj) = SM (mi, mj).

When miRNA my is a walker, it walks on the miRNAs node network. Denote TM as the transition probability matrix of the roaming network. For any given drug di and di, TM represents the probability of di transferring to di during the walking process.

 

 



2.4.4 Obtain inclined diffusion feature by IIRWR

Based on the transfer probability matrix TD and TM obtained, the drugs inclined diffusion feature PD = [P1, P2, P3,…, Px,…,Pnd] can be obtained by random walk, where Px represents the nm-dimensional inclined diffusion feature of drug node dx. Meanwhile, the miRNAs inclined diffusion feature PM = [P1, P2, P3,…, Py,…,Pnm], where Py denotes the nd-dimensional inclined diffusion feature of miRNA node my. The nm and nd denote the number of miRNA nodes and drug nodes.

When the inclined diffusion feature Px of drug node dx is calculated, each step of the walking is faced with two choices: randomly selecting adjacent miRNA node or returning to the starting node. The walking process is shown in the equation (19):

 

 

When the inclined diffusion feature Py of miRNA node my is calculated, the walking process is shown as follows:

 

 

where r is the restart probability,   is a nd-dimensional transition probability vector of node my, and its k-th element represents the probability of accessing node k at t step, k ∈ {1, 2, … nd}.   represents the initial migration probability vector of node my, and   represents the initial migration probability of my visiting node dj.

After several iterations, the difference between the two iterations of px and py is less than 10-10. The miRNA inclined diffusion feature PM and the drug inclined diffusion feature PD reach a stable state, and the final inclined diffusion feature is obtained.



2.4.5 Calculate the low-dimensional inclined diffusion feature

The more nodes in the heterogeneous network, the higher the feature dimension obtained by the inclined restart random walk. However, when the feature dimension is high, there will be data redundancy. The sample distribution of the high-dimension space is sparse. The SVD is used to reduce the dimension of the inclined diffusion feature.

Suppose that the m * n dimensional matrix P can be decomposed by P = UΣVT, where U is a m * m-dimensional matrix and V is a n * n-dimensional matrix. The U and V are left singular vectors and the right singular vectors, both unitary matrices, that is, UUT = 1, VVT = 1. The m * n dimensional matrix Σ has values only on the main diagonal, and all other elements are zero. Every element along the main diagonal is called singular value. The singular values are arranged from largest to smallest, and the decrease is extremely fast. In many cases, the sum of the first 10% or even 1% of the singular values accounts for more than 99% of the total singular values. In other words, we can also use the largest d singular values and corresponding left and right singular vectors to approximate the matrix, as follows:

 

where d is far less than n, and the low-dimensional feature vector X can be obtained by formula (24):

 

The SVD is performed on PD and PM respectively to obtain low-dimensional node feature matrix XD and XM.




2.5 Calculate the hetesim score

In heterogeneous networks, the types of nodes are different, and the relationship between nodes has various meanings. In order to obtain the correlation between different nodes, the hetesim scores are calculated (42). The hetesim is a path-based measurement method used to measure the correlation of objects (including objects of the same type or different types) in heterogeneous networks.

(1) The transition probability matrix IMD from miRNA to drug, IDD from drug to drug, IMM from miRNA to miRNA are obtained as follows:

 

 

 

(2) The N is the node, and there are only miRNA and drug node. The path with length l between any two nodes is represented by ρ=N1 N2⋯Nl+1, and the reachable probability matrix PM=IN1N2IN2N3⋯INlNl+1 . Divide the path in half, get the PMρL and PMρR.

	when l is even,  .  . The PMρL and PMρR is calculated.

	When l is odd,  ,  .  .  . Then  ,  .



(3) The PMρL and   are calculated, where   represents the reverse of ρR, for example, if ρR = MMMDD, the
 .

 

where Hetesim (a, b| ρ) represents the hetesim score of the node a reaching the node b through path ρ. As shown in Table 1, there are 14 different paths from a miRNA to a drug when the l< 5. So, the 14-dimensional hetesim feature between each miRNA-drug node pair in the heterogeneous network is obtained.


Table 1 | The paths from a miRNA to a drug in the heterogeneous network when l< 5.





2.6 Training the support vector machine classifier

Feature data are obtained by combining inclined diffusion feature and hetesim score. For each pair of drug and miRNA sample in the calculated Hetesim score matrix, the 50-dimensional inclined diffusion feature of the corresponding miRNA and drug are obtained respectively, and 114-dimensional feature is obtained. For example, sample drug di and miRNA mj, the 14-dimensional HeteSim score of di – mj pair is combined with the 50-dimensional inclined diffusion feature of the corresponding drug di and the 50-dimensional inclined diffusion feature of miRNA mj, namely, the i-th row of the XD and the j-th row of the matrix XM, to obtain the 114-dimensional feature of drug diand miRNA mj. The 114-dimension feature dataof all sample pair are obtained by a similar method. The obtained feature data are used for SVM classifier to predict the miRNAs-drug resistance relationship.

The SVM is an effective classification method and has been widely used in the classification of biological data (43–45). The SVM can transform sample space into high-dimensional or even infinite-dimensional feature space (46). The goal of SVM is to find a hyperplane so that the sample points close to the hyperplane can have a larger distance. The steps of SVM for the algorithm are as follows:

(1) The kernel function K(xi, xj) and punish parameter C need to be selected first. The optimization problem is constructed and solved.

 

where  . The punish function C = 64. The optimal solution is obtained as  (2) A positive component of a* is selected,
 :

 

(3) The decision function is constructed.

 



2.7 The SVMMDR algorithm

In this section, Algorithm 1 describes the implementation details of SVMMDR. In lines 2 to 15 of Algorithm 1, the low-dimensional inclined diffusion feature matrix XMand XDare obtained by using the inclined random walk with restart and SVD. The hetesim score between any two nodes in a heterogeneous network is obtained from lines 16 to 41. In lines 42 to 45, the combined features is obtained and used to train the SVM classifier. Then the final prediction score is obtained.





Input: miRNAs set, drugs set, The association matrix of the miRNA-drug resistance, A;
Output: The gaussian interaction profile kernel similarity matrixs, GSM and GSD. The miRNAs sequence similarity matrix, SSM. The chemical structural similarity matrix, ESD. The similarity matrix SM and SD. Prediction score.
Construct the adjacency matrix G;
Obtain the weight matrix WMM and WDD;
Initialize the global transition probability matrix TD and TM;
Initialize the transition probability vector for each node 

, 

while  do:
Obtain the updated probability vector:


end while
 
Get low-dimensional inclined diffusion feature XM and XD
Calculate IMD(mi, dj), IDD(di,dj),IMM(mi, mj)




for l=1→5 do
 Divide the path into two parts.
 if l % 2 = =0 then
  
  
  
  

end if
if l % 2! = 0 then
  
  
  
  
  
  
  
  
  
  

end if
  

end for
Combined with the inclined diffusion feature and HeteSim score to get the data set


Use Dtrain to train the Support Vector Machines (SVM) as classifier



Algorithm 1 SVMMDR algorithm.





3 Result and discussion


3.1 Data sets

The miRNAs-drug resistance association data are downloaded from ncDR database. After deduplication, 85 drugs and 625 miRNAs are obtained, and 2301 miRNAs-drug resistance known association are obtained, all as positive samples. Negative samples are randomly selected from unknown associations with three times the number of positive samples. The final sample dataset is constructed from 2301 positive samples and 6903 negative samples.



3.2 Performance measures

The 10-fold Cross-Validation(10-CV) is performed to evaluate the performance of SVMMDR. The process of 10-CV is as follows: the sample data is equally divided into 10 groups. The 9 group of data is used as the training set, and the remaining group is used as the validation set. After ten times of the above process, each of the 10 groups in turn is used as a validation data to obtain 10 performance results. The final performance evaluation is obtained by averaging the 10 performance results. Multiple measures are used to evaluate performance, such as the area under the receiver operating characteristic curves (AUC), recall (REC), accuracy (ACC), F1-score and Matthews Correlation Coefficient (MCC). They can be presented as below:

 

 

 

 

where the TP is the number of samples that are correctly classified as positive, the FP is the number of samples that are misclassified as positive, the TN represents the number of samples that are correctly classified as negative, and the FN is the number of samples that are misclassified as negative.



3.3 Performance comparison with existing machine learning methods

In order to reflect the performance of SVM, the proposed SVMMDR methods will be compared with the following solution, including using logistic regression (LR) as a classifier, the use of random forests (RF) used as a classifier, K nearest neighbor (KNN) as a classifier. The same features of the same training sample are used to train the corresponding classifiers. To get performance, the 10-flod cross-validation is applied. For KNN classifier, the 10 nearest neighbors and leaf size of 20 point is used. The RF builds a number of decision tree classifiers trained on a set of randomly selected samples of the benchmark to improve the performance. For LR, the maxiter and tol parameters are optimized to 500 and 0.001, respectively.

Figure 2 indicates the ROC curves of SVMMDR using other classifiers. The AUC of SVMMDR, KNN, RF and LR are 0.978, 0.939, 0.892 and 0.948. Furthermore, Table 2 shows the values of performance measures such as ACC, Pre, Recall, F1-score, MCC. The results show that the AUC value obtained by SVMMDR is the highest. The value of performance measure is also better than other classifiers. The SVM classifier can achieve effective classification by mapping features to higher dimensional space through kernel function changes. At the same time, the optimal solution is obtained with constraints, which can make the classification more accurate.




Figure 2 | The ROC curve comparison with existing machine learning methods.




Table 2 | Performance comparison of existing machine learning methods.





3.4 Performance comparison with different topological features

To demonstrate the advantages of combining features in SVMMDR, different feature groups (hetesim+ inclined diffusion feature, hetesim feature, and inclined diffusion feature) are used for comparison experiment. The comparison results are shown in Figures 3 and 4. Denote “SVMMDR”, “Hetesim” and “in-Diff” as the combination feature, hetesim feature and inclined diffusion feature. Figure 3 shows the ROC curves of different feature groups. It can be seen that the combination of hetesim and inclined diffusion obtained a higher AUC than the two separate feature, and the AUC obtained by inclined diffusion feature alone is higher than that obtained by hetesim alone. Figure 4 represents the performance achieved for the different feature groups. It can also see that the combination of the two features has best performance. Although the AUC of inclined diffusion feature reaches 0.96, the Pre, F1 and MCC are all relatively low. The combination of inclined diffusion feature and hetesim feature can solve this problem and improve performance.




Figure 3 | The ROC curve comparison with different feature.






Figure 4 | The performance comparison with different feature.





3.5 Performance comparison with existing methods

To further illustrate the superiority of the proposed method, the SVMMDR is compared with existing miRNA-resistance prediction algorithms, such as GCMDR, MDIPA and BiRW-MD, all of which use the sample set in this paper. Performance measures are obtained by performing 10-fold cross-validation.

GCMDR (35): Data from multiple data sources are fused. The latent factor method are constructed using graph convolution to learn the graph embedding feature of miRNAs and drugs, and end-to-end prediction method are built.

MDIPA (37): The identification of potential miRNAs-drug interactions is seen as a matrix completion problem, the unknown associations are predicted based on weighted non-negative matrix factorization. The path-based miRNAs similarity matrix and drugs similarity matrix based on drugs structure information are obtained, which are combined with extracted drugs and miRNAs neighbor information for prediction.

BiRW-WD (33): The multiple similarity networks and miRNAs-drugs association network are integrated to construct a heterogeneous network. In the heterogeneous networks, the bi-directional random walk (BiRW) are used to predict potential miRNAs-drug effect associations.

Figure 5 illustrates the comparison results. It can be seen that the proposed SVMMDR method achieves the best performance. The reasons are as follows: (1) The drug group and miRNA group are introduced. When restart random walk is used to obtain diffusion feature, the walker is more inclined to select the node of the next walk. The inclined diffusion feature contribute to the prediction accuracy. (2) The hetesim score is obtained from the path information of two nodes in the heterogeneous network. Regardless of the same or different node types, the hetesim measures their correlation within a unified framework. At the same time, according to the search path between two nodes, the measure between node pairs is defined by following a sequence. (3) The SVM with high accuracy is used as the classifier.




Figure 5 | The ROC curve comparison with existing methods.





3.6 Case study

In order to illustrate the effectiveness of the proposed method, we present a case study of the drug 5-fluorouracil(5-FU). The 5-FU is an antimetabolite drug widely used in cancer treatment, especially colorectal cancer (CRC)Longley et al. (47). There are 244 miRNAs related to 5-FlU in ncDR database. We remove these associations in the association matrix A and use the rest as test data. The SVMMDR algorithm proposed in this paper is used for prediction, and 174 miRNAs with prediction scores greater than 0.95 are obtained. For the top 20 predicted miRNAs, we verify whether predicted miRNAs-drug resistance associations are confirmed by searching the PubMed literature. Table 3 indicates the miRNAs and the PMIDs of publications mentioning the association between miRNAs and 5-FU. For example, miR-21 expression levels are confirmed to lead to 5-Fluorouracil resistance Tomimaru et al. (48). The miR-23a enhances 5-FU resistance in microsatellite instability (MSI) CRC cells through targeting ABCF1 Li et al. (49).


Table 3 | The top 20 predicted miRNA related to 5-FU.






4 Conclusion

More and more evidence indicates that miRNA expression level is related to drug resistance, affecting the therapeutic effect of disease. Predicting the association between miRNA-drug resistance can help to select more appropriate drugs for clinical treatment and promote the cure of disease. However, there are also very few computation-based predictive tools for miRNA- drug resistance.

Therefore, in this paper, a method based on the Support Vector Machines to predict the relationship between MiRNA and Drug Resistance (SVMMDR) is proposed. The SVMMDR integrates miRNAs-drug resistance association, miRNAs sequence similarity, drug chemical structure similarity and other similarities, extracts path-based hetesim features, and obtains inclined diffusion features through inclined restart random walk. The machine learning algorithm SVM is used to predict the association between miRNAs and drug resistance.

The 10-fold cross-validation is used to assess the performance of SVMMDR. The area under the ROC curve AUC is used as a measure of performance. The AUC of SVMMDR reaches 0.978. The results show that SVMMDR has a significant performance advantage.
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Currently commercialized CAR-T cell therapies targeting CD19 and BCMA show great efficacy to cure B cell malignancies. However, intravenous infusion of these CAR-T cells severely destroys both transformed and normal B cells in most tissues and organs, in particular lung, leading to a critical question that what the impact of normal B cell depletion on pulmonary diseases and lung cancer is. Herein, we find that B cell frequency is remarkably reduced in both smoking carcinogen-treated lung tissues and lung tumors, which is associated with advanced cancer progression and worse patient survival. B cell depletion by anti-CD20 antibody significantly accelerates the initiation and progression of lung tumors, which is mediated by repressed tumor infiltration of T cells and macrophage elimination of tumor cells. These findings unveil the overall antitumor activity of B cells in lung cancer, providing novel insights into both mechanisms underlying lung cancer pathogenesis and clinical prevention post CAR-T cell therapy.
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Introduction

CAR-T cell therapy represents the most revolutionary breakthrough in treatment of hematopoietic cancers in the new century (1). At present, there are eight products of CAR-T cells marketed all over the world with six targeting CD19 and two BCMA to cure B-cell leukemia/lymphoma and multiple myeloma, respectively (2, 3). In addition to strongly expressed in B cell malignancies, both molecules are constitutively and exclusively expressed on naïve and memory B cells. Consequently, current CAR-T cell therapy results in severe loss of both malignant and normal B cells in most tissues and organs, in particular lung, the major accumulation site of CAR-T cells by intravenous infusion (1–3). However, the long-term effect of normal B cell depletion from lung frequently exposed to environmental risks is unknown.

B cell is one of the most abundant immune cells in lung tissues under both physiological and pathological conditions, including lung cancer (4, 5). The main function of B cell comprises antibody production for humoral immunity, antigen presentation for T cell immunity, and immune regulation. However, different from T lymphocytes, the role of B lymphocytes in cancers is in debate (6–8). In murine pre-malignancy models, failure in immune cell recruitment and tumorigenesis in K14-HPV16 mice (T and B cell-deficient) can be overcame by adoptive transfer of B cells or serum from HPV16 mice to induce strong infiltration of innate immune cells and malignant progression, emphasizing the indispensable role for B cell in establishment of chronic inflammatory state to promote carcinogenesis (9). In line with these findings, B cell depletion by administration of anti-CD20 antibody is capable of preventing premalignant dysplasia in K14-HPV16 mice with resultant reduced levels of serum IgG and immune cells in neoplastic site (10). Similarly, compared to B cells with selective TNFα deletion, adoptive transfer of B cells from wild type mice into TNFα knockouts notably stimulates papilloma development in DMBA/TPA murine model of skin tumorigenesis, highlighting the tumor-promoting function of Breg, the known source of TNFα (11). Meanwhile, IFNγ secretion and T cell infiltration are elevated in TNFα knockout mice (11). Consistently, B cells not only induce a non-protective humoral immune response, but also inhibit CD4+ T cells to mount CTL-mediated tumor immunity (12).

The pro-tumor role of B cells is also observed in human cancers. An increase of tumor-infiltrating B cells is associated with poor prognosis and survival in patients with metastatic ovarian cancer (13, 14). In tumor tissues, STAT3 activation in B cells is positively associated with tumor angiogenesis (15). Moreover, partial B-cell deletion by rituximab leads to repressed tumor burden in half patients with advanced colorectal cancer (16). These studies support the positive role for B cells in fostering malignant transition and progression in both murine and human cancers.

On the other hand, the antitumor role of B cells is found in murine established tumor models. Anti-CD20-mediated B cell depletion exacerbates primary tumor burden and pulmonary metastasis in B16 melanoma model (17), whereas adoptive transfer of CpG-primed B cells inhibits tumor progression of melanoma in B-cell deficient mice (18). Accordingly, increased tumor growth and metastasis is observed in mice bearing 4T1 breast tumor by administration of anti-CD20 antibody, with enriched Breg abundance and impaired T cell activity, which can be reverted by adoptive transfer of CpG-activated B cells (19). The tumor-inhibiting role of B cells involves both direct killing of tumor cells through FasL/Fas and granzyme B/perforin pathways and indirect eradication of tumor by promotion of tumor infiltration of T cells, complement-dependent tumor cell lysis, and antibody-mediated ADCC and phagocytosis of tumor cells (20).

The antitumor role of B cells is also reported in human cancers in literature. B cell frequency in tumor is positively correlated with patient survival, representing a novel prognostic cellular biomarker (21). Moreover, the presence of B cells in tertiary lymphoid structure (TLS) is positively associated with protective tumor immunity, including high levels of naïve, memory, and activated T cells, and low levels of exhausted T cells and Tregs (22–24).

In summary, the role of B cells in tumor initiation and progression is controversial in both human and murine cancers, in particular lung cancer. Given malignant and normal B cell depletion by current CAR-T cell therapy, to explore its consequence is urgently needed to improve clinical treatment and/or prevention post therapy. In the present study, the prognostic role of B cells in lung cancer was extensively analyzed with public databases. Then, the dynamic changes of B cell frequency in lung tissues and lung tumors were examined during lung tumorigenesis. The effect of B cell deficiency on tumor infiltration of immune cells, T cell activation, tumor initiation and progression was investigated in endogenous lung tumor model. These findings about B cell function will provide novel insights into both lung cancer pathogenesis and clinical prevention post CAR-T cell therapy.



Materials and methods


Public data mining

The gene expression data of B cell specific markers (CD19, CD79A, CD79B, BLK, and CD20/MS4A1) and clinical characteristics in human lung cancer were retrieved from The Cancer Genome Atlas (TCGA) database in Xena website (http://xena.ucsc.edu). The mean value of these five B cell specific markers was utilized as B cell set for correlation analysis. Individual B cell specific marker was also analyzed. The association of immune infiltrates with clinical outcomes was determined by Kaplan-Meier Plotter (http://kmplot.com/analysis/index.php?p=service&cancer=lung) and TIMER (http://timer.cistrome.org/) as described (25). All information in detail was indicated in Figure Legends.



Mouse and tumor cell

FVB/N and BALB/c mice originally from Beijing HFK Bioscience Co., Ltd were housed in pathogen-free conditions and used according to protocols approved by the Animal Ethics Committee of Wuhan University of Science and Technology. To induce endogenous lung tumor, 1 g/kg body weight of urethane was intraperitoneally injected once a week for six consecutive weeks in 6-week-old female wildtype mice. After 6-week tumor initiation and 6-week tumor progression, the urethane-treated mice were sacrificed and/or kept for lung tumor analysis and immune profiling at the indicated time points (26). For B cell depletion, anti-CD20 antibody (200 µg per mouse) was administrated through intravenous tail vein injection every three weeks, starting two days before urethane treatment. An isotype control antibody (Ctrl) was included for comparison. For spontaneous lung tumor, female FVB/N wildtype mice were maintained for 24 months and sacrificed for tumor examination and immune cell analysis. For syngeneic xenograft, murine lung tumor cells (LAP0297 and MAD109, 106 cells per mouse) were subcutaneously inoculated (sc) in the right flank or intravenously injected (iv) through tail vein. Then, tumor tissues or lung tissues were collected for immune cell analysis at the indicated time as described (27).



FACS analysis

The single cell suspensions from fresh lung tissues and lung tumors were blocked with αCD16/CD32 and stained with the antibody against cell surface antigen. If needed, the cells were then fixed with paraformaldehyde (2%), permeablized and incubated with antibodies against intracellular antigens. For nuclear staining, Permeabilization/Fixation buffer was utilized. For IFNγ staining, cells were treated with phorbol 12-myristate 13-acetate (PMA, 50 ng/ml), ionomycin (1 μM), brefeldin A (BFA, 3 μg/ml) and monensin (2 μM) for 4 hours before they were collected for staining. Data were acquired by Accuri C6 or LSRFortessa I and analyzed by FlowJo software as described (28, 29). In brief, CD45 was included as a marker to distinguish immune cells from other cells in cell suspensions both in vitro and in vivo. Immune cells (CD45+) were gated with the indicated markers as follows. Lymphocytes were gated for CD4+ T cells (CD3+CD4+CD8-), Treg cells (CD3+CD4+Foxp3+CD25+), CD8+ T cells (CD3+CD4-CD8+), NK cells (NKp46+CD3-), and B cells (B220+CD3-). B lymphocytes were further classified into Breg cells (B220+CD1d+CD5+), memory B cells (B220+IgD-IgM+CD38+), and plasma cells (B220-CD138+). Myeloid cells were gated sequentially as follows: neutrophils (CD11b+Ly6G+), macrophages (Mac: MerTK+CD64+; AM: CD11c+CD11b-; IM: CD11c-CD11b+), dendritic cells (MHC-II+CD11c+), monocytes (CD11b+SSClo). Tumor cells were gated as CD45-EpCAM+ cells. All antibodies used for FACS analysis were shown in Supplementary Table S1.



Immunohistochemistry assay

Mouse lung tissues and lung tumors were excised, fixed in formalin, embedded in paraffin, and cut into 4-μm-thick sections. Sections were subjected to sequential incubations with the indicated primary antibodies, biotinylated secondary antibodies and streptavidin-horseradish peroxidase (HRP) as described (29). Images of the staining were analyzed using the image J software. The data represented were from five mice per group, with over 500 cells counted in each mouse. Antibodies used for IHC assay were listed in Supplementary Table S1.



Statistical analysis

Two tailed, unpaired Student’s t test was employed to assess significance of differences between two groups. Ordinary one-way ANOVA was performed to analyze the significance of differences among multiple groups. Chi-square test was carried out to determine the association between clinical characteristics. Log-rank test was used to compare survival between groups. All data are represented as bars (means ± SEM) with sample dots. The experimental replication and sample numbers for tumor analysis, FACS, and immunohistochemistry were indicated in FIGURE or FIGURE LEGENDS. The p values were indicated as *p < 0.05, **p < 0.01, ns, not statistically significant. The p values < 0.05 and 0.01 were considered statistically significant and highly statistically significant, respectively.




Results


Tumor-infiltrating B cells are positively associated with patient survival in lung cancer

B cells are key lymphocytes to mediate humoral immunity against extracellular pathogens, however, the overall function of these antibody-secreting immune cells in lung cancer remains elusive. To determine the role of B cell in lung cancer, public data from TCGA LUNG cohort were retrieved to examine the association between B cell and patient survival. Initially, five specific B cell markers (CD19, CD79A, CD79B, BLK, and CD20/MS4A1) were chosen as a gene set for B cell characterization in RNA sequencing data of lung tumors. Intriguing, both B cell set and individual specific B cell markers were positively correlated with patient survival, including overall survival (OS), disease specific survival (DSS), disease free interval (DFI), and progression free interval (PFI) (Figure 1A; Supplementary Figure S1). Data from Kaplan-Meier Plotter also exhibited better overall survival (OS), first progression (FP), and post-progression survival (PPS) in patients with high CD20 expression, compared to that in patients with low CD20 expression (Supplementary Figure S2A). Taken together, these results indicate the antitumor role of B cell in lung cancer.




Figure 1 | Tumor-infiltrating B cells are positively associated with patient survival in lung cancer. (A) TCGA LUNG data showing positive correlation between B cell frequency in lung tumor and overall survival (OS), disease specific survival (DSS), disease free interval (DFI), and progression free interval (PFI). B cell set comprises five specific B cell markers (CD19, CD79A, CD79B, BLK, and CD20). (B) TIMER data showing association between B cell infiltrates and clinical outcome in human cancers. Z-score > 0: increased risk, Z-score < 0: decreased risk. (C) Kaplan-Meier curves displaying positive association of B cell infiltrates with patient survival in lung adenocarcinoma (LUAD) by TIMER, XCELL, and MCP-counter algorithms. The infiltration level is equally divided into low and high levels. The hazard ratio (HR) and the log-rank p value for Kaplan-Meier curve were shown in plots (A, C).



To confirm this opinion, TIMER database was employed to investigate the association between tumor-infiltrating B cells and clinical outcomes. As shown in Figure 1B, B cell abundance was a favorable biomarker of decreased risk in lung adenocarcinoma (LUAD), which was further evidenced by Kaplan-Meier curves displaying better survival of patients with high tumor infiltration level of B cells estimated by TIMER, XCELL, MCP-counter, EPIC, and QUANTISEQ algorithms (Figure 1C; Supplementary Figure S2B). Strikingly, the prognostic role of tumor-infiltrating B cells was only observed in LUAD, but not in lung squamous cell carcinoma (LUSC) (Figure 1B). This unexpected finding was substantiated by the fact that high level of B cell set was associated with better survival (OS, DSS, DFI, and PFI) in patients with LUAD but not LUSC (Supplementary Figure S2C).

In addition, high level of CD20, the specific marker for B cell, and B cell set in lung cancer was correlated with better overall survival in patients received chemotherapy, improved clinical outcomes of primary and follow-up treatments, and delayed tumor progression, respectively (Supplementary Figure S3). Taken together, these data suggest that B cells probably exert antitumor function to inhibit tumor progression and promote patient survival in lung cancer.



B cell is reduced during lung tumorigenesis

To clarify the role of B cell in lung cancer, smoking carcinogen urethane-induced endogenous murine lung tumor model was employed (Figure 2A), which faithfully recapitulates the molecular characteristics and histologic patterns of human lung cancer, and in particular adenocarcinoma associated with tobacco smoking, the most common type of lung cancer that makes up about 40% of all lung cancers. Interestingly, the frequency of B cell was significantly and gradually decreased in lung tissues exposed to urethane (Figure 2B). Moreover, urethane-induced lung tumors possessed much fewer tumor-infiltrating B cells in comparison to untreated lung tissues. Consistently, the tumor infiltration of B cells were severely reduced in multiple lung tumor models, including spontaneous lung tumor, subcutaneous lung tumor, and oncogenic KrasG12D-induced lung tumor (Figure 2C). To further confirm these data found in FVB/N mice, similar experiments were carried out in BALB/C mice, revealing B cell inhibition in both urethane-treated lung tissues and lung tumors (Figure 2D). These data suggest that B cell is repressed in both lung tumors and surrounding tissues.




Figure 2 | B cell is reduced during lung tumorigenesis. (A) Schematic of smoking carcinogen urethane-induced endogenous lung tumorigenesis. (B) FACS data showing decrease of B cell in lung tissues exposed to urethane in FVB/N mice. Untreated (n = 24), Urethane 12 wk (n = 23), Urethane 18 wk (n = 7), Urethane 30 wk (n = 11), Urethane 40 wk (n = 6). (C) FACS data showing decrease of B cell in multiple lung tumor models in FVB/N mice. Normal lung tissue (n = 17), Urethane-induced lung tumor (n = 28), Spontaneous lung tumor (n = 6), LTC sc (n = 3), LAP0297 sc (n = 8), KrasG12D-induced lung tumor (n = 3). (D) FACS data showing loss of B cell in both urethane-induced endogenous lung tumor and xenograft models in BACL/C mice. Untreated (n = 6), Urethane 6 wk (n = 3), Urethane 12 wk (n = 9), MAD109 sc (n = 5), MAD109 iv (n = 4). LTC: Lung Tumor Cell which was established from spontaneous FVB/N lung tumor in our laboratory. LAP0297 and MAD109 are lung cancer cell lines originally derived from spontaneous lung tumors developed in FVB/N and BALB/C mice, respectively. sc, subcutaneous injection; iv, intravenous injection (tail vein). Ordinary one-way ANOVA was performed. Data represented means ± SEM (B-D). **p < 0.01.





B cell depletion leads to increased lung tumorigenesis

What is the function of B cell repression in lung tumorigenesis? To address this question, anti-CD20 antibody was utilized to deplete B cells in smoking carcinogen urethane-induced endogenous lung tumor model, which is widely used to study the mechanisms underlying lung tumorigenesis (Figure 3A). Firstly, B cells were successfully depleted by anti-CD20 antibody as evidenced by remarkably fewer B lymphocytes in multiple tissues and organs from mice received anti-CD20 antibody, including blood, lung, TDLN (mediastinum lymph node), and spleen, compared to that in tissues from control mice (Figure 3B, C). Surprisingly, compared to mice from control group, both lung tumor number and tumor burden were significantly increased in mice underwent B cell depletion (Figure 3D). In detail, more small lung tumors and larger average tumor size and burden were identified in mice administrated with anti-CD20 antibody, suggesting enhanced tumor initiation and progression (Figures 3E, F). In line with this finding, decreased apoptosis rate was detected in lung tumors from mice treated with anti-CD20 antibody (Figures 3G, Supplementary Figure S4A). Meanwhile, αCD20-mediated B cell depletion had minimal effect on TDLN weight and body weight (Supplementary Figures S4B, C). These data suggest that B cell deficiency promotes the initiation and progression of lung cancer.




Figure 3 | B cell depletion leads to increased lung tumorigenesis. (A) Schematic of B cell depletion by αCD20 in smoking carcinogen urethane-induced endogenous lung tumor model. (B) FACS data showing B cell depletion by αCD20 in blood before first dose of urethane (n = 5). (C) FACS data showing B cell depletion by αCD20 in blood, lung, tumor-draining lymph node (TDLN), and spleen at the endpoint (n = 5). (D) Tumor examination showing increased lung tumor number and tumor burden by αCD20-mediated B cell depletion (n = 5). (E) Tumor examination showing elevated both small and large lung tumor numbers by αCD20-mediated B cell depletion (n = 5). (F) Tumor examination showing enlarged individual lung tumor by αCD20-mediated B cell depletion (n = 5). (G) IHC analysis showing decreased tumor cell apoptosis in mice with αCD20-mediated B cell depletion (n = 5). TDLN: mediastinum lymph node. Data shown were representative of two independent experiments with similar results. Scale bar: 1 mm (D) and 20 µm (G). Student’s t test (two tailed, unpaired) was performed (B-G). Data represented means ± SEM (B-G). *p < 0.05; **p<0.01.





B cell deficiency impairs T cell killing of lung tumor cells

How B cell depletion boosts lung tumorigenesis? Initially, the activity of T cell, the well-known direct killer of tumor cells, was analyzed in the context of anti-CD20 antibody treatment. Unexpectedly, in lung tissues and lung tumors, both CD4+ and CD8+ T cells expressed comparable levels of IFNγ between B cell-depleted mice and control mice (Figures 4A, B). Similar results were obtained with respect to granzyme B (Granz B), another T cell activation marker (Figures 4C, D). These data suggest that B cell deficiency has negligible effect on T cell activity in lung cancer.




Figure 4 | B cell deficiency has negligible effect on T cell activity in lung cancer. (A, B) FACS data showing comparable expression levels of IFNγ in both lung tissues and lung tumors between Ctrl and αCD20 groups (n = 5). (C, D) FACS data showing comparable expression levels of Granz B (granzyme B) in both lung tissues and lung tumors between Ctrl and αCD20 groups (n = 5). Data shown were representative of two independent experiments with similar results. Student’s t test (two tailed, unpaired) was performed. Data represented means ± SEM. **p < 0.01; ns, not statistically significant.



Although T cell activity unchanged in both lung tissues and lung tumors, the tumor infiltration of immune cells was severely inhibited by B cell depletion (Figure 5A). In detail, lymphocytes, including B cell, CD4+ T cell, CD8+ T cell, and NK, were significantly decreased in tumors from mice treated with anti-CD20 antibody, compared to that in control mice (Figure 5B), and so were myeloid cells, including macrophage, dendritic cell, monocyte, but not neutrophil (Figure 5C). In parallel, only NK and monocyte were suppressed by αCD20-mediated B cell depletion in lung tissues, whereas CD4+ T cell and neutrophil increased (Figures 5D, E), indicating differential roles of anti-CD20 antibody in modulating immune cell populations in lung tumors and lung tissues. It was worth noting that Treg cells were remarkably elevated by B cell depletion in all tissues/organs tested, including tumor, lung, TDLN, and spleen (Figure 5F; Supplementary Figure S5). Taken together, these data suggest that B cell deprivation dampens tumor infiltration of most immune cells, but enhances Treg cells in lung cancer.




Figure 5 | B cell deprivation dampens tumor infiltration of immune cells in lung cancer. (A) FACS data showing reduced abundance of immune cells in tumor from mice with αCD20-mediated B cell depletion (n = 3). (B, C) FACS data showing decreased tumor-infiltrating lymphocytes (B) and myeloid cells (C) by αCD20-mediated B cell depletion (n = 3). (D, E) FACS data showing differential changes of lymphocytes (D) and myeloid cells (E) in lung tissue by αCD20-mediated B cell depletion (n = 5). (F) FACS data showing augmented Treg cell frequency in both lung tumor (n = 3) and lung tissue (n = 5) by αCD20-mediated B cell depletion. Student’s t test (two tailed, unpaired) was performed. Data represented means ± SEM. *p < 0.05; **p < 0.01; ns, not statistically significant.





B cell deficiency impedes macrophage elimination of lung tumor cells

Besides T cell-mediated tumor eradication, macrophage-guided phagocytosis is critical for tumor cell elimination as well. Surprisingly, both CD24 and CD47, two classic ligands of “don’t eat me” signal, were notably upregulated on tumor cells from mice received anti-CD20 antibody (Figure 6A), whereas comparable expression levels of their receptors were observed on macrophages, Siglec-10 and SIRPα, respectively (Data not shown). These data indicate that B cell deficiency shifts macrophage’s function towards “don’t eat me” signal in lung cancer.




Figure 6 | B cell shortage impedes the expression of phagocytosis-related genes in lung cancer. (A) FACS data showing elevated expression of CD24 and CD47 on tumor cells from mice with αCD20-mediated B cell depletion (n = 5). (B) FACS data showing impaired expression of PD-L1 and CD64 on tumor-infiltrating alveolar macrophages from mice with αCD20-mediated B cell depletion (n = 3). (C) FACS data showing reduced expression of PD-L1 but not CD64 on alveolar macrophages in lung tissues from mice with αCD20-mediated B cell depletion (n = 5). Student’s t test (two tailed, unpaired) was performed. Data represented means ± SEM. *p < 0.05; **p < 0.01; ns, not statistically significant.



Given B cells are the essential source of antibodies, signaling molecules responding for antibody-dependent cellular phagocytosis were then examined. Intriguingly, CD64, also known as FcγRI which is a high-affinity receptor for IgG to initiate specific phagocytosis of pathogens and tumor cells, was significantly downregulated on tumor-infiltrating macrophages in anti-CD20 antibody-treated mice, compared to that in control mice (Figure 6B). Similar results were achieved in respect of PD-L1 (Figure 6B), which was recently identified as a novel stimulator of phagocytosis in alveolar macrophages (28). Moreover, the expression of PD-L1, but not CD64, was abated on macrophages in lung tissues from B cell-depleted mice as well (Figure 6C). Taken together, these data suggest that B cell deficiency restrains macrophage-mediated elimination of tumor cells in lung cancer.



B cell subsets are diminished by CD20 blockade in lung cancer

Given many B cell subpopulations in lung tissues and lung tumors (30), the effect of anti-CD20 antibody on some primary B cell subsets was surveyed. As expected, memory B cells and Breg cells, both expressing CD20 molecule, were significantly decreased in various tissues/organs from mice treated with anti-CD20 antibody, including lung, TDLN, spleen, and tumor; however, plasma cells only diminished in TDLN and tumor (Figure 7; Supplementary Figure S6). Considering the exacerbated lung tumor initiation and progression by B cell depletion, these data suggest that the pro-tumor function of Breg cells is dominated by the antitumor activity of memory B cells and plasma cells in tumor microenvironment, rendering an overall immune suppression by CD20 blockade in lung cancer.




Figure 7 | B cell subsets are diminished by CD20 blockade in lung cancer. (A) FACS data showing fewer memory B cells in multiple tissues and organs from mice with αCD20-mediated B cell depletion. (B) FACS data showing reduced plasma cells in TDLN and tumor, but not lung tissue and spleen from mice with αCD20-mediated B cell depletion. (C) FACS data showing decreased Breg cells in multiple tissues and organs from mice with αCD20-mediated B cell depletion. TDLN: mediastinum lymph node. Lung tissue: n = 5; TDLN: n = 5; Spleen: n = 5; Lung tumor: n = 3. Student’s t test (two tailed, unpaired) was performed. Data represented means ± SEM. *p < 0.05; **p < 0.01; ns, not statistically significant.






Discussion

Given the contradictory conclusions of B cells’ function in cancer in literature (6–8), to determine the role of B cell in lung tumorigenesis is of great importance for clinical treatment and prevention post CAR-T cell therapy, which eliminates both transformed and normal B cells in most tissues and organs, including lung, the primary targeting site of intravenous infusion. In the present study, tumor-infiltrating B cells are characterized as a positive predictor for delayed cancer progression, improved therapeutic response, and extended survival in patients with lung cancer, in particular lung adenocarcinoma. In murine lung tumor models, B cell abundance is severely reduced during carcinogenesis, whereas B cell depletion by anti-CD20 antibody significantly promotes the initiation and progression of lung tumor, accompanied with impaired tumor infiltration of immune cells, inhibited phagocytic signaling, and diminished memory B cells and plasma cells. These findings unmask the overall antitumor role of B cells in lung cancer, shedding light on lung cancer pathogenesis and clinical prevention after CAR-T cell therapy.

B cell abundance in tumor was found increased in several papers (21–24), but decreased in others (13–16). In the present study, B cell frequency is severely reduced in both carcinogen-treated lung tissues and lung tumors from various lung cancer models, compared to that in normal lung tissues (Figure 2). This discrepancy is probably caused by cancers with different stages used for analysis. The immune cell composition and B cell subpopulations are evolved with tumor progression and therapy, suggesting a switch from tumor-inhibiting to tumor-promoting function (31, 32). For example, a recently identified novel proangiogenic B cell subset, Breg, and Treg are enriched along with cancer progression, while CTL decreased (33). This hypothesis fits well with the conflicting observations of both positive and negative prognostic roles of B cells in human cancers (6–8). In addition, carcinogen-induced oncogenic mutation status also has an impact on B cell infiltration into tumor, as evidenced by lower B cell frequency in lung cancer patients with Kras mutation (34, 35). These data indicate that both infiltration level and overall role of B cells in cancers are dependent on tumor stages, mutations, and therapeutic treatments.

Besides antibody production, B cells indirectly restrict lung cancer initiation and progression through regulation of other immune cells. Although comparable activation status of CD4+ and CD8+ T cells in lung tissues and lung tumors in both groups, there is a remarkable reduction of tumor infiltration of T cells by B cell depletion (Figures 4-5B), resulting in a net inhibition of T cell immunity in tumor microenvironment. In addition, B cells limit Treg function in lung cancer, substantiated by higher Treg frequency by B cell depletion in tumor, lung, TDLN, and spleen (Figure 5F; Supplementary Figure S5; Ref 36). Other immune cells responsible for ADCC and phagocytosis, including NK, macrophage, dendritic cell, and monocyte, are repressed in lung tumors by anti-CD20 antibody treatment (Figures 5B, C). Moreover, the classic and non-classic “don’t eat me” signals are boosted by B cell depletion, whereas “eat me” signals suppressed (Figure 6). These data indicate B cells restrain lung tumor initiation and progression probably through activating T cell response, NK-mediated ADCC, and APC-dependent phagocytosis.

Tumor-infiltrating B cell frequency not only predicts better survival in patients with lung cancer, but also therapeutic response, including PD-1/PD-L1 immune checkpoint blockade (37–39), which is in part explained by higher PD-L1 expression level in B cell-enriched tumors (40). Another reason is that B cell can reprogram the tumor microenvironment by recruitment of immune cells, turning “cold” lung tumor to “hot” to improve the efficacy of immunotherapy (Figure 5). Furthermore, positive predictable roles of B cells in lung cancer are also found in the context of chemotherapy, primary therapy, and follow-up treatment (Supplementary Figure S3). These data demonstrate B cell as a novel prognostic biomarker for better therapeutic response and survival in patients with lung cancer.

In summary, we find tumor-infiltrating B cell abundance is positively associated delayed cancer progression, improved therapeutic response, and extended survival in patients with lung cancer. In murine lung tumor models, B cell frequency is severely reduced, whereas B cell depletion by anti-CD20 antibody significantly accelerates the initiation and progression of lung tumors, which is mediated by repressed tumor infiltration of immune cells, inhibited phagocytic signaling, and diminished memory B cells and plasma cells. Taken together, these findings discover the overall antitumor role of B cells in lung cancer, providing novel insights into cellular mechanisms underlying lung cancer pathogenesis and clinical prevention post CAR-T cell therapy.
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Cervical and anal carcinoma are neoplastic diseases with various intraepithelial neoplasia stages. The underlying mechanisms for cancer initiation and progression have not been fully revealed. DNA methylation has been shown to be aberrantly regulated during tumorigenesis in anal and cervical carcinoma, revealing the important roles of DNA methylation signaling as a biomarker to distinguish cancer stages in clinics. In this research, several machine learning methods were used to analyze the methylation profiles on anal and cervical carcinoma samples, which were divided into three classes representing various stages of tumor progression. Advanced feature selection methods, including Boruta, LASSO, LightGBM, and MCFS, were used to select methylation features that are highly correlated with cancer progression. Some methylation probes including cg01550828 and its corresponding gene RNF168 have been reported to be associated with human papilloma virus-related anal cancer. As for biomarkers for cervical carcinoma, cg27012396 and its functional gene HDAC4 were confirmed to regulate the glycolysis and survival of hypoxic tumor cells in cervical carcinoma. Furthermore, we developed effective classifiers for identifying various tumor stages and derived classification rules that reflect the quantitative impact of methylation on tumorigenesis. The current study identified methylation signals associated with the development of cervical and anal carcinoma at qualitative and quantitative levels using advanced machine learning methods.
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1 Introduction

Anal carcinoma is a malignant proliferative disease associated with anal abnormalities (1). With strong sex bias (females have higher mortality), more than 1000 people die of anal carcinoma per year in the United States (2, 3). The risk factors for anal carcinoma include aging, sex (more than two-thirds of patients are women), smoking, and most importantly human papilloma virus (HPV) infection (4, 5). Cervical carcinoma occurs in the cervix, which is located beneath the uterus and connects to the vagina (6). Smoking, immune suppression caused by human immunodeficiency virus (HIV) infection, and HPV infection are the major risk factors for cervical carcinoma (7). Both anal carcinoma and cervical carcinoma are malignant diseases associated with HPV infection. However, HPV cannot directly trigger the initiation and progression of such malignant diseases. The underlying mechanisms for HPV-mediated cancer initiation and progression have not been fully revealed. Therefore, for a long time, finding potential carcinogenic mechanisms associated with HPV infection and related biomarkers in anal and cervical carcinoma have been one of the major challenges in this field.

DNA methylation is a common biological process that regulates the activity of a DNA segment without changing the sequence (8, 9). It has been shown to be abnormally regulated during tumorigenesis in multiple cancer subtypes including anal and cervical carcinoma (10, 11). The demethylation of oncogenic genes and the methylation of tumor suppressors have been widely observed in cancers (8). In anal and cervical carcinoma, a genome-wide host methylation profiling under HIV infection revealed the potential associations between abnormal methylation status and anal and cervical carcinogenesis by monitoring the methylation alteration from normal to intraepithelial neoplasm and malignant tumorigenesis (12). Potential epigenetic markers to predict cancer risk and drive carcinogenesis around genes such as ASCL1, ATP10A, and CCDC81 have been identified. However, the quantitative association between biomarkers and disease risk has not been fully established.

In the present study, the methylation data, retrieved from Gene Expression Omnibus (GEO) database, on anal and cervical carcinoma samples was investigated. Three stages: normal control, intraepithelial neoplasia (also known as stage 0 of tumorigenesis reflecting the intermediate stage), and tumor, were included. To reveal the underlying biomarkers for distinguishing different stages, we applied multiple machine learning algorithms on the methylation data, which treated methylation as features. Some essential methylation sites were extracted, which can be latent biomarkers to distinguish different stages. Furthermore, some quantitative rules were also discovered for carcinogenesis monitoring, also indicating the different methylation patterns on various stages. Finally, some perfect classifiers were built to identify the stage of samples. All in all, this study provided a novel effective computational analysis for cancer biomarker recognition and progression monitoring on anal and cervical carcinoma.



2 Materials and methods


2.1 Data

The methylation profiling of 143 anal carcinoma samples and 28 cervical carcinoma samples was accessed from the GEO database under the accession number GSE186859 (12). The three different stages of cancer were involved in the 143 anal carcinoma samples: 9 normal samples, 13 anal intraepithelial neoplasia-3 (AIN3) samples, and 121 tumor samples. Similarly, the 28 cervical carcinoma samples contained 10 normal samples, 9 cervical intraepithelial neoplasia-3 (CIN3) samples, and 9 tumor samples. AIN3 or CIN3 is an intermediate state between normal and tumor. The 485,512 methylation probes were extracted for each anal and cervical carcinoma sample.



2.2 Boruta feature filtering

Because of the enormous number of original methylation features and limited methylations related to anal or cervical carcinomas, Boruta was employed for initial filtering (13–16).

Boruta is a random forest (RF)-based feature selection method for confirming whether variables in the classification are statistically superior to random variables. In a nutshell, Boruta analysis compares all variables to random variables, which are duplicates of the original variables by shuffling. RF is used to evaluate the importance of all variables, including actual and random variables. Actual variables that outperform the best random variables are labeled as confirmed, whereas those that do not outperform the best of the random variables are labeled as rejected. The above procedures are repeated numerous times, resulting in a binomial distribution for the binary outcome (confirmed or denied) of a series of n trials. The variables in the rejection region of the distribution were removed, whereas those in the acceptance region are preserved. To obtain the best classification accuracy, Boruta selects features that are strongly and weakly important, unlike wrapper techniques, which strive to discover a few powerfully relevant features.

The Boruta program used in this study was obtained at https://github.com/scikit-learn-contrib/boruta_py. It was performed on anal and cervical carcinoma samples using default parameters, respectively. Key methylation features for anal and cervical carcinomas were selected for further analysis, respectively.



2.3 Feature ranking algorithms

With Boruta, key methylation features for anal and cervical carcinomas can be obtained, respectively. However, they evidently provided different roles to depict anal or cervical carcinomas. Thus, further investigation was necessary. Here, three feature ranking algorithms: Monte Carlo feature selection (MCFS) (17), light gradient boosting machine (LightGBM) (18) and least absolute shrinkage and selection operator (LASSO) (19), followed to uncover the importance of features selected by Boruta. Their brief descriptions were as follows.


2.3.1 Monte Carlo feature selection

In MCFS, the importance of features are determined according to their roles in multiple decision trees (DTs) (17). This method has been commonly used to process biological data (20–22). As part of the current study, t classification trees are built based on m randomly chosen methylation features and random division of training and test samples. Such procedures are executed s times. Consequently, s×t DTs are built, based on which a measurement, relative importance (RI), is computed for each feature. Such measurement is determined by how many times it has been selected in these s×t trees and how much it contributes to predicting the class of the s×t trees. It can be estimated as follows:

	(1)

where wAcc is the weighted accuracy, IG (ng(τ)) is the information gain (IG) of node ng(τ) , (no.in ng(τ))  is the number of samples in node ng(τ) , and (no.in τ) is the sample sizes in the tree root. u and v are two settled positive integers.

The MCFS program was downloaded at https://home.ipipan.waw.pl/m.draminski/mcfs.html, which was executed using default parameters. According to the decreasing order of RI values, features were ranked in a list, named MCFS feature list.



2.3.2 Light gradient boosting machine

The LightGBM algorithm uses a gradient boosting framework, and it is an improved version of the gradient boosting DT with the advantages of high efficiency, support for parallelism, and large-scale data processing (18). The total number of times each feature participated in the trees is used by LightGBM to evaluate the importance of features. The higher the frequency with which features are selected, the more important they are. Based on this criterion, features can be ranked in a list with the decreasing order of times.

In this study, we used the LightGBM program (https://lightgbm.readthedocs.io/en/latest/), implemented by Python. It was run under default parameters. The feature list generated by LightGBM was called LightGBM feature list.



2.3.3 Least absolute shrinkage and selection operator

LASSO is a classic feature selection method (19). In this method, L1 paradigm is used to create a penalty function that selectively eliminates features by imposing a higher penalty on features with higher coefficients and more prediction errors, resulting in a model with fewer features and less overfitting. The coefficients of input features that do not contribute favorably to the prediction of a machine learning model are scaled down. As a result, the coefficients of the features are used to rank features in a list.

Here, the LASSO package collected in Scikit-learn (23) was used. Likewise, default parameters were used. For clear descriptions, the list yielded by LASSO was termed as LASSO feature list.




2.4 Incremental feature selection

Based on one feature ranking algorithm, a feature list can be obtained. However, which features are optimal for classification is still a problem. This study adopted incremental feature selection (IFS) method (24–28) to analyze the list and extract optimal features for a given classification algorithm. In this method, the feature list with n features is first divided into n feature subsets, with the number of features differing by 1 in turn. Subsequently, the feature subsets and target variables are fed into one classification algorithm to construct classifiers. Their classification performance is evaluated through 10-fold cross-validation (29). The optimal feature subset for one classification algorithm is defined as the subset of features with the highest classification performance and the classifier with the optimal feature subset is defined as the optimal classifier.



2.5 Synthetic minority oversampling technique

Two datasets for anal and cervical carcinomas, respectively, were investigated in this study. As mentioned in Section 2.1, the anal carcinoma dataset was imbalanced. In such dataset, tumor samples were about 13 times as many as normal samples. The classifiers directly built on such dataset would create bias. It was necessary to tackle such problem. In this study, synthetic minority oversampling technique (SMOTE) was adopted (30–32).

SMOTE is an oversampling method for dealing with imbalanced problems. It generates new samples for each minority class until the sizes of all classes are same. The samples of the minority class are synthesized by first selecting one sample to serve as a seed sample and then randomly selecting one of the k -nearest neighbors for linear combination. The synthesis formula is as follows:

	(2)

where x represents the feature vector of the seed sample, y represents the feature vector of its randomly selected neighbor, and β is a random value between 0 and 1. In this study, the SMOTE program downloaded from https://github.com/scikitlearn-contrib/imbalanced-learn was used. Default parameters were adopted to execute this program.



2.6 Classification algorithm

To execute IFS method, one classification algorithm was necessary. Two classic classification algorithms: RF (33) and DT (34), were attempted in this study as they are widely used in dealing with biological and medical problems (35–40). The below text gave the brief descriptions on these two algorithms.

RF is one of the most classic and powerful classification algorithms in machine learning. In fact, it is an ensemble algorithm containing multiple DTs. To construct each DT, samples are randomly selected, with replacement, from the original dataset and the selected sample number is equal to the number of samples in the original dataset. Furthermore, features are also randomly chosen from all features. RF integrates constructed DTs with majority voting. It is quite interesting that although DT is quite weak, RF is much more powerful and can avoid overfitting. Thus, it was adopted in this study to construct efficient classifiers.

Above-mentioned RF is generally much stronger than DT. However, it also loses the merits of its component DT. It is widely accepted that DT is a white-box algorithm, which means that its decision-making process is completely open. This makes it possible for us to understand the principle of DT. For the problems investigated in this study, DT can help us uncover essential methylation differences on three stages of anal and cervical carcinomas, thereby improving our comprehension on these two carcinomas. Generally, DT is a tree-like structure. There are two node types in this structure. One is branch node, which is in charge of determining which branch a test sample goes through down. The other is leaf node, which determines the class of the test sample reaching the leaf node. Besides, DT can also be represented by a set of classification rules. Each rule is generated by a path from the root to one leaf node. The investigation of these rules can uncover the different patterns of various stages of anal and cervical carcinomas.

To quickly implement DT and RF, related packages in Scikit-learn (23) were employed. These packages were executed using default parameters.



2.7 Performance evaluation

The weighted F1 was adopted to assess the overall performance of classifiers. To calculate such measurement, the F1 score on each class should be calculated first, which is defined as

	(3)

where TPi is the true positive for the i-th class, FPi and FNi stand for the false positive and false negative for the i-th class. The weighted F1 is defined as the weighted mean of F1 scores on all classes. On the other hand, the direct mean of F1 scores on all classes defines another measurement, macro F1, which was also provided in this study.

Moreover, the accuracy (ACC) and Matthew correlation coefficients (MCC) (41) were also used in this study. ACC is the most classic measurement, which is defined as the proportion of correctly predicted samples. MCC is much more perfect than ACC when the class sizes are quite different. To compute the MCC, two binary matrices X and Y should be constructed in advance, where X and Y stores the true and predicted class of each sample, respectively. Then, MCC can be calculated by

	(4)




3 Results

In the present study, we developed a robust computational pipeline, which combined several machine learning algorithms. The entire procedures are illustrated in Figure 1. The detailed results were listed as below.




Figure 1 | Flow chart of the entire analysis process. The 485,512 methylation probes in the anal or cervical carcinoma dataset are filtered by Boruta and ranked according to feature importance by using three feature ranking algorithms, namely, MCFS, LightGBM, and LASSO. Afterward, each of three feature lists is fed into the incremental feature selection (IFS) computational framework containing two efficient classification algorithms (decision tree, random forest) to extract essential methylations, construct efficient classifiers and classification rules.




3.1 Results of Boruta and feature ranking algorithms

As lots of methylation features were used to represent each sample. Boruta was adopted for preliminary feature filtering. On anal carcinoma dataset, 571 methylation features were selected by Boruta, whereas 26 features were selected on the cervical carcinoma dataset. The selected features on two datasets are provided in Supplementary Table S1.

Subsequently, three feature ranking algorithms were used on both datasets to rank the filtered features by their importance. On each dataset, three feature lists were obtained, which are available in Supplementary Table S1. On the anal carcinoma dataset, three features were assigned RI values 0 by MCFS method. Thus, they were removed from the MCFS feature list. Furthermore, a biological analysis of how the top-ranked features affected the development of anal or cervical carcinomas would be given in Section 4.1.



3.2 Results of IFS method

Based on the three feature lists on each dataset, IFS method was executed using RF or DT as the classification algorithm. All possible feature subsets were constructed and RF or DT classifier was built on each of them, which was evaluated by 10-fold cross-validation. The cross-validation results are provided in Supplementary Table S2.

On the anal carcinoma dataset, the performance of classifiers, measured by weighted F1, was illustrated by six IFS curves, as shown in Figure 2A, in which weighed F1 was set as Y-axis and number of features was defined as X-axis. When DT was used in the IFS method, the highest weighted F1 values on the LASSO, MCFS and LightGBM feature lists, were all 0.993. Such performance was obtained by using top 215, 17 and 6 features in three feature lists, respectively. These features also comprised the optimal feature subsets for DT, on which three optimal DT classifiers were constructed. Their overall performance, measured by ACC, MCC and Macro F1, is listed in Table 1. Interestingly, their performance was same with ACC of 0.993, MCC of 0.975 and macro F1 of 0.981. Furthermore, the performance (F1 score) of these three DT optimal classifiers on three stages (normal, AIN3 and tumor) is shown in Figure 3A. The three classifiers also provided equal performance on three stages (0.947 on normal, 1.000 on AIN3 and 0.996 on tumor). Above results indicated the good performance of three optimal DT classifiers. As for the IFS results with RF, three curves were also plotted, as shown in Figure 2A. RF provided the perfect performance (weighted F1 = 1) on all three feature lists when top 13, 15 and 5 features in the LASSO, MCFS and LightGBM lists, respectively, were used. These features constituted the optimal feature subsets for RF on different lists. Accordingly, three optimal RF classifiers were set up with the optimal feature subsets. The ACC, MCC and macro F1 values of these classifiers are listed in Table 1 and their performance on three classes is shown in Figure 3A. All measurements were equal to 1.000, also suggesting the perfect performance of three optimal RF classifiers.




Figure 2 | IFS curves to show the performance (weighted F1) of decision tree (DT) and random forest (RF) under different feature subsets in the anal and cervical carcinoma datasets. (A) IFS curves for the anal carcinoma dataset. (B) IFS curves for the cervical carcinoma dataset.




Table 1 | Performance of the optimal classifiers on anal carcinoma dataset.






Figure 3 | Performance of the optimal classifiers on three stages for anal or cervical carcinoma datasets. (A) Performance on the anal carcinoma dataset. (B) Performance on the cervical carcinoma dataset.



On the cervical carcinoma dataset, the same IFS procedure was conducted. Three curves for DT and RF, respective, are plotted, as shown in Figure 2B. For IFS results with DT, the highest weighted F1 on the MCFS feature list was 1.000 and it was 0.964 on other two lists. The optimal feature subsets were constructed by picking up top 19, 4 and 18 features in the LASSO, MCFS and LightGBM lists, respectively. On these feature subsets, three optimal DT classifiers were set up. Their ACC, MCC and macro F1 values are listed in Table 2. Clearly, the optimal DT classifier on MCFS feature list provided perfect values on three measurements and the other two classifiers gave lower performance with ACC of 0.964, MCC of 0.948 and macro F1 of 0.965. Their performance (F1 score) on three stages (normal, CIN3 and tumor) is illustrated in Figure 3B. Again, the optimal DT classifier on MCFS feature list provided the perfect performance on all three stages and the other two classifiers yielded the same performance on three stages (0.952 on normal, 0.941 on CIN3 and 1.000 on tumor). Evidently, all three optimal DT classifiers generated perfect or nearly perfect performance. As for IFS results with RF, when top 5, 4, and 19 features in the LASSO, LightGBM and MCFS lists were adopted, RF produced perfect performance. The optimal feature subsets were constructed using these features and three optimal RF classifiers were built with them. These classifiers also provided perfect performance measured by other measurements (Table 2 and Figure 3B).


Table 2 | Performance of the optimal classifiers on cervical carcinoma dataset.



With the above IFS results, the optimal RF classifiers generally provided better performance than the optimal DT classifiers. All optimal RF classifiers yielded perfect performance, suggesting that they can be efficient tools to classify anal or cervical carcinoma samples.



3.3 Classification rules

One of the main purposes of this study was to depict the methylation patterns for two carcinomas on different stages. On anal carcinoma dataset, the top features in the LightGBM feature list were selected as they yielded the highest performance and they were least. The DT was applied on all anal carcinoma samples represented by these five features, yielding four rules, as listed in Table 3. Two rules were for identifying tumor samples and one rule was for predicting AIN3 and normal samples, respectively. Similarly, on the cervical carcinoma dataset, we selected the top four features in the MCFS feature list to construct the classification rules. Three rules were generated, as shown in Table 4. Each stage was assigned one rule. These rules would be discussed in detail in Section 4.2.


Table 3 | Classification rules on anal carcinoma.




Table 4 | Classification rules on cervical carcinoma.






4 Discussion

By employing multiple machine learning algorithms, methylation datasets on anal and cervical carcinomas were deeply analyzed. Three feature lists, generated by three feature ranking algorithms, were obtained for each dataset. The methylation features with high ranks in three lists may be essential for two carcinomas, which can be novel methylation biomarkers associated with carcinoma progression from normal to precancerous lesions and from precancerous lesions to malignant cancer in anal and cervical carcinomas. Some of them were discussed in this section. Furthermore, some rules were set up for anal and cervical carcinomas, respectively. They were also discussed in the section.


4.1 Methylation biomarkers for anal and cervical carcinoma

The first methylation marker for anal carcinoma is cg23197559, near functional gene PTMA. According to recent publications, no direct reports confirm the association between PTMA and anal carcinoma. However, a recent study confirmed that in anal cancer and esophageal carcinoma, the methylation of a calcium-binding protein, S100A7, and PTMA has been shown to have specific methylation-mediated protein overexpression, validating the specific role of PTMA-related methylation alteration during anal carcinoma (42). The next probe cg07713411 is near gene MGA. MGA has been widely reported to be associated with tumor invasion (43) and progression (44). MGA has also been reported to contribute to MYC-mediated pathway in colorectal cancer cell lines. Considering the similarities between colorectal cancer and anal carcinoma, such gene regulated by our predicted methylation marker may also participate in the regulation of anal carcinoma, validating our prediction (44). The next probe cg25578064 regulates gene SFRS6, which is also a key driver gene for multiple gastrointestinal cancer subtypes (45), although it has no direct link with anal cancer. No functional genes were annotated around probe cg18954144  but the CpG site has been reported to be a typical signature for cancer overall survival (46), indicating that such probe may also be valuable for anal carcinoma monitoring. The final biomarker probe cg01550828 regulates a functional gene RNF168, encoding a ring finger protein. RNF168 has been selected as a candidate associated with HPV-related anal cancer (47), validating the efficacy and accuracy of our prediction.

As for biomarkers for cervical carcinoma, the first probe cg10417457 has been listed as a functional probe for cancer status monitoring according to a recent patent describing a systematic method to monitor cancer status established on 126 tumors (48). Therefore, such probe may also be functional to monitor cervical carcinoma. No reports associated with cg02871554 have been found. As for the probe cg27012396 near a functional gene HDAC4, various publications have confirmed that HDAC4 regulates the glycolysis and survival of hypoxic tumor cells in cervical carcinoma (49–51). Therefore, it is reasonable for us to predict that such probe may be a biomarker for cervical carcinoma. The next biomarker is cg05713971 near an effective gene called HERPUD1  Antineoplastic activity has been shown to be associated with gene HERPUD1 and further related to human cervical carcinoma according to a recent in vitro experiment (52). Such gene has also been detected to be regulated by functional microRNA miR-375 and further contributes to HPV-positive cervical cancer, validating our prediction (53).



4.2 Quantitative rules for anal and cervical carcinoma

For monitoring the status of anal carcinoma, three rules for recognizing three different clusters separately include the functional probes cg01550828 and cg18954144, both of which are associated with anal tumorigenesis as we have discussed above. According to our rules, a higher methylation level of cg01550828 and a lower methylation level of cg18954144 indicate a pathogenic status of anal carcinoma, consistent with previous studies (46, 47). Interestingly, we also identified lower methylation of cg01550828, associated with gene RNF168 as a biomarker for pathogenesis of intermediate status (precancerous lesions/intraepithelial neoplasia), providing a novel approach for predicting the precancerous lesion stage. As we have discussed above, all the top rules are established based on our qualitative biomarkers, indicating the consistency between different machine learning models and validating the efficacy and accuracy of our prediction.

For monitoring the status of cervical carcinoma, the top rules for normal control, precancerous lesion, and tumorigenesis prediction include the same group of features: cg10417457 and cg02871554. Although no direct association between cg02871554 and tumors has been recognized, cg10417457 has been validated to be an effective cancer-associated biomarker. Therefore, it is reasonable for our rules to summarize that a higher methylation of such probe may indicate a malignant change of cervical tissues. Further annotation on cg02871554 may be needed to explain its capacity for distinguishing precancerous lesions from malignant cancers.




5 Conclusion

In the present study, efficient feature selection algorithms, namely, Boruta, MCFS, LightGBM, and LASSO, were used to identify methylation signals associated with anal and cervical tumorigenesis. Subsequently, advanced machine learning algorithms were used to evaluate the performance of the filtered features for distinguishing different stages of anal or cervical carcinomas. Moreover, a DT was built to mine the classification rules for anal and cervical tumorigenesis. Taken together, this study provided a novel analysis to recognize key methylations for anal and cervical tumorigenesis qualitatively and quantitatively. The identified biomarkers and rules not only established an accurate and effective guideline for cancer differential diagnosis and progression stage monitoring, but also revealed potential mechanisms for the initiation and progression of anal and cervical tumorigenesis, indicating the specific roles of some methylations during the pathogenesis of these two diseases.
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With the increasing number of people suffering from cancer, this illness has become a major health problem worldwide. Exploring the biological functions and signaling pathways of carcinogenesis is essential for cancer detection and research. In this study, a mutation dataset for eleven cancer types was first obtained from a web-based resource called cBioPortal for Cancer Genomics, followed by extracting 21,049 features from three aspects: relationship to GO and KEGG (enrichment features), mutated genes learned by word2vec (text features), and protein-protein interaction network analyzed by node2vec (network features). Irrelevant features were then excluded using the Boruta feature filtering method, and the retained relevant features were ranked by four feature selection methods (least absolute shrinkage and selection operator, minimum redundancy maximum relevance, Monte Carlo feature selection and light gradient boosting machine) to generate four feature-ranked lists. Incremental feature selection was used to determine the optimal number of features based on these feature lists to build the optimal classifiers and derive interpretable classification rules. The results of four feature-ranking methods were integrated to identify key functional pathways, such as olfactory transduction (hsa04740) and colorectal cancer (hsa05210), and the roles of these functional pathways in cancers were discussed in reference to literature. Overall, this machine learning-based study revealed the altered biological functions of cancers and provided a reference for the mechanisms of different cancers.
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1 Introduction

Cancer is one of the most common causes of death in human beings. According to World Health Organization (WHO), about 10 million patients died because of cancer in 2020. Early cancer diagnosis significantly improves the survival, but more than half of patients with cancer have been diagnosed in advanced stages (1). The average 5-year survival rate after surgery in the early stage is 91%, which is higher than the 26% survival rate in the late stage (2).

The identification of tumor type and tissue origin is of paramount importance for cancer treatment. Most cancer types are diagnosed via invasive biopsy; however, non-invasive early detection is lacking (3). Circulating tumor DNA (ctDNA) could be a potential biomarker for early cancer diagnosis (4). Despite the multiple challenges in developing non-invasive liquid biopsy based on ctDNA in blood plasma, such as the limited materials of cancer DNA in blood plasma to achieve a high sensitivity (5), enormous efforts and progresses have been made in the past decades. Studies on identification methods for tumor tissue of origin mainly focused on characterizing and utilizing tumor-specific DNA methylation, gene expression profiling, and genomic alteration (6–8). Machine learning methods, especially deep learning models, have been developed and widely used to identify tumor tissue of origin (9). In our previous study, we developed a bioinformatics pipeline based on machine learning algorithms to identify the tissue of origin in five tumors according to the enrichment of gene ontology (GO) terms and Kyoto Encyclopedia of Genes and Genomes (KEGG) using the mutated genes (10); the approach was proven to be of high efficacy and robustness. However, the limitation of previous methods in analyzing small datasets restricted our previous analysis with only five cancer types.

In this study, we applied machine learning algorithms to investigate a large mutation data, which involved eleven cancer types. Each sample was represented by three feature types: (1) relationship to GO terms and KEGG pathways; (2) word embeddings of mutated genes; (3) network embeddings of mutated genes. Several machine learning algorithms were applied to such dataset. First, the irrelevant features were excluded by Boruta feature selection. Then, remaining features were deeply analyzed by four different feature selection methods, resulting in four feature-ranked lists. In the next step, each feature list is subjected to incremental feature selection (IFS) (11) combined with the different classification algorithms to determine the optimal number of features and build the optimal classifiers. Some essential features were identified by each feature selection method and those identified by multiple methods were deemed to be more important. Features related to GO terms and KEGG pathways were analyzed. Furthermore, this study also reported several classification rules, indicating different patterns on various cancer types. From the results yielded by four feature selection methods, they were quite different, suggesting that the four methods are complement with each other. Incorporating multiple methods in the pipeline can help us achieve a more comprehensive result.



2 Materials and methods


2.1 Data sources

Mutation data with eleven cancer types were acquired from the cBioPortal for Cancer Genomics (http://cbio.mskcc.org/cancergenomics/pancan_tcga /) (12, 13). This dataset mainly includes bladder urothelial carcinoma (BLCA), breast invasive carcinoma (BRCA), colon adenocarcinoma/rectum adenocarcinoma esophageal carcinoma (COADREAD), glioblastoma multiforme (GBM), head and neck squamous cell carcinoma (HNSC), kidney renal clear cell carcinoma (KIRC), acute myeloid leukemia (LAML), lung adenocarcinoma (LUAD), lung squamous cell carcinoma (LUSC), ovarian serous cystadenocarcinoma (OV), and uterine corpus Endometrial Carcinoma (UCEC). A total of 3478 samples were obtained, and the sample size for each cancer type is listed in Table 1. This cancer mutation dataset was then used in the next step of the analysis.


Table 1 | Number of samples under different cancer types.





2.2 Feature representation

In this work, three approaches were utilized to encode the feature vectors to extract relevant information from each cancer sample in the mutant dataset: GO and KEGG enrichment theory, word2vec, and node2vec. Accordingly, three feature types were generated from each sample, namely, enrichment, text and network features, respectively. A total of 21,049 features were created, with 20,293 enrichment features derived from GO and KEGG, 256 text features yielded by word2vec, and 500 network features generated by node2vec. A detailed description of these features is presented below.


2.2.1 Enrichment features derived from GO and KEGG

GO terms and KEGG pathways give crucial functional information for gene characterization in biology study and the discovery of underlying biological mechanisms. The data obtained could be helpful for further research when GO terms and KEGG pathways are used for feature encoding. As a commonly used approach in quantifying the overlap between the gene set and GO terms or KEGG pathways, the GO and KEGG enrichment theory (14) were used to measure the impact of alterations in biological functions among patients with cancer.

For a specific cancer individual p and a GO term GOj, GGO represents the gene set that is annotated by GOj, and Gp represents the variant gene set for individual p. The relationship between p and GOj is defined as the hypergeometric test p-values of Gp and GGO, called GO enrichment score, which can be computed by

 

where N and M indicate the total number of human genes and the number of genes in GGO, respectively; n denotes the number of mutant genes in Gp, and m represents the number of genes both in Gp and GGO. According to the high enrichment score, the mutation in patient p has a deep functional impact on the GO term GOj.

Similarly, for the KEGG pathway, the enrichment score for a cancer individual p and a KEGG pathway Kj can be calculated as follows, called KEGG enrichment score,

 

where N and n are defined as shown in Eq. 1, and M and m indicate the number of genes in pathway Kj and the number of genes both in Gp and Kj. A total of 20,293 GO terms and KEGG pathways were adopted in this study, with the enrichment scores between patients with cancer and these functional terms serving as the feature values. Each patient with cancer is represented by 20,293 enrichment scores, which can be used for subsequent feature analysis. For convenience, such features were called enrichment features. These features were calculated by our in-house program.



2.2.2 Text features generated by Word2vec

Word2vec is a natural language processing model that uses unsupervised learning to learn word associations from a text corpus (15). It obtains the word embedding vectors by training two-layer neural networks to reconstruct linguistic contexts of words, making the semantic and syntactic similar words close in distance in a specific space. Words are embedded in a continuous vector space, with close vectors for similar words. The training algorithms of word2vec are mainly CBOW or Skip-gram. Here, the word2vec algorithm in Gensim (https://github.com/RaRe-Technologies/gensim) was adopted. It took the name of each gene as a word and the genes presenting in each sample as sentences. The second class of features was the average of the vectors corresponding to the genes under each sample. In summary, word2vec program with default parameters was used to produce a 256-dimensional feature vector for each sample based on gene names. For convenience, these features were called text features.



2.2.3 Network features generated by Node2vec

The gene interaction network provides information on the features of gene interactions. In this study, gene names were inputted into a gene network based on the PPI network in STRING (16). Each node in this network represents a gene, each edge denotes the interaction between two genes. Evidently, each edge indicates a PPI. To reflect different strengths of PPIs, edges are assigned the confidence scores of their corresponding PPIs. Thus, this gene interaction network is a weighted version. The feature vector of each gene is obtained using node2vec (17).

The node2vec algorithm can be regarded as a generalized version of Skip-gram, which can process network data. It first generates several paths starting from each node in the network. Each path is extended from the current endpoint to one of its neighbors in a well-defined way. After a predefined number of paths have been generated, they are fed into the word2vec with Skip-gram, where nodes in paths are termed as words and paths are considered as sentences, to yield the feature vector of each node. The node2vec program was retrieved from https://snap.stanford.edu/node2vec/. Default parameters were used.

The gene interaction network mentioned above was fed into the node2vec program, assigning a vector feature for each node (gene). The feature vector of each sample was further constructed from the feature vectors of genes and was defined as the mean vector of the feature vectors of genes related to the sample. In this study, a 500-dimensional feature vector was generated for each of the samples from the gene interaction network. For convenience, these features were called network features.




2.3 Feature selection methods


2.3.1 Boruta feature filtering

A total of 21,049-dimensional feature vectors were obtained after feature encoding. Directly employing these features for analysis would require massive computation. Therefore, non-essential features were eliminated from the dataset using Boruta feature selection (18). In each iteration round, Boruta compares the importance of the original feature to that of the shadow feature with random forest (RF) classifier. If the original feature is statistically more important than the shadow features, then the original feature is deemed important. If the original feature is statistically less essential than the shadow feature, then the original feature is considered unimportant. After Boruta analysis, the important features were retained for the next step of feature ranking, and the computational efficiency was improved.

In this work, the Boruta program from https://github.com/scikit-learn-contrib/boruta_py was used and executed with default parameters.



2.3.2 Least absolute shrinkage and selection operator

Lasso (19) is a regression model that uses L1 regularization technology. The overfitting problem is reduced by adding a high penalty to parameters with high coefficients and great prediction errors, thus reducing the number of parameters and lowering the feature dimension because some feature coefficients are reduced to 0 and eliminated from the model. As a result, Lasso is frequently used for the selection of features that are prioritized by importance according to their coefficients. The Lasso package, obtained from Scikit-learn (20), was applied on the features selected by Boruta. Its default parameters were adopted. The obtained feature list was called Lasso feature list.



2.3.3 Minimum redundancy maximum relevance

mRMR (21) is a feature selection method that has been widely applied in biology. Its main goal is to maximize the correlation between features and categorical variables while minimizing feature-to-feature redundancy. Mutual information between individual features and category variables is used to determine the correlation between features and categories, and mutual information between features and features is used to calculate the redundancy. A ranked feature list can be obtained after feature selection using mRMR. The mRMR program was derived from http://home.penglab.com/proj/mRMR/, and it was executed with default parameters. The list yielded by mRMR was called mRMR feature list.



2.3.4 Monte Carlo feature selection

MCFS (22) is used to identify the essential features in the dataset for a particular classification problem. The method resamples the original dataset c times, separates it into c pairs of training and test sets, randomly selects m features from all features for s times to build a decision tree (DT), and generates s DTs each time. Finally, the entire procedure yields c × s DTs

The relative importance (RI) is computed for each feature based on these DTs. Features are sorted in descending order of RI values to produce a ranked feature list. Here, MCFS was implemented using the dmLab software provided by Draminski (22) with parameters u and v set to 1, which can be obtained at http://www.ipi-pan.eu/staff/m.draminski/mcfs.html. Features with RI scores equal to 0 from the calculation results were deleted in the next analysis. The list yielded by MCFS was termed as MCFS feature list.



2.3.5 Light gradient boosting machine

LightGBM (23) is a fast gradient boosting DT implementation that recurrently fits a new DT by using the negative gradient of the loss function of the current DT as the approximate value of the residual. This approach saves computer resources by employing two strategies called gradient-based one-side sampling and exclusive feature bundling. Given that LightGBM is based on a tree model, the importance of a feature can be quantified by the number of times the feature is involved in building the DTs. In this study, a python version of the LightGBM program with default parameters, which can be downloaded from https://lightgbm.readthedocs.io/en/latest/, was used to rank features selected by Boruta. This list was called LightGBM feature list.




2.4 Incremental feature selection

Features selected by Boruta were sorted in descending order of importance using the Lasso, mRMR, MCFS, and lightGBM algorithms. However, the features in each feature list that were critical to the classification of cancer types were not determined. Therefore, IFS (11) was used to detect the optimal number of features in each ranked list and build the optimal classifiers.

Given a feature list, IFS produces a series of feature subsets depending on a specified interval step initially. For example, when the interval is 5, the first feature subset includes the top 5 features in the list, and the second feature subset includes the top 10 features. All possible feature subsets can be generated when the interval was set as 1. The sample data including each of these feature subsets are then applied to train a classifier with a given classification algorithm (e.g., DTs (24), random forest (RF) (25), and support vector machine (SVM) (26)). Such classifier is tested by 10-fold cross-validation (Kohavi, 1995). When training the classifier, we adopted Synthetic Minority Oversampling Technique (SMOTE) (27) to balance the sample sizes of different cancer types in this study. Ultimately, all classifiers built by the succession of feature subsets were compared using a performance metric to determine the optimal number of features and the consequent optimal classifier.



2.5 Synthetic minority oversampling technique

In this study, the sample sizes for the eleven cancer types were markedly unequal as indicated in Table 1. The obtained results are frequently unsatisfactory when the classifier is built by directly utilizing an unbalanced sample dataset. Hence, overcoming the categorization difficulty provided by uneven data has become a machine learning challenge. SMOTE is a synthetic sampling strategy in which new samples for a minority class are generated using any randomly selected sample and its nearest neighbors (27). In this study, SMOTE was utilized in the imblearn module (with default parameters) to synthesize new samples for minority cancer types and generate an equal number of cancer samples in each type in the training set.



2.6 Classification algorithms

In IFS method, one classification algorithm was necessary. To fully test each feature subset, three classic classification algorithms: DT (24), RF (25), and SVM (26), were employed in this study. These classification algorithms have been applied to tackle various medical or biological problems (28–36).


2.6.1 Support vector machine

SVM is one of the most classic classification algorithms. The main idea is to determine a hyperplane by learning the distribution of samples in different classes. Generally, such hyperplane in the original feature space is difficult to obtain. SVM adopts the kernel trick to translate samples to a high-dimensional feature space. In this case, such hyperplane is easy to discover. The class of a test sample is determined according to the side of the hyperplane it belongs to.



2.6.2 Random forest

RF is also a classic classification algorithm, which is quite different from SVM. In fact, it is an ensemble algorithm consisting of several DTs. Each DT is built on a new dataset, in which samples were randomly selected, with replacement, from the original dataset. And such new dataset has same number of samples in the original dataset. Furthermore, each DT is constructed based on randomly selected features. The predicted results of RF are determined by the majority voting on the results yielded by all DTs.



2.6.3 Decision tree

Above two classification algorithms are generally deemed to be powerful. However, their decision principles are quite complicated, which is impossible for us to understand. This is a great block for us to learn new knowledge from a large dataset. For this study, we cannot extract mutation patterns on different cancer types only based on RF and SVM. In view of this, DT was also used in this study, which is deemed to be a type of white-box algorithm. It employs a tree structure and contains leaf nodes and branch nodes. The branch nodes are in charge of classifying samples, whereas the leaf nodes are responsible for determining classes. Besides the tree representation, a DT can also be represented by a set of IF-THEN rules. Each rule is obtained by a path from root node to one leaf node. These rules make the classification procedures completely open, providing opportunities for us to understand different patterns on various cancer types.

In this work, the corresponding packages that implement above SVM, RF and DT, in scikit-learn (20) were employed. Each package was performed with default parameters.




2.7 Performance measurement

In the IFS, the classifiers were trained using training samples consisting of the feature subsets. The performance of the classifiers was then evaluated using 10-fold cross-validation (37). The commonly used main model metrics for each class are accuracy (recall), precision and F1 score (38–41). Here, F1 score was used as the main metric to measure the performance of the classifier on one class, which can be calculated as follows:

 

As above F1 score only measures the performance of the classifier on one class. F1 scores on all classes can be integrated to give an overall evaluation on the classifier. There are two ways to integrate these scores. The first way is to calculate the mean of all F1 scores. Such obtained measurement is called macro F1. The second way further considers the class sizes, the weighted mean of all F1 scores is computed, which is termed as weighted F1. As the sizes of different cancers are quite different, weighted F1 was more proper than macro F1 to fully evaluate the overall performance of classifiers. Thus, it was selected as the key measurement in this study.

Besides, the overall accuracy (ACC) and Matthew correlation coefficients (MCC) (42, 43) were also employed. ACC is a generally measurement, which indicates the proportion of correctly predicted samples. MCC is much more complex. However, it is deemed as a balanced measurement even if the sizes of classes are quite different. To compute MCC, two matrices X and Y should be constructed in advance, where X stores the true class of each sample and Y includes the predicted class of each sample. Then, the MCC can be computed by

 

where cov(Y,X) stands for the covariance of two matrices.




3 Results

In this study, we first downloaded a mutation dataset containing 3478 cancer samples from the cBioPortal for Cancer Genomics database, which included eleven cancer types. Three feature types (enrichment, text and network features) were generated to represent each cancer sample. The Boruta feature filtering method was used to remove irrelevant features and selected features were further analyzed by Lasso, mRMR, MCFS, and LightGBM methods, respectively, to produce four feature-ranked lists. Each feature list was subjected to IFS combined with classification algorithms and model evaluation measurements to determine the optimal number of features, build the optimal classifiers, and extract the important classification rules. The entire analysis pipeline is shown in Figure 1. This section details the obtained results.




Figure 1 | Computational framework of this study. First, the cancer samples obtained from the cBioPortal for Cancer Genomics database are represented by three feature types, derived by GO and KEGG enrichment, word2vec, and node2vec. Then, the Boruta feature filtering is adopted to exclude irrelevant features and retained features are ranked by Lasso, mRMR, MCFS, and LightGBM methods in four feature-ranked lists. These feature lists are subjected to incremental feature selection combined with classification algorithms to determine the optimal number of features, build optimal classifiers, and extract important classification rules. Furthermore, the Venn diagram analysis is conducted on the key features identified by different feature selection methods.




3.1 Results of feature selection methods

First, a large dataset containing 3,478 samples and 21,049 features was generated. To filter key informative features from these features, the Boruta feature filtering method was applied to such dataset. 18,835 features were excluded and 2,214 important features were retained, which are provided in Supplementary Table S1. Among the selected 2,214 features, enrichment features were most, followed by network and text features. The numbers of selected features on three types are shown in Figure 2. Enrichment features were important to classify samples into different cancer types. However, considering the fact that the original enrichment features were much more than other two feature types, such result was reasonable. Furthermore, the selected enrichment features only occupied 8.33% of all enrichment features, and such proportions for text and network features were 60.16% and 74.00%, respectively. It was indicated that text and network features also provided key contributions on the classification of cancer samples.




Figure 2 | Pie chart to show the distribution of features selected by Boruta on three feature types. Enrichment features are most, followed by network and text features.



In the next step, a refined dataset with 3,478 samples and 2,214 selected features was produced. Four feature selection methods (Lasso, mRMR, MCFS, and LightGBM) were executed on such dataset to analyze the importance of the 2,214 features. Four feature lists: Lasso, mRMR, MCFS and LightGBM feature lists, were obtained. These lists are also provided in Supplementary Table S1.



3.2 Results of IFS method on different feature lists

We obtained four feature-ranked lists but were still unable to determine the features in each list that could effectively distinguish cancer types. Therefore, we employed the IFS combined with classification algorithms to determine the optimal results. For each list, IFS first generated a series of feature subsets with interval 5, on which the DT, RF, and SVM classifiers were constructed. We then used 10-fold cross-validation for evaluation with weighted F1 as the key performance metric. The results of the IFS on different feature selection methods are provided in Supplementary Table S2.

For the IFS results on the Lasso feature list, an IFS curve was plotted for each classification algorithm, as shown in Figure 3, where weighted F1 was set as Y-axis and number of features was set as X-axis. It can be observed that the highest weighted F1 values for DT, RF and SVM were 0.4215, 0.6134 and 0.6772, respectively. These values were obtained by using top 1770, 2055 and 1905, respectively, features in the list, which constituted the optimal feature subsets for three classification algorithms, respectively. Furthermore, the optimal DT, RF and SVM classifiers were built using the corresponding optimal feature subsets. The values of ACC, MCC and Macro F1 yielded by these optimal classifiers are listed in Table 2. Evidently, the optimal SVM classifier provided the highest performance. The performance of the optimal classifiers on eleven cancer types are illustrated in Figure 4A, from which we can see that the optimal SVM classifier provided the best performance on all cancer types. This further confirmed the superiority of the optimal SVM classifier.




Figure 3 | IFS curves of different classification algorithms on the Lasso feature list. Three classification algorithms provided highest weighted F1 values of 0.4215, 0.6134 and 0.6772, respectively, based on top 1770, 2055 and 1905, respectively, features in the list.




Table 2 | Detailed performance of the optimal classifiers for different feature selection methods and classification algorithms.






Figure 4 | Performance of the optimal classifiers on eleven cancer types for different feature lists. (A) Lasso feature list; (B) mRMR feature list; (C) MCFS feature list; (D) LightGBM feature list.



With regard to the IFS results on the mRMR feature list, three IFS curves were also plotted, as illustrated in Figure 5. DT, RF and SVM provided the highest weighted F1 of 0.4347, 0.6170 and 0.6200, respectively. Top 490, 1505 and 1810, respectively, features in the mRMR feature list were used to generate such performance. On these features, the optimal DT, RF and SVM classifiers were built. Their additional performance measurements are listed in Table 2 and Figure 4B. The optimal SVM classifier still gave the highest performance. However, its superiority to the optimal RF classifier was not very evident. The optimal DT/RF classifier gave almost the equal performance of the optimal DT/RF classifier on Lasso feature list, but the performance of the optimal SVM classifier was evidently declined compared with that of the optimal SVM classifier on the Lasso feature list.




Figure 5 | IFS curves of different classification algorithms on the mRMR feature list. Three classification algorithms provided highest weighted F1 values of 0.4347, 0.6170 and 0.6200, respectively, based on top 490, 1505 and 1810, respectively, features in the list.



For the IFS results on the MCFS feature list, we also plotted an IFS curve for each classification algorithm to clearly show its performance on different feature subsets, as illustrated in Figure 6. When top 460, 385 and 550, respectively, features in the list were used, DT, RF and SVM provided the highest weighted F1 values of 0.3966, 0.5917 and 0.5823, respectively. Accordingly, the optimal DT, RF and SVM classifiers were built with these optimal features. Their ACC, MCC and Macro F1 are listed in Table 2 and their performance on eleven cancer types is shown in Figure 4C. The optimal RF and SVM classifiers were almost at the same level. Relatively speaking, the optimal RF classifier was slightly better than the optimal SVM classifier. These three optimal classifiers gave lower performance than above optimal classifiers using the same classification algorithm.




Figure 6 | IFS curves of different classification algorithms on the MCFS feature list. Three classification algorithms provided highest weighted F1 values of 0.3966, 0.5917 and 0.5823, respectively, based on top 460, 385 and 550, respectively, features in the list.



As for the IFS results on the LightGBM feature list, similar investigation was conducted. Figure 7 shows the three IFS curves of three classification algorithms. It can be observed that DT, RF and SVM provided the highest weighted F1 values of 0.4273, 0.6218 and 0.6771, respectively, when top 1880, 315 and 2015, respectively, features in the list were adopted. These features were used to build the optimal DT, RF and SVM classifiers. Other overall measurements of these optimal classifiers are listed in Table 2. And their performance on all cancer types is shown in Figure 4D. Evidently, the optimal SVM classifier was better than other two classifiers. The performance of these classifiers is quite similar to that of the optimal classifiers on the Lasso feature list.




Figure 7 | IFS curves of different classification algorithms on the LightGBM feature list. Three classification algorithms provided highest weighted F1 values of 0.4273, 0.6218 and 0.6771, respectively, based on top 1880, 315 and 2015, respectively, features in the list.



Among above optimal classifiers, the optimal SVM classifiers on the Lasso and LightGBM feature lists were evidently better than other classifiers. They can be efficient tools to classify cancer samples into different types.



3.3 Investigation on key features

Several optimal classifiers were built in Section 3.2. Features used in these classifiers were deemed to be related to cancer classification. Here, we investigated the distribution of these features on three feature types. The distribution is shown in Figure 8. Except the results on MCFS feature list, enrichment features always occupied most. Network features were most for the results on MCFS feature list. Based on different feature selection methods, some common features can be extracted, whereas some exclusive features can also be discovered by a certain feature selection method. Integrating the results derived from different feature selection methods can give a full overview on cancer classification.




Figure 8 | Distribution of the optimal features for different classification algorithms and feature lists. (A) Lasso feature list; (B) mRMR feature list; (C) MCFS feature list; (D) LightGBM feature list.



As mentioned in Section 3.2, the optimal SVM classifier was generally the best among all optimal classifiers on a certain feature list. However, these classifiers were of low efficiency due to the large number of features used. In view of this, we carefully checked the IFS results with SVM, trying to finding out a SVM classifier with high performance but with less features. Finally, the SVM classifiers using top 350 features in the Lasso feature list, top 375 features in the mRMR feature list, top 150 features in the MCFS feature list and top 315 features in the LightGBM feature list were picked up. For convenience, these classifiers were called feasible SVM classifiers. Their performance is listed in Table 3. It can be observed that their performance is slightly lower than the corresponding optimal SVM classifiers. However, they were more efficient than the optimal classifiers as much less features were involved. Since the optimal features except those used in the feasible classifiers can provide limited improvement, features used in the feasible classifiers were evidently more important than the rest optimal features. Further investigation on these features was helpful to uncover the essential differences of various cancer types. Thus, four feature sets consisting of features in four feasible SVM classifiers were set up and a Venn diagram was plotted, as shown in Figure 9. Detailed intersections are listed in Supplementary Table S3. The results showed that the four feature sets intersected in one important feature (hsa04740), with 26 intersections in three feature sets. These features were deemed to be highly related to cancer classification. Among these 27 (1 + 26) features, 20 were enrichment features (occupied 74%), three were network features and four were text features. The biological implications of these features for cancer classification would be presented in Section 4.1.


Table 3 | Performance of the feasible SVM classifiers for different feature selection methods.






Figure 9 | Venn diagram to show the intersection of key features identified by different feature selection methods. Lasso, mRMR, MCFS and LightGBM indicate the feature subsets identified by the feature selection methods with the same names.





3.4 Classification rules derived from the optimal DT classifiers

Although SVM generally achieved the best performance in the above tasks, it is a black-box algorithm that is difficult to interpret in a biological sense. Meanwhile, DT has a low predictive power but can provide easily understandable decision rules because of its IF-THEN rule architecture, which simplifies the discussion on the biological implications of the features. In view of this, DT was used to conduct some additional investigations.

On each feature list, the number of the optimal features for DT had been determined via IFS method. Based on these features, DT was applied to all cancer samples and a tree was learned. A set of classification rules was extracted from such tree, which is provided in Supplementary Table S4. The number of rules for each cancer type under different feature selection methods is shown in Figure 10. The results showed that BRCA and HNSC were given plenty of classification rules. The biological importance of these rules would be discussed in Section 4.2.




Figure 10 | Number of rules under each cancer type obtained by the four optimal DT classifiers on four feature lists.






4 Discussion

We compared the optimal feature sets identified by the four feature selection methods and found that these methods generated different results (Figure 9). A total of 195 optimal features were identified by two or more feature selection methods, and 772 features were method-specific. The features shared by multiple methods may play key roles in cancer-type-specific development. For example, the feature hsa04550, which is the KEGG pathway of “Signaling pathways regulating pluripotency of stem cells - Homo sapiens (human)” was shared by three methods. Tumorigenesis and the generation of induced pluripotent stem cells (iPSCs) are highly similar processes, and iPSCs from different cell types are led by different reprogramming processes (44). Only one feature was shared by all four methods, which is hsa04740, the KEGG pathway “Olfactory transduction - Homo sapiens (human)”. Previous studies found that the 301 olfactory receptor genes showed different expression patterns in 968 cancer cell lines derived from different cancer types (45); this finding indicated the specific roles of this pathway in different cancers.


4.1 Clustering of optimal GO terms features indicated the functional groups in categorizing the cancer types

Given the abundance of algorithm-specific features, we applied Revigo to cluster the GO terms to assess the relevance of these features in cancer categorization (46). This relevance infers the distance between two GO terms according to the pair-wise semantic similarity. We highlighted the GO terms representing the clusters and ranked the top by four algorithms by displaying their descriptions.


4.1.1 Analysis of biological process

Our literature review confirmed the relevance of these GO terms and clusters to cancer type classification (Figure 11A). For example, a cluster was enriched with GO terms involved in T cell responses. T-cell apoptosis could be triggered by up-regulating FAS/FASL system in cancer cells. The mutations in FAS and FASL genes reduce the risks of certain types of cancer but not the others, indicating that T cell apoptosis behaves differently in different cancers. IN the present study, cellular responses, especially immune responses involved in T cells, were one of the most critical function groups in distinguishing cancer types. The polymorphisms of the fundamental immunosuppressive cytokine, cytotoxic T-lymphocyte antigen-4 (CTLA4, CD152), which terminates the T-cell response and prohibits T-cell activation, are associated with the risk of breast and cervical cancers (47). This finding proved again the relevance of these GO term clusters to cancer types. In addition, the GO terms involved in fibroblast growth factor receptor (FGFR) signaling pathway are clustered because FGFRs are recurrently altered in many human cancers. The prevalence of the mutations in this gene depends on the cancer type (48). The other three GO terms clusters include chromosome damage or rearrangement, cellular or tissue development, and regulations of biological processes, including epigenetic modifications. These biological processes have specific signatures in different cancers: different tumors with different origin of cell types are underlined by cancer-type-specific tumorigenesis processes because of the diverse characteristics of different cell types. Studies using the Pan-Cancer Analysis of Whole Genome (PCAWG) and The Cancer Genome Atlas (TCGA) data identified chromoanagenesis landscape in different cancers (49), implying the different distributions of mutation types. Moreover, different tumor development mechanisms are caused by aneuploidy, a context-dependent, cancer-type-specific oncogenic event (50).




Figure 11 | (A) GO term clustering of Biological Process identified by only one of the four algorithms. The distance between two GO terms were inferred based on pair-wise semantic similarities. (B) GO term clustering of Cellular Component identified by only one of the four algorithms. The distance between two GO terms were inferred based on pair-wise semantic similarities. (C) GO term clustering of Molecular Function identified by only one of the four algorithms. The distance between two GO terms were inferred based on pair-wise semantic similarities.





4.1.2 Analysis of molecular function

In contrast to biological process, we saw only 1 cluster enriched in the other two categories of GO terms, molecular function and cellular component. This cluster was found in the GO term category of cellular function and was enriched by several protein-protein binding functions, such as I-SMAD binding. The nuclear accumulation of active Smad complexes transduces the transforming growth factor beta-superfamily signals from transmembrane receptors into the nucleus. Genetic and epigenetic changes, such as DNA mutations, methylation, and miRNA expression, contribute to the transcriptional activity of TGF-β signaling in all cancer types (51). Previous studies identified the mutation hotspots in SMAD and inhibitors, indicating that the different alterations of Smad and the binding proteins play an important role in different cancer types by regulating TGF-β signaling through various ways.



4.1.3 Analysis of cellular component

In addition to the only cluster enriched by GO terms involved in protein-protein binding, the other GO terms in Cellular Component and Molecular Function showed less similarity with each other (Figures 11B, 11C). However, the top ranked GO terms were well recognized as highly cancer type specific. For example, the top GO term in Cellular Component was cell projection membrane, which is a cell protrusion that is involved in many biological functions, such as cancer cell invasion, cell motility, and cytokinesis. Glypicans play a role in cellular and tissue development, morphogenesis, and cell motility and show differential expression in different cancer types by behaving as tumor promoters and suppressors in a cancer type-specific manner (52).

In summary, we confirmed that these algorithm-specific features are extensively relevant to cancer types. Each method has a unique strength in a different aspect; therefore, all four methods must be incorporated for the comprehensive inference of cancer type classification.




4.2 Biological relevance of identified rules to cancer type classification

Besides essential features, several interesting classification rules were also obtained in this study (Supplementary Table S4). Here, some rules were examined. We found some features that can distinguish multiple cancer types with high impacts (passed counts >= 100). For example, the feature GO:0019002 (GMP binding) can classify BRCA, COADREAD, KIRC and OV, which is expected because GMP is the pharmacological target for treating multiple types of cancers (53–55). Another GO term group that can be used to classify multiple cancer type contains two GO terms, namely, GO:0031049 (programmed DNA elimination) and GO:0031052 (programmed DNA elimination by chromosome breakage), which are also involved in oncogenesis. Activation-induced deaminase is crucial in tumorigenesis because it is implicated in B cell lymphomas. DNA deaminases show preferred targeting, which provides solutions to identify their mutation foot-print in tumors. This finding also indicated their roles in genetic mutation in various cancer types (56). In addition to GO terms, some KEGG pathways can classify multiple cancer types, such as hsa00562 (Inositol phosphate metabolism - Homo sapiens (human)). We found it could be used to distinguish BRCA and COADREAD in this study. The main influential pathway contributing to CRC was inositol phosphate metabolism (57), which also had the most impact on the metabolic pathway in breast cancer. All these previous findings support our results and suggest the robustness of the methods in the present study.




5 Conclusion

This study was conducted on a cancer mutation dataset. After feature coding, irrelevant features were excluded using Boruta feature selection. Different feature ranking and IFS methods were then employed to identify the optimal number of features, construct efficient classifiers and extract interpretable classification rules. The results of the four methods were combined to identify the most important functional pathways and features, which were further discussed and validated with academic literature, providing a new understanding of the altered biological functions of different cancer types.
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Background

Chordoma is a slow-growing but malignant subtype of bone sarcoma with relatively high recurrence rates and high resistance to chemotherapy. It is urgent to understand the underlying regulatory networks to determine more effective potential targets. Phosphorylative regulation is currently regarded as playing a significant role in tumorigenesis, and the use of tyrosine kinase inhibitors in clinical practice has yielded new promise for the treatment of a variety of sarcoma types.



Materials and methods

We performed comprehensive proteomic and phosphoproteomic analyses of chordoma using four-dimensional label-free liquid chromatography–tandem mass spectrometry (LC-MS/MS) and bioinformatics analysis. The potential aberrantly expressed kinases and their functions were validated using western blotting and CCK-8 assays.



Results

Compared with paired normal muscle tissues, 1,139 differentially expressed proteins (DEPs) and 776 differentially phosphorylated proteins (DPPs) were identified in chordoma tumor tissues. The developmentally significant Wnt-signaling pathway and oxidative phosphorylation were aberrant in chordoma. Moreover, we predicted three kinases (AURA, CDK9, and MOK) with elevated activity by kinase-pathway network analysis (KiPNA) and verified their increased expression levels. The knockdown of these kinases markedly suppressed chordoma cell growth, and this was also the case for cells treated with the CDK9 inhibitor AZD4573. We additionally examined 208 proteins whose expression and phosphorylation levels were synergetically altered.



Conclusions

We herein depicted the collective protein profiles of chordomas, providing insight into chordomagenesis and the potential development of new therapeutic targets.





Keywords: chordoma, proteomics, phosphoproteomics, integrated kinase network, kinase inhibitor



Introduction

Chordoma is a rare but malignant primary bone tumor that typically occurs along with the axial skeleton, with an incidence rate of approximately two cases per million people that represents 1%–4% of all bone cancers (1, 2). Chordoma is hypothesized to arise from the neoplastic transformation of embryonic notochordal remnant tissues (3). The rod-like notochord produces several signaling proteins (e.g., sonic hedgehog and Wnt) and secretes signaling factors (e.g., BMP and FGF) to direct organogenesis within the early embryo. The T-box-family transcription factor brachyury (TBXT), a crucial regulator of notochord development, and is characteristically overexpressed in chordomas and usually regarded as a hallmark of chordoma (4, 5). Despite its manifestation as a low-to-intermediate grade tumor that usually occurs sporadically, chordoma exhibits a strong tendency toward local recurrence, and over 30% of patients develop metastases (6).

As chordoma shows low sensitivity to conventional cytotoxic chemotherapies and radiation, radical surgery remains the primary and most effective treatment; however, their proximity to neurovascular structures hampers complete resection, and some patients have already developed metastatic diseases upon initial diagnosis. Several recent studies (including our own) have revealed that EGFR-signaling dysbiosis modulated by CMTM3 and cMET exacerbated the chordoma process (7, 8), and that DEPDC1B regulated ubiquitination of BIRC5 also promoted chordoma progression (9). However, more information should be depicted to overcome its lengthy latency and poor response to treatment (10).

Phosphorylation constitutes one of the most common post-translational modifications (PTMs) of proteins, with kinases exhibiting tumorigenic actions in various malignancies, and relevant small-molecule inhibitors have been widely and successfully employed for the clinical treatment of diverse types of cancer (11). Indeed, a series of tyrosine kinase inhibitors (TKIs) have been used in the pre-clinical trials of chordoma (12), including the inhibitors against the epidermal growth factor receptor (EGFR) like afatinib, erlotinib, and lapatinib (13), the inhibitors against tyrosine-protein kinase Met (c-MET) like crizotinib, the inhibitors against Platelet-derived growth factor receptor (PDGFR) such as imatinib (14), and the inhibitors of the type I IGF receptor/insulin receptor (IGF1R/INSR) inhibitor linsitinib together with erlotinib (15). However, their clinical applications all exhibited varied degrees of limitations. The responses of lapatinib were not as good as it could have been expected (16). Erlotinib incompletely suppressed chordoma growth in vivo (17). Not all PDGFR-positive chordomas paitients are sensitive to imatinib and it did not achieve dimensional and long-lasting responses as well (18, 19). Although the European multi-center clinical trial involving afatinib is still ongoing, it is well established that single-afatinib therapies have not yielded lasting effects and the tumoral evolutions lead to the drug resistance (20, 21). Besides, machine learning together with synergistic drug combinations have also been proposed in chordoma (22).

A majority of recent studies on chordoma have focused on histologic and genetic analysis (23–28). Moreover, although numerous investigators have assessed the roles of several individual proteins in chordoma (29, 30), we only uncovered a few reports on chordoma-related proteins that exploited proteomics (31–33) and little is known with respect to the PTMs of proteins. Therefore, a more comprehensive understanding of chordoma is urgently needed to elucidate phosphorylation status and the aberrant activation of signaling pathways that contribute to chordomagenesis.

In the present study, we profiled and integrated the proteomic and phosphoproteomic landscapes with label-free mass spectrometry, identified several kinases as potentially druggable molecular targets, and verified the effects of these kinases on chordoma cell proliferation. Our findings will enable us to better understand the underlying pathogenesis of chordoma, and thus yield novel targets and enhance the effectiveness of clinical treatments.



Materials and methods


Patients and tissue samples

Patients that had been diagnosed and treated as chordoma according to the preoperative images (including plain and enhanced head Magnetic Resonance Imaging (MRI), thin layer skull base Computed Tomography (CT) scanning, and 3-D reconstruction) at the Peking University Third Hospital were included in this study. All the cases were diagnosed by two independent pathologists using immunohistochemistry and histopathological examination. The detailed clinical characteristics of the enrolled fifteen patients are listed in Table 1. Chordoma tumor samples were obtained at the time of surgery, washed efficiently using ice-cold phosphate-buffered solution (PBS), snap-frozen in liquid nitrogen for 3 min, and stored at -80°C for further use. The distal normal muscle tissues were obtained as control and processed in the same way as chordoma samples. These paired tissues were used for the following integrated proteomics and phosphoproteomics analyses.


Table 1 | Summary of clinical information of chordoma tumor samples and classification.





Sample preparation


Protein extraction and digestion

We weighed and ground samples into cell powder using a mortar and liquid nitrogen. Then we added four volumes of lysis buffer (8M Urea, 100 mM NaCl, 100 mM Tris-HCl, pH 8.0, 1% Protease Inhibitor, 1% Phosphatase Inhibitor) and treated the samples with sonication. The cell debris was removed and the supernatant was collected. The total protein concentration was determined with the BCA kit (Thermo Fisher Scientific, USA) following the manufacturer’s instructions.

The protein quantity and volume from each sample were adjusted to the same, and TCA were added to a final concentration of 20% and the proteins were precipitated at 4°C for 2 hours. The protein pellets were collected by centrifugation at 4,500 g for 5 min and washed with pre-cold acetone 3 times. 100 mM TEAB was added and the precipitation was dispersed by ultrasound. A 1:50 mass ratio of trypsin was used for the overnight digestion for 800 ug proteins. Then the solutions were reduced with 5 mM dithiothreitol (DTT) for 30 min at 56°C and alkylated with 11 mM iodoacetamide (IAA) for 15 min at room temperature in darkness. The digested peptides were desalted with C18 SPE (3M company) according to the manufacturer’s instructions.



Phosphopeptides enrichment

0.8 mg peptides per sample was used for phosphoproteomic analysis. Peptide mixtures were reconstituted in loading buffer (50% acetonitrile/6% trifluoroacetic acid) and enriched by immobilized metal-chelated affinity chromatography (IMAC) microsphere (High-Select™ Fe-NTA Phosphopeptide Enrichment Kit). After gentle incubation by rotation and successive washing with 50% acetonitrile/6% trifluoroacetic acid and 30% acetonitrile/0.1% trifluoroacetic acid, the bound phosphopeptides were eluted with 10% NH4OH. The eluted phosphopeptides were vacuum-lyophilized and desalted by C18 ZipTips (Millipore).




Label-free liquid chromatography-tandem mass spectrometry


LC-MS/MS analysis

The tryptic peptides of 0.5 ug were dissolved in solvent A (0.1% formic acid in 2% acetonitrile) and then separated on a homemade reversed-phase analytical column of 25-cm length, 100 μm i.d. (packed with 1.9 μm/120 Å ReproSil-PurC18 resins) using NanoElute Ultra-Performance Liquid Chromatography (UPLC) system. The gradient was comprised of an increase from 7% to 24% over 72 min, 24% to 32% over 12 min, and climbing to 80% in 3 min, then holding at 80% for the last 3 min. All at a constant flow rate of 450 nL/min. The peptides separated by the UPLC system were then subjected to ionization by both electron spray (the Capillary) and captivespray source, followed by tandem mass spectrometry (MS/MS) in timsTOF Pro (Bruker Daltonics, USA) for analysis. The electrospray voltage applied was 1.6 kV. 1/k0 was set as 0.75-1.40 V·s/cm2; resolution was set as custom; ramp time was set as 100.0 ms; spectra rate was set as 9.43 Hz, and lock duty cycle was set to 100%. The m/z scan range was 100 to 1,700 for the MS2 spectrum. The data acquisition used a parallel accumulation serial fragmentation (PASEF) procedure. We selected precursors with charge states 0 to 5 for fragmentation, and 10 PASEF-MS/MS scans were acquired per cycle and set the dynamic exclusion time as 30 s. The overall procedures for phosphoproteomics were similar, except that the peptides were dissolved in solvent C (0.1% formic acid in water) and separated by an IonOpticks C18 reversed-phase analytical column (100 μm i.d. × 25 cm). The elution gradient was set as: 0–50 min, 2%~22%; 50–52 min, 22%~35%; 52–55 min, 35%~90%; 55–60 min, 90%. The flow rate was set constantly at 300 nL/min.



Database search

The resulting MS/MS data were processed using the Maxquant search engine (v.1.6.6.0) using “match between runs”, “second peptide search” and LFQ. Tandem mass spectra were searched against the human SwissProt database concatenated with reverse decoy database. Trypsin was specified as cleavage enzyme allowing up to 2 missing cleavages. The minimum length of peptide segment was set as 7 amino acid residues and the maximum modification number of the peptide segment was set to 5. The mass tolerance for precursor ions was set as 20 ppm in First search and 20 ppm in Main search, and the mass tolerance for fragment ions was set as 0.02 Da. Alkylation (cysteine) was specified as fixed modification, while oxidation (methionine), acetylation (protein N-term), desamidization (asparagine and glutamine) were specified as variable modifications. The FDRs of both protein identification and peptide spectrum matching (PSM) were set to 1%. The addition of phosphorylation (serine, threonine, and tyrosine) as modifications was used for phosphoproteomic data.




Bioinformatics analysis


Statistical analysis

We used horizontally normalized LFQ (MaxQuant) as a quantitative protein intensity. This value is divided by the mean quantification of all samples and used as the normalized value for subsequent analysis. To compare the differences between these nine chordoma tumor tissues (CT) and their nine paired normal tissues (CN) that applied to proteiomics profiling, we compared the expression of each protein with paired t-test and determined differentially expressed proteins (DEPs) and differentially phosphorylation sites (DPSs) with |fold change (FC)| ≥ 2.0 and p-value < 0.05. We used statistical analysis methods including principal component analysis (PCA) and Pearson’s correlation coefficient to test sample repeatability. Statistical significance (p < 0.05) was assessed by using Student’s t-test. Based on clinical characteristics, we divided the tumor tissues into large (diameter > 5.0 cm, n=4) and small (diameter < 5.0 cm, n=5) (L/S) subgroups. DEPs and DPSs were determined similarly. The statistics were analyzed using ttest_ind function in scipy of Python 3.7.6.



Pathway enrichment analyses and hierarchical clustering

For the annotation and enrichment of DEPs, Kyoto Encyclopedia of Genes and Genomes (KEGG) database were classified against all identified proteins by two-sided Fisher’s exact probability test using fisher_exact function in scipy.stats of Python 3.7.6. The KEGG with an adjusted p-value < 0.05 was considered significant.

To find the functional correlation of different groups between DEPs or DPPs, we performed clustering analysis by hierarchical clustering and visualized it by heatmap based on p-values from Fisher’s exact test using pheatmap function in R package “pheatmap”. The horizontal dimension of the heatmap represented Fisher’s exact test results of different groups, while the longitudinal one described functional classification.



Protein-Protein Interaction (PPI) Network

The database accession numbers or protein sequences of all DEPs in different groups were searched in the STRING database (version 11) for protein-protein interactions. We fetched all interactions with a confidence score ≥ 0.7. Interaction network form STRING was visualized via forceNetwork function in R package “networkD3”.



Categorical gene set enrichment analysis (GSEA)

GSEA was performed on total proteomics and phosphoproteomics with GSEA v4.0.3 software (34). Official gene sets were downloaded from the GSEA website (www.broad.institute.org/gsea/) for enrichment. A permutation number of 1000 was adopted.




Kinase activity prediction


Prediction of kinase-substrate regulations

We adopted iGPS V1.0 software (35) which utilized GPS2.0 algorithm for the prediction of site-specific kinase-substrate relations, and PPI information was used as the major contextual factor to filtrate potentially false-positive hits.



Prediction of kinase activities

We used Gene Set Enrichment Analysis (GSEA) method that adopted from the established PTM signature enrichment analysis (PTM-SEA) (36) to predict kinase activities. Normalized enrichment scores (NESs) of enrichment results were regarded as kinase activity scores. For each kinase, the kinase was predicted as positive if the predominant change of substrates was an increase in phosphorylation and vice versa.



Kinase-pathway network analysis (KiPNA)

We used a network analysis framework that is developed for relating kinase signaling with pathway dysregulation (37). Nodes stand for significantly enriched proteins, leading edge phosphosites, enriched kinases, and enriched pathways. The connected edges include enriched kinases, leading-edge phosphosites connect to target proteins, and proteins connect to enriched pathways. Networks were visualized using cytoscape.




Cell line, cell culture, and transfection

Human chordoma cell lines JHC7 and U-CH1 were purchased from American Type Culture Collection (ATCC, Manassas, VA, USA). JHC7 cells were cultured in DMEM: F12 medium (ATCC® 30-2006™, ATCC, USA) and U-CH1 cells were cultured in RPMI-1640 medium (11875093, Gibco, US) supplemented with an additional 1% L-glutamine (25030081, Gibco, US). To culture U-CH1, coating buffer (50 μg/mL rat tail type I collagen (354236, BD Biosciences) was added to the culture flask for one hour at room temperature prior to adding cells. All cells were cultured with 10% characterized fetal bovine serum (FBS) (10099141, Gibco, US), 10 units/mL penicillin and 10 mg/mL streptomycin (10378016, Gibco, US), and maintained in humidified incubators at 37°C with 5% CO2.

To knock down endogenous AURA, CDK9, and MOK, siRNA constructs were generated with the target sequences shown in Table S4. The siRNAs were purchased commercially (HanBio Inc., Shanghai, China). Chordoma cells were transfected with siRNA at a final concentration of 50 nM using Lipofectamine 3000 transfection reagent (Catalog No. L3000015, Invitrogen, USA). The suppression efficiency of AURA, CDK9, and MOK was analyzed by western blot on the third day post transfection.



Western blotting

Proteins were lysed and extracted by RIPA (Thermo Fisher Scientific) cell lysis buffer supplemented with protease inhibitor and phosphatase inhibitor cocktails. Protein quantification was measured by the Pierce BCA protein assay kit (Thermo Fisher Scientific). 10 ug of total proteins were applied to SDS-PAGE electrophoresis, transferred to PVDF membrane, and detected by conventional protocols for western blotting. Primary antibodies against Aurora kinase (AURA) (66757-1-Ig, Proteintech, US), Cyclin-dependent kinase 9 (CDK9) (2316, CST, US) and MAPK/MAK/MRK overlapping kinase (MOK) (23926-1-AP, Proteintech, US), Brachyury-T (81694, CST, US) and β-actin (4970, CST, US), and subsequently with the appropriate horseradish peroxidase–conjugated secondary antibodies (7074, CST, US).



Cell proliferation analysis

Cell proliferation was measured by a Counting Kit-8 (CCK-8) detection kit (Catalog No. CK04, Dojindo Molecular Technologies, Japan). The cells were seeded in a 96-well plate with 3000 cells per well and treated with siRNA transfection. At the indicated time points, 10 μL of CCK-8 solution was added, followed by incubation at 37°C for two hours, and absorbance at 450 nm was determined.

For in vitro inhibitor assays, AZD4573 (S8719, Selleck) was dissolved to 10 mM in DMSO and then dosed to yield a final DMSO concentration of ≤ 0.3%. Chordoma cells was treated with different concentration of AZD4573 from 0.4 nM to 4000 nM (ten-folds dilution) for nine days and the cell proliferation was tested by CCK-8 as well.



Immunohistochemical and hematoxylin-eosin staining

IHC and HE staining were performed on formalin-fixed, paraffin-embedded tissues as previously described (38). Briefly, samples were incubated with primary anti-Brachyury antibody (81694, CST, USA, 1:200 dilution) at 37°C for 1 hour and second antibody at 37°C for 30 min. Then, the samples were treated with the DAB Substrate kit (PV-8000, ZSGB-BIO, China).




Results


Overview of the global proteomic and phosphoproteomic landscape with respect to chordoma

We enrolled 15 patients who were diagnosed with chordoma according to both preoperative images and IHC examination (Table 1; Figures S1A–D): samples from nine of these were subjected to proteomic study and the other six were used for western blot analysis. Since it is impracticable to sample the embryonic notochord (the ideal chordoma control), we compared CT to their CN as performed by many other investigative groups (32, 39, 40) (our entire protocol is illustrated in Figure 1A). We then chose to further validate some intriguing and significant targets retrieved from the high-throughput LC-MS/MS results.




Figure 1 | Characterization of the proteome and phosphoproteome in chordoma tumor and normal tissues. (A) General pipeline of (phospho)peptide enrichment and the quantitative mass spectrometric protocol followed by pathway analyses and biochemical validation. (B, C) Principal component analysis (PCA) of the quantified proteome (B) and quantified phosphoproteome (C). (D, E) Statistical analysis of the 4D label-free proteomic (D) and phosphoproteomic (E) datasets.



PCA of both the proteome and phosphoproteome revealed similarities among the sample groups (Figures 1B, C), confirming the validity of our dataset and indicating its reliability for further assessment. We then added mobility (4-D label-free) to our LC-MS/MS analysis to increase the peptide-identification depth. In total, we identified 46,085 unique peptides from 5,089 proteins and 21,826 phosphosites from 4,724 proteins (Figures 1D, E).



Identification of differentially expressed proteins and alterations in the Wnt-signaling pathway

We divided the DEPs into four quantified groups (Q1–Q4) according to their differentially expressed magnification and determined that 364 proteins in Q1 (0 < ratio ≤ 0.5) and 775 proteins in Q4 (ratio > 2) were down- and up-regulated proteins, respectively (Figure 2A). These 1,139 proteins were regarded as significantly DEPs, and visualization of their distribution patterns indicated that a majority were upregulated (Figure 2B). Hierarchical clustering of DEPs indicated that the protein expression status of CT was different from that of CN (Figure 2C). Then we adopted functional KEGG-pathway analysis on all the DEPs to evaluate their biological processes, and noted that oxidative phosphorylation (the metabolic pathway linking electron transport and phosphorylation) was dramatically altered in chordoma tissues (Figure 2D). Since most of the proteins were over-expressed in chordoma, we then analyzed the KEGG pathway for the upregulated proteins and ascertained that non-homologous end-joining was dramatically enriched (Figure S2A). We also executed GSEA to better elucidate the functions of the DEPs (Figure S2B) and found oxidative phosphorylation and lysosome to be enriched using both KEGG and GSEA (Figures S3A–D), suggesting their relatively robust functions in chordomagenesis.




Figure 2 | Targeted proteomic study and altered expression of Wnt-signaling-related proteins. (A) Statistical comparison of regulated proteins between chordoma tissues (CT) and their paired normal adjacent muscle tissues (CN) by Q category. Q1, 0 < ratio ≤ 0.5, corresponding to downregulated proteins; Q2, 0.5 < ratio ≤ 0.667; Q3, 1.5 < ratio ≤ 2; Q4, ratio >2, corresponding to upregulated proteins. Protein numbers for Q1-Q4 are 364/35/171/775, respectively. (B) Volcano plot of the distributional patterns of statistical significance (-log P value) and magnitude of the changes (log2FC) for all DEPs. (C) Unsupervised hierarchical clustering heatmap of the significantly regulated proteins identified from chordoma tissues. Unique proteins (n=1,139; rows) were significantly identified from nine paired samples (columns). TP, tumor proteins; NP, normal proteins. Unsupervised hierarchical clustering was performed using the Cluster program with Pearson correlation and pairwise complete-linkage analyses. (D) KEGG pathway-enrichment analysis was executed to identify important pathways that depended upon all DEPs. The colored blocks that correspond to functional classification indicate the magnitude of enrichment, and are displayed by colors ranging from blue (weak enrichment) to red (strong enrichment). (E–N) Relative normalized expression of CTNNB1 (E), RUVBL1 (F), RAC1 (G), RAC2 (H), RHOA (I), ROCK2 (J), PRKACA (K), CAMK2G (L), CAMK2D (M), and CAMK2B (N). The vertical axis signifies log (2). CN, blue; CT, red. Student’s paired t-test was applied to distinguish the expression differences; *, p < 0.05, **, p < 0.01, ***, p < 0.001.



As has been stated previously, the Wnt-signaling pathway plays a crucial role in embryonic and notochord development. We therefore assessed whether this signaling pathway was aberrantly regulated in chordoma, we determined that at least 10 proteins of the ~100 known proteins in the Wnt-signaling pathway exhibited anomalies (six were upregulated and four were downregulated; Figures 2E–N). The pivotal protein β-catenin (gene symbol: CTNNB1) showed an elevated (~two-fold) expression (Figure 2E), and as a subunit of the cadherin protein complex that acts as an intracellular signal transducer, mutations and increased expression of β-catenin are associated with many cancers (41). Our findings signified that chordomas shared similar behaviors. For example, calcium/calmodulin-dependent protein kinase type II (CaM-kinase II) is a ubiquitous Ser/Thr-directed protein kinase comprising a family of four genes (alpha, beta, gamma, and delta) that regulates the Wnt pathway (42). In our dataset, three of these four proteins (CAMK2G, CAMK2B, and CAMK2D) were downregulated (Figures 2L–N), suggesting a potential for aberrant regulation of CaM-kinase II and its corresponding phosphorylation.



Integration of the proteome and phosphoproteome reveals multiple regulatory levels

In addition to determining protein expression levels, we quantified the DPPs to elucidate their potential impacts, and identified 823 upregulated phosphosites that corresponded to 593 proteins and 403 downregulated phosphosites that corresponded to 183 proteins (Figure 3A). We subsequently implemented KEGG pathway enrichment analysis for up- and down-regulated DPPs, demonstrating that 34 pathways were enriched, and we delineated the top 10 upregulated pathways in Figure 3B. Notably, spliceosome (involving 23 DPPs) was the most significantly different between CT and CN tissues (Table S1), and five proteins that contained multiple phosphorylation sites were dually phosphorylated and functioned in both up- and down-regulation (Table 2), thereby indicating a complicated regulatory function for protein PTM. The Notch-signaling pathway was also markedly enriched, indicating its aberrant regulation in chordoma formation (Figure 3B).




Figure 3 | Phosphoproteomic analysis and its combinative interpretation in relation to the proteome. (A) Statistical comparison of differentially phosphorylated sites and proteins between CT and CN. (B) KEGG pathway-enrichment analysis was implemented separately for the upregulated DPPs. (C) Volcano plot of the distribution patterns of protein-specific (green), phosphorylation-specific (purple), and combined (magenta) protein regulations. (D) Venn diagram of proteomics and phosphoproteomics analyses. Two-hundred eight proteins were found to be dually regulated: of these, 116 (55.8%) were both over-expressed (P↑) and hyper-phosphorylated (℗↑); 84 (38.5%) exhibited the opposite conditions (P↓ ℗↓); seven (3.4%) proteins were over-expressed but hypo-phosphorylated (P↑ ℗↓); and while the expression of one (0.5%) protein was downregulated (P↓), it possessed two phosphosites that showed opposing patterns (℗↓↑). (E) Detailed information with respect to PHKA1 regulation. Although serine735 (S735) and serine758 (S758) were phosphorylated in opposing fashions, their expression was dramatically downregulated. Colors are the same as in Figures 2E–N (CN, blue; CT, red). (F) Combined KEGG pathway-enrichment analysis for DEPs and DPPs. Circles and triangles designate DEPs and DPPs respectively, with different colors denoting their differential expression (red represents upregulation and blue represents downregulation).




Table 2 | Proteins with both up- and down- regulated phosphorylated sites.



We next analyzed the proteins that were regulated at both the expression and post-translational modification (PTM) levels (Figures 3C, D). Using the intersection of the proteomic and phosphoproteomic datasets, we uncovered 208 proteins of which 55.8% were upregulated at both levels (Figure 3D, Table S2). Intriguingly, the phosphorylase b kinase regulatory subunit alpha (PHKA1) displayed a unique pattern, with diminished protein abundance but containing both hyper- and hypo-phosphorylation sites (Figure 3E). We also noted seven proteins that showed downregulated phosphorylation but upregulated expression, indicating that phosphorylation influenced their protein abundance and consequent functions. KEGG pathway-enrichment analysis was ultimately performed on the 208 proteins to characterize their possible biologic functions more intuitively (Figure 3F).



Cell proliferation-related kinases promote chordomagenesis

To investigate our datasets more systematically and to uncover some potential targets, we executed KiPNA tailored for phosphoproteomic profiles (Figure 4A). KiPNA is an integrated computational approach that enables us to predict the activities of kinases based on the differences in their substrate phosphorylation. We identified 28 possible kinases with altered activity (Figure 4B; Table S3), and initially chose the top 10 for validation (data not shown). Three of these kinases (Aurora kinase A, AURA; Cyclin-dependent kinase 9, CDK9; and MAPK/MAK/MRK overlapping kinase, MOK) appeared to show significant differences between CT and CN samples. Aurora kinases are essential enzymes in the control of the cell cycle. For instance, AURA is critical to the regulation of cancer progression, and its mutations and deregulations are associated with several cancers (43). CDK9 reactivates epigenetically silenced genes in cancer, and inhibition of CDK9 by drugs such as flavopiridol, dinaciclib, seliciclib, SNS-032, and RGB-286638 is exploited in cancer therapy (44, 45). MOK is closely related to serine/threonine protein kinases in the protein kinome, and the expression of MOK is augmented in various tumors (46). Considering these results, we analyzed the roles of these kinases in chordoma.




Figure 4 | KiPNA analysis and the expression validation of specific proteins. (A) Kinase-pathway network analysis (KiPNA) indicating the proteomic and phosphoproteomic signaling network in chordoma. (B) Fourteen and 29 kinases were conjectured to be negatively and positively regulated, respectively. (C) The elevated expression of brachyury-T, AURA, MOK, and CDK9 were verified by western immunoblotting analysis. The samples were derived from six independent patients who were distinct from the patients whose samples were used for mass spectrometry. T, tumor tissues; N, normal tissues. (D) Densitometric quantification of western blot results from (B) and presented relative to β-actin expression. The data represent the mean ± SD of each experiment carried out in triplicate.



We first confirmed that the specific marker of chordoma, brachyury (gene symbol: TBXT), was over-expressed in chordoma tissues when compared with normal tissues in six different cases (Figure 4C, Table 1). We then compared and validated the elevated expression of these kinases in CT to CN [although a few special cases were inconsistent, most likely due to individual heterogeneity (Figures 4C, D)]. Second, to evaluate the roles of AURA, CDK9, and MOK in chordoma cell proliferation, we silenced AURA, CDK9, and MOK protein expression in chordoma cell lines using siRNAs, and demonstrated that knockdown efficacy to be over 70% in JHC7 cells (Figures 5A–F). Despite the slow growth of chordoma cells, JHC7 proliferation rate after knockdown of AURA, CDK9, and MOK was nevertheless significantly suppressed relative to control cells as measured by CCK8 assay (Figures 5G–I). We observed similar results with U-CH1, another chordoma cell line (Figures 5J–L). These results collectively indicate that AURA, CDK9, and MOK promote chordoma oncogenesis and could therefore be promoted as potential therapeutic targets in the treatment of chordoma.




Figure 5 | Knockdown of AURA, MOK, and CDK9 compromises chordoma cell line proliferation. The human chordoma cell lines JHC7 and U-CH1 were used to evaluate the proliferative effects of kinases. (A–C) The efficiency of siRNA-knockdown transfection was confirmed by western blotting of whole-cell extracts from JHC7 cells for AURA (A), CDK9 (B), and MOK (C). si-NC, negative control; si-1 and si-2, two independent siRNAs. (D–F) Densitometric quantification of western blot results from (A–C). Student’s t-test was used. (G–L) Cellular proliferation after siRNA transfection was quantified by CCK8 assays. Cell growth of JHC7 (G–I) and U-CH1cell lines (J–L) was significantly attenuated by knockdown of AURA, CDK9, and MOK. The data were acquired from three biologically and independently repeated experiments (n=3, data are mean ± s.e.m.) ***: P< 0.001.





Inhibition of CDK9 reduces tumor growth in chordoma

Since numerous kinase inhibitors have been discovered and developed, we assessed whether their inhibition would also lead to consequences analogous to those with siRNA transfection. Aurora family members are crucial to faithful mitotic transition, and their specific inhibitors include Barasertib (AZD1152) and Alisertib (MLN8237) (47). There also exists an abundance of CDK9 inhibitors, from the first-generation inhibitors Alvocidib (flavopiridol) and Seliciclib (roscovitine/CYC202) to the more specific and more potent second-generation inhibitors as represented by BAY1143572 (atuveciclib) and AZD4573 (45). There are, however, far fewer data with respect to inhibitors of MOK. Considering their inhibitory potency and selectivity, we chose CDK9 and AZD4573 for further validation.

CDK9 is a functional subunit of P-TEFb (positive transcription elongation factor) and regulates transcriptional pause-release during gene transcriptional elongation (48). AZD4573 was optimized as a highly selective CDK9 inhibitor with an IC50 of less than 4 nM and exhibited a greater than 10-fold selectivity for CDK9 over CDKs 1–7 (Figures 6A, B); it is currently regarded as a clinical candidate for the treatment of hematologic malignancies (49, 50). We treated chordoma cells with various concentrations (using 10-fold dilutions) of AZD4573 and found that, commensurate with increasing concentrations of AZD4573, the inhibitory effects on cellular proliferation were also gradually augmented (Figures 6C, D). These results indicate that functional inhibition of a key kinase suppresses chordoma cell proliferation and may thus provide a therapeutic option for the treatment of chordoma.




Figure 6 | Dose-dependent treatment of AZD4573 results in cellular proliferation in chordoma cell lines. (A) Structural cartoon representation of CDK9 protein (pdb ID: 6Z45); AZD4573 is depicted as yellow sticks. (B) Chemical structure of AZD4573. (C, D) AZD4573 drug-sensitivity assays. JHC7 (C) and U-CH1 (D) cells were treated with graded concentrations of AZD4573 (from 0.4 nM to 4000 nM) and proliferation was subsequently determined with the CCK-8 cell-proliferation assay.





Chordoma tumor size is correlated with cytoskeletal anomalies

Due to the slow proliferation rate of chordomas and their adjacency to the spine, chordoma tumor size is directly related to patient survival rate (51). We regarded tumor size to be large if its maximal diameter was greater than 5.0 cm, and small if under 5.0 cm, and thereby noted four large (L, n=4) and five small (S, n=5) chordomas (Table 1). Unsupervised hierarchal clustering of these samples indicated differential protein expression patterns (Figure 7A), while Toll- and Imd-signaling pathways and ubiquitin-mediated proteolysis were significant functional KEGG enrichments with respect to both DEPs and DPPs (Figure 7B). Only two proteins were regulated at both the expression and phosphorylation levels (Figure 7C). To ascertain which proteins were uniformly altered in the CT/CN and L/S groups, we compared these two datasets and uncovered seven proteins in which phosphorylation levels were augmented in both (Figure 7D). We hypothesize that these dually changed proteins are plausible in promoting chordoma cell proliferation and tumor growth.




Figure 7 | Important proteins and pathways related to chordoma tumor size. (A) Unsupervised hierarchal clustering disclosed differential protein regulation between large and small chordomas. C1/C3/C4/C13 patients belonged to the large (L) group and C2/C5/CC8/C9/C12 to the small (S) group. (B) Combined KEGG pathway-enrichment analyses for both DEPs and DPPs are depicted as bubble charts. (C) Venn diagram of the proteomics and phosphoproteomics analyses for comparisons between L and S. (D) Seven proteins whose phosphorylation levels were augmented in both CT/CN and L/S groups.






Discussion

Chordomas are dual epithelial-mesenchymal tissue tumors that show slow progression, but despite their low malignancy, chordomas always manifest a high recurrence rate and frequently lead to local invasion and distant metastasis in advanced stages (52, 53). Chordoma is resistant to conventional chemotherapy and radiotherapy and surgical eradication remains challenging due to the complicated anatomical location of the tumors; patients are also vulnerable to relapse. It is therefore of the utmost necessity to discern the detailed molecular underpinnings of chordoma progression, and the exploration of novel therapeutic targets would also be of great value for chordoma patients.

Several investigators have assessed the genomic stability, epigenetic aberrations, genetic variations, gene transcription, microRNA expression profiles (23–28), and proteomic profiles of chordomas (32, 54). However, ours is the first-ever phosphoproteomics analysis of chordoma. We herein illuminated the PTM landscape together with protein expression by executing high-throughput, 4D, label-free proteomic and phosphoproteomic analyses, and then combined the bioinformatic results with cellular and biochemical verification so as to elucidate potential phosphorylative regulatory mechanisms in chordomas. The ideal control would be normal non-tumoral notochordal tissues, but as normal notochord is small and limited to the embryonic stage, sufficient material needed for experimentation is too difficult to procure; thus, as for numerous other studies (32, 39, 40), we utilized normal adjacent muscle tissues as a substitute control as both tissues types originate from mesenchymal cells.

From nine paired tissues, we identified 5,089 proteins and 4,724 phosphorylated proteins. The key regulators of Wnt signaling are critical to embryonic development, and we noted marked alterations in CT tissues relative to CN tissues (Figure 2). Using intersection analysis, we identified 208 proteins that were dually regulated, and observed alterations in multiple pathways at both proteomic and phosphoproteomic levels (Figure 3). Moreover, we uncovered 28 kinases as possible therapeutic targets through KiPNA, of which AURA, CDK9, and MOK were validated both in vivo and in vitro (Figures 4 and 5), and their inhibition by small molecules proved their potential as drug targets (Figure 6). Considered the tumor size, we determined that secretory carrier-associated membrane protein 2 (SCAMP2) and the other seven proteins were upregulated in both the CT/CN and Large/Small groups (Figure 7). These data provided a basis for the aforementioned phosphorylated proteins being related to malignancy via the promotion of tumor-cell amplification.

Small molecules that specifically target brachyury-T have been screened (55), and several kinase inhibitors have also been evaluated as to their suppression of chordoma tumor cell growth (29, 30). However, these few relevant publications were limited to assessments of phosphorylation and specific kinases in chordomas, while our datasets provided more suitable and more widely applicable kinase candidates for future research.

Although we acknowledge limitations to the present study, such as the relatively small sample size (n=9 for our proteomics analysis) due to the rarity of chordomas and the lack of in vivo validation models such as xenografts, our findings still reveal useful information regarding chordomas. Our proteomic and phosphoproteomic data provide much-needed options for additional studies with respect to their validation and the application and establishment of more efficient therapies for chordoma treatment.
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Background

Surgical resection is still the primary way to treat gastric cancer. Therefore, postoperative complications such as IAI (intra-abdominal infection) are major problems that front-line clinical workers should pay special attention to. This article was to build and validate IAI’s RF (regression function) model. Furthermore, it analyzed the prognosis in patients with IAI after surgery for stomach cancer. The above two points are our advantages, which were not involved in previous studies.



Methods

The data of this study was divided into two parts, the training data set and the validation data set. The training data for this article were from the patients treated surgically with gastric cancer in our center from December 2015 to February 2017. We examined IAI’s morbidity, etiological characteristics, and prognosis in the training data set. Univariate and multivariate logistic regression analyses were used to screen risk factors, establish an RF model and create a nomogram. Data from January to March 2021 were used to validate the accuracy of the RF model.



Results

The incidence of IAI was 7.2%. The independent risk factors for IAI were hypertension (Odds Ratio [OR] = 3.408, P = 0.001), history of abdominal surgery (OR = 2.609, P = 0.041), combined organ excision (OR = 4.123, P = 0.010), and operation time ≥240 min (OR = 3.091, P = 0.005). In the training data set and validation data set, the area under the ROC curve of IAI predicted by the RF model was 0.745 ± 0.048 (P<0.001) and 0.736 ± 0.069 (P=0.003), respectively. In addition, IAI significantly extended the length of hospital stay but had little impact on survival.



Conclusions

Patients with hypertension, combined organ excision, a history of abdominal surgery, and a surgical duration of 240 min or more are prone to IAI, and the RF model may help to identify them.





Keywords: gastric cancer, surgery, postoperative complications, intra-abdominal infection, receiver operating characteristic curve, nomogram



Introduction

Gastric cancer is one of the most prevalent malignancies worldwide. According to the 2020 global cancer data (1), gastric cancer ranks fifth and fourth in morbidity and mortality, respectively. With diagnostic techniques such as endoscopy, the detection ratio of non-advanced gastric cancer is increasing, especially in Japan and South Korea. However, in China, there is no nationwide screening for gastric cancer (2). Only a small percentage of patients with early stomach cancer could receive treatment with ESD (Endoscopic Submucosal Dissection) or EMR (Endoscopic mucosal resection) (3). The remaining patients with advanced stage were treated with subtotal gastrectomy/total gastrectomy and lymph node dissection. Despite significant advances in surgical and postoperative care techniques for gastric cancer, severe postoperative complications can still occur at a high rate and affect the prognosis of patients (4–6). Therefore, determining how to reduce the occurrence of IAI is critical. The analysis of risk factors and the establishment of prediction models have been widely used in clinical disease research. Eun Hye Kim et al. developed a valid predictive model that can be used to determine the patients who will receive non-curative ESD resection (7). Screening the risk factors of IAI after gastric cancer surgery and establishing a prediction model can help clinicians take targeted measures to prevent the occurrence of IAI. Many scholars have studied surgical site infections, including their incidence, risk factors, prognosis, etc. However, most were superficial incision infections. Research on deep infections is not comprehensive enough, such as modeling and validation. Our innovation lies in the inclusion of more risk factors that were not included in previous studies, such as PNI (Prognostic nutritional index), neoadjuvant chemotherapy, lesion location, surgical method, and pathological type, to establish an RF (regression function) model and verify its predictive value by internal validation. In addition to the risk factor analysis of IAI occurrence and the establishment of the RF model, this paper also verified the RF model, which was never seen in previous studies. Through multivariate logistic regression analysis, we can obtain this RF model, which can help us predict the probability of IAI for each patient. Finally, we also studied the impact of IAI on prognosis. This article added risk factors such as preoperative adjuvant chemotherapy. Since most previous authors have studied its relationship with overall postoperative complications (8, 9), this article aims to explore its relationship with a single complication, intraperitoneal infection, so this factor is included.



Materials and methods


Patients

The paper collected the data from 520 gastric cancer patients who were admitted to the gastrointestinal surgery department of our hospital for surgery from December 2015 to February 2017. The inclusion criteria of this study were patients who were surgically treated with gastric cancer in our department, aged > 18 years old, and without organ dysfunction. The exclusion criteria had emergency surgery, postoperative pathologic indication of non-primary gastric cancer, extensive peritoneal metastasis without surgical treatment, and preoperative intra-abdominal infection. According to the pathological report, 27 out of 520 cases were classified as pathological inconsistencies, including 5 having a neuroendocrine tumor, 2 suffering from lymphoma, 8 with chronic inflammatory changes such as chronic ulcers, 11 having intra-epithelial neoplasia, 1 with remnant gastric cancer, and 21 cases excluded due to surgical inconsistencies. As is displayed in Figure 1, 472, patients who met the criteria were finally included in this study. Among the 472 patients, 413 underwent radical gastrectomy with D2 lymph node dissection, and 59 underwent palliative resection. In addition, 101 patients underwent laparoscopic-assisted radical gastrectomy. Based on the same inclusion and exclusion criteria, 135 patients were selected from January to March 2021 to validate the prediction model. Each tumor was pathologically diagnosed and staged according to the 8th edition of the AJCC (American Joint Committee on Cancer) TNM classification system of Gastric Cancer (10).




Figure 1 | A total of 520 patients were initially screened and 472 patients were identified of the training data.





Surgical procedures and perioperative management

The patients included in this article were treated by our experienced gastrointestinal surgery team. The scope of lymph node dissection and the mode of gastrointestinal reconstruction was determined according to the fourth edition of the Japanese gastric cancer treatment guidelines (11). According to the guidelines, patients in cT1a or cT1b without lymph nodes or distant metastases should undergo D1 or D1+ lymph node dissection. Standard D2 or D2+ lymphadenectomy is feasible for patients with the following requirements: T2-4 or N+. When a patient was preoperatively diagnosed as M1, it was decided whether to perform combined organ resection and enlarged lymph node radical resection to achieve the R0 resection standard. If radical surgery was impossible, palliative resection or gastrointestinal short-circuit surgery was performed to relieve the suffering of patients and improve their future quality of life. Preoperative patients were given routine fasting for 8h and intestinal cleaning. A postoperative drainage tube was routinely placed in the sub-hepatic and splenic fossa. Perioperative treatment with cephalosporins was routinely used to prevent infection until 3–5 days after surgery. If no drainage fluid is found or the drainage fluid is relatively clear for 2–3 days, and the patient has no discomfort such as abdominal pain/fever, the drainage tube may be removed. The antibiotic was changed based on bacterial susceptibility testing or clinical experience if a patient was diagnosed with IAI. The treatment of IAI included routine surgical monitoring and nursing, simple rubber tube drainage, double cannula flushing and drainage, analgesic, antipyretic, anti-infection treatment, maintenance of water & electrolyte balance, nutritional support, and surgery (12).



Clinical and surgical outcomes

The following variables were obtained from the patient’s medical records at our hospital: Sex, age, BMI (Body Mass Index), chronic diseases (diabetes, hypertension), ASA (American Society of Anesthesiologists) score, preoperative chemotherapy history, earlier abdominal surgery, the existence of anemia/hypo-albuminemia, presence of hyperlipemia, site of primary carcinoma (clinical stage), time of operation, operation method, combined organ excision, PNI (Prognostic nutritional index), and BTF (perioperative blood transfusion history). The following formula counted PNI: 10 × serum albumin value (g/dL) + 0.005 × total lymphocyte count in the peripheral blood (per mm3) (13). BTF is a transfusion of red blood cells during hospitalization (14). The percentage of deaths occurring within 30 days of surgery is known as postoperative mortality. This study considered complications in IAI patients diagnosed with Clavien-Dindo grade II.



Definition of IAI

From postoperative hospitalization to the post-discharge outpatient follow-up period, physicians closely monitored the occurrence and progression of IAI in patients. According to the findings during the second operation, clinical symptoms, temperature ≥ 38°C (15), abdominal signs such as tenderness and rebound pain, laboratory tests such as leukocyte, CRP (C-reactive protein), and PCT (Procalcitonin) (15), culture results of drainage fluid, and abdominal CT (computerized tomography) were performed to check whether the patient had an intra-abdominal infection (16). IAI can be divided into two categories according to whether it is caused by intestinal leakage. The first category includes anastomotic and duodenal stump leakage, and the second category is abdominal effusion accompanied by infection without intestinal leakage. The anastomotic fistula was confirmed by endoscopy, laboratory examination, radiological examination (17), or secondary surgical exploration (18).



Statistical analysis

Statistical analyses were performed using the IBM SPSS Statistics 25, R statistical software, and the Graphpad Prism 8 for Windows OS. The results of continuous variables were presented as the mean and standard deviation, and the categorical variables were presented as frequencies. The differences between groups for continuous variables were compared using an independent sample T-test, while the differences between groups for categorical variables were compared by the Chi-square test or Fisher’s exact test. The ROC (receiver operating characteristic) curve of each variable was drawn by SPSS data processing software, and the Jorden index was calculated to determine the critical value of each variable. The training data set used univariate and multivariate logistic regression analyses to screen risk factors and establish an RF model. In the univariate analysis, variables with P-value<0.1 were included in the multivariate logistic regression analysis (Forward: LR). P<0.05 were considered statistically significant in multivariate logistic regression analysis, and a nomogram was created using the R statistical software (R Foundation for Statistical Computing, Vienna, Austria). The score obtained can be converted into the probability of IAI occurrence prediction by substituting the data from the validation set into the equation obtained by binary logistic regression analysis. The ROC curve was applied to calculate the accuracy of the nomogram to predict the diagnosis of IAI. The model’s validity was measured using the AUROC (area under the receiver operating characteristic curve). A model with an AUROC above 0.7 was considered useful in diagnostic accuracy (19). The GraphPad Prism (Version 8) was used to describe the survival curves of the two groups.




Results


Incidence and clinical outcomes

The baseline characteristics of the training data set and validation data set were displayed in Tables 1 and 2. In 472 patients of the training data set who underwent surgical treatment (1. Radical gastrectomy with D2 lymph node dissection, 2. Palliative gastric cancer surgery) with primary gastric cancer, 34 (7.2%) patients suffered from intra-abdominal infection, including 15(44.1%) cases of anastomotic leakage or duodenal stump leakage, 19 (55.8%) cases of peritoneal effusion with infection. As demonstrated in Tables 1 and 2, the length of hospital stay in IAI patients was significantly longer in terms of short-term prognosis. Studies have revealed that intra-abdominal abscess is one of the common causes of readmission (20), severely affecting patients’ prognosis and quality of life. According to the Extended Clavien-Dindo classification of intra-abdominal infection (21), 1 case (2.9%) reached II, 30 cases (88.2%) reached IIIa, 3 cases (8.9%) reached IIIb stage. Fortunately, none of the patients had multiple organ failures or died from an intra-abdominal infection. Under the careful management of doctors and nurses in the treatment group, all the patients were improved and discharged after sufficient drainage, antibiotics, and other symptomatic support treatment (22).


Table 1 | Clinicopathological characteristics of the patients in training data (n = 472).




Table 2 | Clinicopathological characteristics of the patients in internal validation data (n = 135).



The enrolled patients were contacted by phone to obtain and analyze their prognosis, with the most recent follow-up in May 2019. However, 25% of the patients were lost to follow-up and were excluded from the analysis. Finally, survival analysis was described in 353 patients with radical D1 or D2 lymphadenectomy. None of these patients died within 30 days after surgery. As is displayed in Figure 2, a significant difference did not appear in OS (overall survival) in the two groups (P=0.64). A study by Ru-Hong Tu et al. also demonstrated that intra-abdominal infection after therapeutic gastrectomy did not lead to reduced long-term survival in patients (23). Furthermore, neither overall nor major surgical complications were risk factors for decreased survival in patients who did not die from early postoperative complications within 30 days of surgery (24). That was also consistent with our research results.




Figure 2 | Kaplan-Meier curves of overall survival based on the training data.





Pathogens

The abdominal drainage fluid of 34 patients diagnosed with IAI was cultured, and 19 (55.8%) were positive. The collection of abdominal drainage fluid follows the Sterile principle. Among the 19 patients with positive culture results, 4 had mixed growth of more than three strains (the possibility of specimen contamination could not be ruled out), 5 had mixed growth of two strains, and 10 had single strains. There were 6 gram-negative strains (46.2%), 6 gram-positive strains (46.2%), and 1 Candida spp. (7.6%). The most common microorganism was Streptococcus anginosus, Enterococcus faecalis, and Klebsiella pneumoniae. Streptococcus anginosus is one of the common colonized bacteria of the oropharynx, which can migrate to the digestive tract and become a pathogenic bacteria of postoperative intra-abdominal infection (25, 26). Previously, Xiao et al. (27) reported the presence of gram-negative bacilli in 73/1835, i.e., 4% of patients undergoing gastrectomy for gastric cancer. Klebsiella pneumonia was commonly linked to body mass index >25 kg/m2.

Due to the significant difference in pH (Pondus Hydrogenii) between the oral cavity and the stomach, it is generally believed that the bacteria do not remain active during the migration process in the digestive tract. Therefore, there are two possibilities: first is that for gastric cancer patients, a measure of perioperative management is using proton pump inhibitors, which can reduce the pH of the gastric mucosa. The second is that the most common site of gastric cancer is the antrum, so the site secreting more gastric acid was just removed during the operation.



Risk factors

According to the univariate analysis of this data (Table 3), the IAI would occur easier in patients with a BMI ≥ 25 kg/m2, ASA score ≥ 3, history of abdominal surgery, hypertension, combined organ excision, and operative time ≥ 240 min. The tumor stage (III + IV) was a potential risk factor. Diabetes, radical surgery, or laparoscopic-assisted surgery execution, in addition to the pathological type and tumor stage, were not considered risk factors for the occurrence of IAI. The multivariate analysis demonstrated that hypertension (Odds Ratio [OR] = 3.408, 95% confidence interval [CI]: 1.632–7.117, P = 0.001), operation time ≥ 240 min (OR = 3.091, 95% CI: 1.408–6.783, P = 0.005), the history of abdominal surgery (OR = 2.609, 95% CI: 1.042–6.530, P = 0.041), and combined organ resection (OR = 4.123, 95% CI: 1.403–12.121, P = 0.01) were independent risk factors for IAI (Table 4).


Table 3 | Univariate analysis of possible predictors of risk of IAI based on training data.




Table 4 | Multivariate analysis of risk factors of IAI based on internal validation data.





Regression function model and validation

According to the analysis results in Table 4, the RF model for IAI could be obtained as follows:   . The ROC curve for the RF model based on the training data set for the prediction of IAI is demonstrated in Figure 3 (AUROC=0.745 ± 0.048, P<0.001, 95% CI: 0.650–0.840). Intuitively, the RF model was presented as a nomogram that could visualize the RF model (Figure 4). The ROC curve of the nomogram based on the validation data set for the prediction of IAI is displayed in Figure 5 (AUROC=0.736 ± 0.069, P=0.003, 95% CI: 0.602–0.871).




Figure 3 | Receiver operating characteristic curves of the predictive model on the training data. AUC (95%CI) = 0.745 (0.650-0.840). The areas under receiver operating characteristic curves were 0.745±0.048 (P < 0.001). The ideal area under the curve was 1.00. The reference line represents that based on chance alone (area under the curve 0.50).






Figure 4 | Nomogram for intra-abdominal infection after surgery for gastric cancer. To estimate the probability of intra-abdominal infection, mark patient values at each axis, draw a straight line perpendicular to the point axis, and sum the points for all variables. Next, mark the sum on the total point axis and draw a straight line perpendicular to the probability axis.






Figure 5 | Receiver operating characteristic curves of the predictive model based on the internal validation data set. AUC (95%CI) = 0.736 (0.602-0.871), P=0.003.






Discussion

Gastric cancer still has a relatively high incidence, and surgical resection is the primary treatment method. Therefore, postoperative complications are important problems that front-line clinical workers should pay special attention to. Abdominal infection is one of gastric cancer’s most severe postoperative complications, resulting in significantly longer hospital stays, septic shock, multiple organ failures, and even death. In this single-center retrospective study, the incidence of postoperative abdominal infection for gastric cancer was 7.2%. A study by Felipe J.F.Coimbra MD (28) revealed that the overall incidence of postoperative complications of gastric cancer was 33.5%, among which the most common surgical complication was intra-abdominal abscess with an incidence of 7.9%, which was close to the data obtained in this retrospective study.

Chen Ke et al. have demonstrated that total laparoscopic gastrectomy has less bleeding, shorter hospitalization, and fewer postoperative complications than open gastrectomy (29). However, Inokuchi, M et al. ‘s meta-analysis demonstrated an insignificant difference in the intra-abdominal abscesses between the laparoscopic-assisted distal gastrectomy group and the open distal gastrectomy group (30). The results of this study also indicated that laparoscopic-assisted gastrectomy did not reduce the incidence of intra-abdominal infection.

Studies on high BMI (≥ 25 kg/m2) as a potential risk factor have drawn different conclusions. The meta-analysis by Zhao et al. demonstrated that high BMI patients had a higher risk of wound infection and IAI in both open and laparoscopic-assisted gastrectomy (31). However, the analysis by Sun et al. revealed that although high BMI patients had a higher risk of wound infection than those with low BMI (< 25 kg/m2), there was an insignificant difference in the incidence of anastomotic fistula among them (32). Previous studies have concluded that low PNI (< 47) is an independent risk factor for postoperative complications in patients with gastric cancer and will affect long-term prognosis (33). Therefore, it may be more useful than BMI in predicting postoperative IAI for gastric cancer patients. Our data analysis suggests that the low PNI (P=0.066) group may be at greater risk of developing IAI as a postoperative complication. The differences in the results of these studies may be due to sampling error. In addition, regional climate and dietary habits may make the BMI or PNI of a certain group generally higher or lower.

According to previous literature reports and clinicians’ experience, diabetes patients are more likely to develop infectious complications. It may be because of the physiological mechanisms, including lipid metabolism disorders, endothelial cell damage and dysfunction, abnormal platelet function, and blood vessel atherosclerosis, resulting in poor blood supply at the anastomotic and residual ends, thus increasing the risk of fistula (34). In addition, high blood pressure and diabetes often co-exist, causing damage to blood vessels together (35). Jönsson et al. (36) indicated that collagen synthesis depends on tissue oxygenation, thus demonstrating disturbed anastomotic healing in insufficient blood supply. This study found insignificant differences between the two groups, whether or not they had diabetes. Patients with hypertension, however, were at greater risk of developing IAI. It may be due to sampling error or bias.

Postoperative adhesions form in 50% to 100% of all abdominopelvic interventions (37). Due to the presence of more or less tissue adhesion in the abdominal cavity, patients with previous abdominal surgery must have separated adhesion next time. Then, the operation time will be prolonged.

Splenectomy and partial pancreas resection accounted for most of the combined organ resection. Spleen is the largest immune organ in the body, and its removal may affect the immune function of the human body. For example, splenectomy increases the risk of developing sepsis in response to Streptococcus pneumoniae, Neisseria meningitides, and Hemophilus influenza type B infections (38–40). There is also an increased risk of pancreatic fistula associated with infection in patients with partial pancreatectomy.

Patients with combined organ resection and a history of abdominal surgery generally have longer surgery times and longer gastrointestinal opening times, which increases the risk of surgical site infection.

The area under the receiver operating characteristic (ROC) curve for the RF model based on the training data set was 0.745 ± 0.048, and that of the nomogram based on the validation data set was 0.736 ± 0.069. It revealed that this nomogram had good predictive power.

IAI is one of the common complications of abdominal surgery, which can be life-threatening to a certain extent and cannot be ignored. Therefore, it is urgent to thoroughly study the risk factors of abdominal infection and its influence on the prognosis to better guide clinical work. This retrospective analysis demonstrated that hypertension, combined organ resection, history of abdominal surgery, and operation time ≥ 240 min were independent risk factors that could increase the risk of postoperative intra-abdominal infection. Therefore, we should minimize unnecessary tissue damage to reduce the wound surface and the operation time. Stijn Blot et al. summarized the etiological characteristics of 1,982 patients with intra-abdominal infection. They found that most patients were infected with gram-negative bacteria, among which Escherichia coli in Enterobacteria was the most common, and Enterococcus sp. accounted for the most in gram-positive bacteria (41). Our data demonstrated that the top three pathogens were Streptococcus anginosus, Klebsiella pneumoniae, and Enterococcus faecalis. Streptococcus anginosus is a commonly colonized bacteria in the oral cavity. Klebsiella pneumoniae and Enterococcus faecalis are common colonized bacteria in the intestinal tract. From the standpoint of pathogens, we must conduct well in perioperative oral management. Patients with severe periodontitis need to be treated by a stomatologist before surgery. Moreover, it is necessary to make good intestinal preparation before operation (42), strictly follow the principle of sterility during operation, apply a sufficient course of antibiotics after the operation, and ensure a good drainage effect.



Conclusions

IAI is allied with gastric cancer surgery complications, including pathogenic growth. Species such as Klebsiella, Streptococcus, and Enterococcus dominated the variety in this study. Independent risk factors impacting IAI included hypertension, combined organ resection, history of abdominal surgery, and operation time of more than 240 mins. Diabetes did not increase the chance of infection. Compared to conventional electrosurgery, the extent of operative time may be reduced with energy devices, such as ultrasonically activated coagulating shears. Since this study is a single-center retrospective study, there is a possibility that the samples taken do not conform to the general population. Besides, the selective and observational bias in the retrospective study are also limitations of this type of study. A larger sample size and patients from diverse areas could help reduce these limitations. In conclusion, gastric cancer patients with the risk factors above require more attention. This is the first study to establish an RF model of IAI and verify it, and the verified result shows that the RF model has a significant predictive ability for the occurrence of IAI after gastric cancer surgery.
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Background

Microscopic polyangiitis (MPA) is a necrotizing vasculitis that involves small- and medium-sized vessels and is associated with the presence of antineutrophil cytoplasmic antibodies with a perinuclear staining pattern (p-ANCA). The kidney and lungs are the organs primarily affected. MPA is rare in children and is easily misdiagnosed. Below is a complete case history of the course of the disease.



Case presentation

An 11-year-old girl with a 1-month history of cough and hemoptysis showed no improvement after imipenem-cilastatin treatment. p-ANCA and microscopic hematuria and proteinuria were positive, and a chest CT revealed an area of shadow in the bilateral lower lobe of the lungs. Renal biopsies showed crescentic glomerulonephritis, and MPA was diagnosed based on these criteria. The patient exhibited dramatic clinical and imaging improvements after immunosuppressive treatment.



Conclusion

The organs most commonly involved in MPA in children are the lungs, kidneys, skin, nervous system organs, and organs of the gastrointestinal tract. Careful examination should be carried out in these patients while biopsies of the kidney or any other organs remain the gold standard for diagnostic purposes. Pulmonary involvement may be the initial symptom of the disease and should not be confused with pneumonia. A urinalysis should be performed in patients with hemoptysis. Antibiotics should be used with caution.
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Introduction

Antineutrophil cytoplasmic antibody (ANCA)-associated vasculitis (AAV) is a multisystem autoimmune disease that primarily involves small- and medium-sized blood vessels throughout the body. Clinically, it is classified into three types: microscopic polyangiitis (MPA), granulomatosis with polyangiitis (GPA), and eosinophilic GPA (EGPA) (1). Microscopic polyangiitis (MPA) is a necrotizing vasculitis that involves small- and medium-sized vessels, primarily affecting the lungs and kidneys. An analysis of several retrospective adult cases showed that most patients typically present with renal involvement (RI, 80%–100%), cutaneous involvement (CI, 50%), pulmonary involvement (PI, 25%–55%), gastrointestinal involvement (GI, 30%–50%), and nervous system involvement (NSI, 28%) (2). Currently, there are no unified diagnostic criteria for AAV. ANCA positivity is a specific serological marker for AAV, and accurate ANCA testing is important for diagnosis. For example, MPA is associated with the presence of antineutrophil cytoplasmic antibodies with a perinuclear staining pattern (p-ANCA); however, detection of ANCAs is not in itself diagnostic of AAV, and a biopsy remains the gold standard for diagnosis, especially in cases with negative serology or unusual clinical presentation. However, the estimated collective incidence of pediatric vasculitis is about 0.05% (3), and it is even rarer in MPA. We herein describe a complete course of the disease and analyze the clinical features and lab examinations reported for pediatric MPA patients in the past 10 years.



Case description

A previously healthy 11-year-old girl (weight, 38.4 kg; height, 155 cm) presented to our department with a 1-month history of cough and hemoptysis. She had an intermittent fever but was without dyspnea, joint pain, headache, or other symptoms. She was initially treated in the local hospital where they suspected infection, and the symptoms improved after 7 days of anti-infection treatment administered on 10 April 2017. The symptoms appeared again 1 month later, and she visited our outpatient department on 10 May 2017. Her parents were healthy and nonconsanguineous. A hemogram reported a leucocyte count of 8.1 × 109/L (neutrophils 52%), platelet count of 407 × 109/L, and hemoglobin count of 106 g/L. The chest X-ray revealed areas of abnormal density (symmetric distribution) in the bilateral lower lobes of the lungs (Figure 1A). The patient was diagnosed with lobar pneumonia because of the respiratory symptoms, fever, and X-ray evidence and was treated with parenteral imipenem-cilastatin but had no clinical improvement. Three days later, she was admitted to our hospital to undergo a detailed work-up for the cough and hemoptysis. Upon admission, she had a blood pressure of 96/54 mmHg and a body temperature of 38.5°C. The physical examination on admission was not remarkable. Further examination revealed the following notable laboratory test findings, in chronological order: urinalysis revealed microscopic hematuria (+++) and proteinuria (++) on 14 May; renal function revealed BUN 4.85 mmol/L, Cr 81.6 µmol/L, UA 213.7 µmol/L, and C3 1,300 mg/L; inflammatory markers were slightly increased (ESR 29 mm/h and CRP 19 mg/L); ANA was present in a relatively low titer (1:80), without any antigen-specific antibodies; p-ANCA was positive and MPO-ANCA revealed 50.9 U/ml (normal <20 U/ml); PR3 and GBM were normal on 16 May; the chest CT performed on May 16 revealed an area of dense shadow in the bilateral lower lobes of the lungs, without ground-glass opacity and reticulation (Figure 1B), but pulmonary artery CT and PPD were normal. To ultimately establish a proper diagnosis, renal biopsies were performed as a result of the proteinuria and positive MPO and p-ANCA identified on 18 May; finally, the biopsies revealed glomerular cellular and microcellular crescents (Figures 1E–H). Immunofluorescence microscopy showed IgA (+) and IgG (++) deposits in the glomerular capillary loop but no C3 and C1q deposits. Based on the respiratory symptoms (cough and hemoptysis), positive MPO and p-ANCA, and the renal biopsies, our patient was finally diagnosed with microscopic polyangiitis (MPA), and so we started immunosuppressive treatment: methylprednisolone (800 mg/day*3 days, two cycles), plasma exchange (1,500 ml/day*4 days), and IV-cyclophosphamide (CTX 800 mg/day once), followed by oral formulation of methylprednisolone (48 mg/day) and tacrolimus (4 mg daily). Methylprednisolone pulse therapy and plasmapheresis resulted in dramatic clinical and imaging improvements (Figures 1C, D). The patient stopped the drugs after 2 months with proteinuria (++) and returned to our hospital.




Figure 1 | (A) X-ray revealed abnormal density areas (arrows) in the bilateral lower lobe of the lungs (symmetric distribution). (B) Chest CT revealed a large area of shadow (arrows) in the bilateral lower lobe of the lungs (before the treatment). (C) Chest CT revealed the shadows (arrows) in bilateral lungs improved (during the treatment). (D) Chest CT revealed the lesions disappeared (after the treatment). (E, F) Renal biopsies (HE ×40) revealed glomerulonephritic fibrocellular crescents (arrows). (G) Renal biopsies revealed vascular occlusion (arrows). (H) Normal control glomerulus. (I) Clinical timeline. GC, glucocorticoid; CTX, cyclophosphamide; PE, plasma exchange.



We prescribed methylprednisolone (500 mg/day for 3 days) again, following which she received methylprednisolone (48 mg/day for a month, 24 mg/day for the next month, followed by a gradually reduced dose of 6 mg/day per month, stopping in February 2018) and tacrolimus (4 mg/day, which was gradually reduced (1 mg/day for 3 months) and halted in July 2018). Proteinuria turned negative in September 2017, and the patient continues to have no clinical symptoms, with proteinuria remaining negative. The clinical timeline is presented in Figure 1I.



Discussion and conclusions

AAV is a group of diseases caused by inflammation of the blood vessels. It has a complex pathogenesis. GPA and MPA are associated with a loss of immunological tolerance to PR3 or MPO, whereas EGPA pathogenesis involves two distinct mechanisms that are associated with ANCA-positive and ANCA-negative (4). ANCAs are considered to be central to vasculitis. MPO or PR3 on neutrophil plasma membranes combines with ANCAs that are produced by B cells, which promote the release of destructive proteases, oxygen radicals, as well as autoantigens. Subsequent tissue damage may result in organ dysfunction (4, 5).

Since MPA is rare in children, we initially diagnosed this case with cough and hemoptysis, intermittent fever, and areas of abnormal density in the lungs, such as lobar pneumonia, supported by the fact that the symptoms improved after the first anti-infection treatment. However, further treatment resulted in no improvement. The first anti-infection treatment may have been effective because the infection can cause or worsen MPA when the MPA is not severe. Since there was no further improvement, we then performed urinalysis (hematuria +++, proteinuria ++), MPO-ANCA (50.9 U/ml), and renal biopsies (crescentic glomerulonephritis). Based on the results, MPA was considered. After immunosuppressive treatment, for remission–induction of new-onset organ-threatening or life-threatening MPA, we recommend treatment with a combination of glucocorticoids and cyclophosphamide. In addition, plasma exchange could be used for the treatment of severe diffuse alveolar hemorrhage. The patient’s condition obviously improved, and proteinuria has remained negative. Given the paucity of clinical trials in pediatric ANCA-associated vasculitis, pediatric rheumatologists have relied on adult AAV evidence for management. The European League Against Rheumatism (EULAR) (6) suggests remission–induction of new-onset organ-threatening AAV and recommends a combination of glucocorticoids and either cyclophosphamide or rituximab, and in the case of severe diffuse alveolar hemorrhage, a plasma exchange could be considered for treatment.


Clinical discussion

Patients with MPA always manifest with multiple system symptoms, such as respiratory symptoms, gastrointestinal symptoms, renal involvement, and nerve system involvement. We recently published a summary of children’s case reports in PubMed (Supplementary Table) that showed that the organs involved in MPA in children are the lungs (manifest as dyspnea, cough, and hemoptysis, about 80%), kidneys (manifest as hematuria, proteinuria, and even anuria, about 80%), skin (manifest as purpuric lesions, bullae/hemorrhagic bullae, about 20%), nervous system (manifest as abnormal eye movements, episodes of seizure, and even coma, about 16%), and gastrointestinal tract (manifest as abdominal pain, digestive tract hemorrhage, about 16%). These present as the initial symptoms and affect the prognosis and survival rate. In addition, anemia can also be an initial symptom. Pulmonary involvement, as the initial syndrome, should be carefully distinguished from pneumonia (Supplementary Table, the overall usage rate of antibiotics is about 43%, in patients manifesting with pulmonary involvement as the initial syndrome, usage is about 71%), especially in patients who manifest with pulmonary symptoms only. Physical examination always relates to the affected organs, and we should perform further examination in the following order: urinalysis, CRP, and ESR; ANA, ANCA, and chest CT or X-ray; and renal biopsies. We could start immunosuppressive treatment after an MPA diagnosis. There are no unified criteria for the diagnosis of MPA. Granulomatosis polyangiitis (GPA), which is always present with granulomatous inflammation, should be excluded (7, 8). In addition, systemic lupus erythematosus (9), Sjögren syndrome (10), and other connective tissue diseases also involve multiple organs, such as the lungs and kidneys, and we need to distinguish these other systemic diseases from MPA.



Radiological discussion

The lung is the most commonly affected organ in MPA. Chest CTs show diffuse areas of ground-glass opacity (11), reticulation (12), patchy shadows (13), nodular thickening (14), interstitial pneumonia (15), emphysema (16), and pleural effusion (17). The lesions are always of a symmetric distribution, and all these changes could be alone or coexist in one patient. X-ray and CT findings are inconclusive; MPA can be limited to the lungs. Chest X-rays revealed lesions with an alveolar-filling pattern, which are most often bilateral (2). The imaging manifestations of MPA in the lungs can be easily misdiagnosed as infections or another disease, especially in patients with only lung involvement. Normal X-rays do not mean the lungs are unaffected (18), and most patients will be required to have a chest CT. MPA can also involve the nervous system. Magnetic resonance imaging (MRI) of the brain revealed non-hemorrhagic multiple lesions (13), reversible posterior leukoencephalopathy syndrome (16), and even hemorrhagic stroke (19). We recommend that brain MRI be performed on patients diagnosed with, or suspected of having, MPA.



Pathological discussion

Biopsies of the kidney or any other organ remain the gold standard for diagnostic purposes (6). Generally, renal biopsies can reveal pathological changes such as necrotizing glomerulonephritis (18), cellular and microcellular crescent glomerulonephritis, and sclerosed glomerulonephritis (12). Immunofluorescence microscopy demonstrates pauci-immune glomerulonephritis, and slight IgA deposits have been reported (20). In addition to the confirmation of MPA diagnosis, a renal biopsy also can help the clinician to provide a renal prognosis of the disease.

In summary, MPA is an unusual disease in children involving multiple systems. The clinical symptoms vary, but the organs most involved in MPA in children are the lungs, kidneys, skin, nervous system, and gastrointestinal tract. A thorough examination should be carried out in these patients, with biopsies of the kidney or any other organs remaining the gold standard for diagnostic purposes. Pulmonary involvement should be carefully distinguished from pneumonia; urinalysis should be taken in those patients with hemoptysis; and finally, antibiotics should be used with caution.
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Dataset BiRGRN Prior network Forward Reverse

GSD 0.597 0.544 0.583 0.587
HSC 0.684 0.586 0.656 0.660
VSC 0.795 0.624 0.761 0.763
mCAD 0.796 0.678 0.796 0.792

The value in bold represents the highest value in the row.
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Dataset Genes Time Cells
points

GSD 19 734 2000
HSC 11 731 2000
VSC 8 492 2000
mCAD 5 492 2000
Real 100 456 456
Dataset1

Real 100 405 405
Dataset2

Real 100 758 758
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Algorithm Dataset 1

BIRGRN 0.571
GENIE3 0.503
LEAP 0.487
SCODE 0.536
BiXGBoost 0.509

Dataset 2

0.573
0.498
0.5
0.581
0.479

Dataset 3

0.562
0.507
0.494
0.5623
0.510

The value in bold represents the highest value in the column.
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'All algorithms except BIXGBoost are tested on Beeline(a benchmarking software for GRN inference algorithms). The computations were performed on a Lenovo Legion R7000 2020
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Study Year Treatment Arm Phase  Tumor No. os PFS
ICIs Control HR 95%Cl HR 95%Cl
Hodi et al. (12) 2010 Ipi+Gp100 Gp100 3 Melanoma 403 136 068 0.55-0.65 0.81 0.66-1
Hodi et al. (12) 2010 Ipilimumab Gp100 3 Melanoma 137 136 066 0.51-0.87 064 0.5-0.83
Robert et al. (13) 2011 Ipi+ DTIC Dacarbazine 3 Melanoma 250 252 0.716 0.558- NA NA
0.872
Reck et al. (25) 2013 CP+Con Ipi Chemotherapy 2 SCLC 43 55 0.947 0.585- 0.93 0.588-
Chemotherapy 1.583 1.481
Reck et al. (25) 2013 CP+Seq Ipi Chemotherapy 2 SCLC 42 55 0.753 0.461- 0.927 0.59-1.45
1.282
Kwon et al. (26) 2014  Ipilimumab Placebo 3 Prostate 399 400 083 0.71-0.96 0.7 0.61-0.82
Weber et al. (17) 2015 Nivolumab Chemotherapy 3 Melanoma 272 133 095 073-1.24 103 0.78-1.36
Brahmer et al. (15) 2015 Nivolumab Docetaxel 3 NSCLC 135 187 059 043-0.81 062 0.47-0.81
Borghaei et al. (14) 2015 Nivolumab Docetaxel 3 NSCLC 292 290 073 0.59-0.89 092 0.77-1.11
Ribas et al. (16) 2015 Pembrolizumab Chemotherapy 2 Melanoma 180 179 0.87 067-1.12 0.58 0.46-0.73
Beer et al. (27) 2016  Ipiimumab Placebo 3 Prostate 400 202 111 0.88-1.39 067 0.55-0.8
Reck et al. (28) 2016  Ipilimumab VP16+Pit 3 SCLC 478 476 0.936 0.807- 0.85 0.75-0.97
1.085
Herbst et al. (19) 2016 Pembrolizumab 2mg Chemotherapy 3 NSCLC 344 343 071 0.58-0.88 088 0.73-1.04
Herbst et al. (19) 2016 Pembrolizumab 10mg Chemotherapy 3 NSCLC 346 343 061 049-0.75 079 0.66-0.94
Fehrenbacher et al. 2016 Atezolizumab Docetaxel 3 NSCLC 144 133 0.69 052-092 0.92 0.71-1.2
(18)
Rittmeyer et al. (21) 2016 Atezolizumab Docetaxel 3 NSCLC 425 425 073 062-0.81 0.95 0.82-1.1
Bellmunt et al. (20) 2017 Pembrolizumab Chemotherapy 3 Urothelial 270 272 073 059-091 0.98 0.81-1.19
Larkin et al. (29) 2018 Nivolumab Chemotherapy 3 Melanoma 272 133 0.95 0.70-1.29 il 0.78-1.44
Paz-Ares et al. (22) 2019 Nivolumab + chemo Chemotherapy 3 NSCLC 377 388 0.81 067-097 062 0.52-0.73
Owonikoko et al. (30) 2019  Ipiimumab Placebo 3 SCLC 278 278 0.84 0.69-1.02 067 0.56-0.81
Rudin et al. (24) 2020 Pembrolizumab + etoposide  Placebo+ etoposide 3 SCLC 228 225 0.8 0.64-098 075 0.61-0.91
Galsky et al. (23) 2020 Atezolizumab + Placebo+ 3 Urothelial 451 400 08 070-096 0.83 0.69-1.0
chemotherapy chemotherapy
Spigel et al. (31) 2021 Nivolumab Chemotherapy 3 SCLC 284 285 0.86 0.72-1.04 141 1.18-1.69

As shown in Table 1, a total of 12,126 participants (6,450 cases and 5,676 controls) from 20 articles were included in the meta-analysis. The name of the first author, the publication year,
the tumor type of the study, the phase of the RCTSs, the name of the ICIs (ipilimumab, nivolumab, pembrolizumab, or atezolizumab) in the experimental groups and non-ICl therapies in the
control groups, the number of patients in the ICls and control groups, and the HR of OS and PFS.
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Feature selection method + classification algorithm Number of features ACC MCC Macro F1 Weighted F,
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V. &8

2017.5.16

| 2017.5.16

Time point April of 2017 May of 2017 Follow-up July of 2017 July of 2018
(onset of the MPA) (diagnosis of the MPA)
Events Cough and Microscopic haematuria and  Proteinuria / /
hemoptysis proteinuria, positive p-ANCA
and MPO, renal biopsies
Treatment  Anti-infection Immunosuppressive treatment: Stopped the pulse GC, Stopped the drugs
pulse GC, PE and CTX, drugsonher  following with oral under the guidance
following with oral GC and own GC and tacrolimus

tacrolimus
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Risk factors

Intercept

Hypertension

History of abdominal surgery
Operation time (min): 2240

Combined organ excision

B coefficients

-3.63
1.226
0.959
1.128
1.417

Standard error (SE)

0.327
0.376
0.468
0.401
0.550

Odds Ratio [OR]

3.408
2.609
3.091
4.123

95% Confidence Interval [CI]

1.632-7.117
1.042-6.53
1.408-6.783

1.403-12.121

P value

<0.001
0.001
0.041
0.005
0.010
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Variable

Sex (Male: Female)

Age (years) >65/<65

BMI (kg/m2) >25/<25

Preoperative white blood cell count (x1019/L) 24/<4
Preoperative lymphocyte count (x1019/L)<0.8/>0.8
Preoperative hemoglobin (g/L)<100/>100
Preoperative albumin (g/L)<35/235

PNI<47/247

ASA (3 + 4/1+2)

Diabetes mellitus (yes/no)

Hypertension (yes/no)

History of abdominal surgery
(yes/no)

Neoadjuvant chemotherapy (yes/no)

Time of operation (min)
>240/<240

Operation type

Radical surgery:

non-radical surgery

Operation method

Open : Laparoscopic-assisted
Combined organ excision (yes/no)
BTF (yes/no)

Pathological type

Signet-ring cell carcinoma:
Non-signet ring cell carcinoma

Tumor stage (I+II/II+IV)

IAI (n = 34)

25:9
22:12
12:22

33:1

33:1
10:24
10:24
24:10

4:30

3:31
19:15

8:26

2:32
13:21

6:28
9:25
3:31

11:23

Non-IAI (n = 438)

325:113
236:202
87:351
398:40
21:417
102:336
97:341
238:200
13:425
47:391
119:319
45:393

17:421
64:374

385:53

347:91
20:418

73:365
89:349

215:223

OR

0.968
1.521
2.055
3.139
1.806
1.339
1421
1.924
3.569
0.817
3.066
2433

1.490
3.176

0.667

0.747
3.676

1.712
0.400

1.921

Univariate analysis
95%CI

0.465-2.016
0.771-3.001
1.054-4.006
0.441-22.364
0.594-5.490
0.661-2.715
0.702-2.878
0.941-3.932
1.416-8.992
0.259-2.575
1.605-5.856
1.162-5.094

0.385-5.764
1.663-6.066

0.288-1.542

0.360-1.548
1.671-8.084

0.830-3.531
0.125-1.279

0.958-3.851

P-value

0.931
0.222
0.033
0.358
0.532
0419
0.330
0.066
0.03
0.953
0.000
0.038

0.905
< 0.001

0.501

0.434
0.005

0.146
0.103

0.060
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Variable IAI (n =15) Non-IAI (n = 120) X2 or t-value P-value

Sex (Male: Female) 11:4 76:44 0.582 0.446
Age (years) # 69.40 + 8.175 64.76 +10.971 -1.582 0.116
BMI (kg/m2)# 2242 +3.08 23.06 +2.83 0.810 0.419
Preoperative white blood cell count (x1079/L) # 6.46 + 2.12 598 + 1.85 -0.917 0.361
Preoperative lymphocyte count (x10A9/L) # 1.41 +0.55 1.57 £ 0.53 1.089 0.278
Preoperative hemoglobin (g/L) # 117.40 + 15.33 116.73 +21.93 -0.114 0.909
Preoperative albumin (g/L) # 36.11 £2.92 36.74 £ 3.98 0.588 0.557
PNI 43.19 £ 4.34 44.60 £ 5.17 1016 0.311
ASA (1 + 2/3+4) 14:1 103:17 0.162 0.687
Diabetes mellitus (yes/no) 1:14 23:97 0.698 0.403
Hypertension (yes/no) 5:10 26:94 0.472 0492
History of abdominal surgery 6:9 14:106 6.385 0.012
(yes/no)
Neoadjuvant chemotherapy (yes/no) 213 6:113 0.489 0485
Lesion location (limited/diffuse) 12:3 1137 2.109 0.146

upper 5 14

middle 3 31

lower 4 68

other 3 7
Time of operation (min) 235.73 + 47.35 218.36 + 55.18 -1.166 0.246

Operation type

Radical surgery: 12:3 109:11 0.720 0.396
non-radical surgery

Operation method

Open : Laparoscopic-assisted 8:7 30:90 3.984 0.046
Combined organ excision (yes/no) 2:13 3:117 1.876 0.171
BTF (yes/no) 4:11 16:104 0.970 0.325
Pathological type
Signet-ring cell carcinoma: 1:14 25:95 0.930 0.335
Non-signet ring cell carcinoma
Tumor stage (I+II/III+IV) 6:9 80:40 4.101 0.043
I 3 54
11 3 26
1 6 36
I\ 3 4
Post-operative hospital stays (days) # 1607 + 7.94 1179 + 453 3,124 0.002

ASA, American Society of Anesthesiologist; BMI, Body Mass Index; #mean + SD, IAl, intra-abdominal infection.
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Variable

Sex (Male: Female)
Age (years) #
BMI (kg/m2)#

Preoperative white blood cell count (x1079/L) #

Preoperative lymphocyte count (x10A9/L) #

Preoperative hemoglobin (g/L) #
Preoperative albumin (g/L) #
PNI

ASA (1 + 2/3+4)

Diabetes mellitus (yes/no)
Hypertension (yes/no)

History of abdominal surgery
(yes/no)

Neoadjuvant chemotherapy (yes/no)
Lesion location (limited/diffuse)
Upper
Middle
lower
other
Time of operation (min)
Operation type

Radical surgery:
non-radical surgery

Operation method
Open : Laparoscopic-assisted
Combined organ excision (yes/no)
BTF (yes/no)

Pathological type

Signet-ring cell carcinoma:
Non-signet ring cell carcinoma

Tumor stage (I+II/III+IV)
1
I
1
I\

Post-operative hospital stays (days) #

IAI (n = 34)

25:9
66.26 + 9.665
23.19 +3.07

6.50 + 1.95
1.55 + 0.56
111.38 + 21.68
36.20 + 4.84
43.95 £ 6.20

30:4

3:31

19:15

8:26

2:32
33:1
5
7
21
1.
20591 + 58.12

25:9
6:28
9:25

27.06 + 14.043

Non-IAI (n = 438)

325:113
64.32 £ 11.109
22.29 +3.05

6.14 +2.23
1.61 £ 0.59
117.39 + 25.15
38.00 + 4.80
46.12 £ 6.29

425:13

47:391

119:319

45:393

17:421
4353
64
62
309
3
188.99 + 46.81

385:53

347:91
20:418
73:365

89:349

215223
119
96
149
74
14.30 + 6.392

ASA, American Society of Anesthesiologist; BMI, Body Mass Index; #mean + SD, IAl, intra-abdominal infection.

X2 or t-value

0.007
0.991
1.648
-0.891
-0.60
-1.354
-2.104
-1.933
4.726
0.003
12.573
4.311

0.014
0.000

1.993

0.453

0.613
8.011
2.113

2.657

5.257

P-value

0.931
0.322
0.100
0373
0.551
0.177
0.036
0.054
0.03
0.953
< 0.001
0.038

0.905
1.000

0.047

0.501

0.434
0.005
0.146

0.103

0.060

< 0.001
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Protein accession

014639

P14618

P27816

Q15149

Q8WWI1

Name

ABLIM1

PKM

MAP4

PLEC

LMO7

Position

4908
6558
7068
778
1278
5198
6968
9288
2018
1435S
27828
46185
43858
7048
8058
9918
15108
1586S

Ratio

0.333
7.651
4.732
0.166
0.226
2.400
0.361
7.811
0.225
0.266
7.928
10.853
13.973
2.541
0.357
0.424
0312
0.294

P value

0.049
0.021
0.009
0.000
0.006
0.008
0.032
0.027
0.000
0.008
0.045
0.014
0.007
0.015
0.010
0.022
0.004
0.008

Regulated Type

Down
Up
Up
Down
Down
Up
Down
Up
Down
Down
Up
Up
Up
Up
Down
Down
Down

Down
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Patient Code

Cl
C2
C3
C4
C5
Cé6
C7
C8
C9
C10
Cl1
C12
C13
Cl4
Cl15

Age

34
64
62
21
50
69
71
66
48
56
70
58
65
58
63

Gender

Male
Male
Male
Female
Female
Female
Female
Female
Male
Female
Male
Male
Female
Female
Male

Tumor size (cm)

3.8x48x54
2.8x 44 x34
34x37x%x58
59%x44x75
25%20x28
24x15x24
43x42x38
24x27x31
9.7x23x26
37%x26x%x23
14.6 x 9.8 x 14.3
3.1x21x48
9.8 x34x4.8
39x42x5.1
31x22x27

Size classification *

Large
Small
Large
Large
Small
Small
Small
Small
Large
Small
Large
Small
Large
Large
Small

“Large is identified as at least one edge is over 5.0 cm. C, cervical spine; T, thoracic vertebra.

Site

Ho-2 00033000000

primary or recurrent

primary
primary
primary
recurrent
recurrent
primary
primary
primary
primary
recurrent
recurrent
recurrent
recurrent
primary
primary

usage in this study

Proteomics
Proteomics
Proteomics
Proteomics
Proteomics
Validation
Validation
Proteomics
Proteomics
Validation
Proteomics
Proteomics
Validation
Validation

Validation
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Name Entrez References
1D

KLK10 ~ 5655 Zhang et al. proved that KL10 was considerably downregulated in NSCLC compared to non-cancer samples. They concluded that KLK10 functions
as a tumor suppressor gene in NSCLC, and epigenetic inactivation is a common occurrence in NSCLC pathogenesis that could be exploited as a
biomarker (25).

DLEC1 9940  The study found that expression levels of DLEC1 were significantly different between tumor and normal tissues (p = 0.0001) (26).

EFEMP1 2202 EFEMP1 found a significantly higher frequency of methylation in NSCLC compared with the normal tissues (p < 0.001) (27).

NSCLC, non-small cell lung cancer.
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Method AUC AUPR

Deep-LC 0.8017 0.7893
GCN 0.7343 0.7028
CNN 0.7122 0.6855
RF 0.6965 0.6834
KNN 0.6137 0.5962

AUC, area under the receiver operating characteristic curve; AUPR, area under the
precision-recall curve; GCN, graph convolutional network; CNN, convolutional neural
network; RF, random forest; KNN, K-nearest neighbor.
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Layers AUC AUPR

1 0.7051 0.7264
2 0.7895 0.7708
3 0.8017 0.7893
4 0.7643 0.7329

GCN, graph convolutional network; AUC, area under the receiver operating characteristic
curve; AUPR, area under the precision-recall curve.
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Layers Kernel size The number of filters

Convolutional layer 3 32
Batch normalization/Rel U
Convolutional layer 3 64
Batch normalization/Rel.U
Convolutional layer 3 32
Batch normalization/Rel.U
Convolutional layer 3 16

Batch normalization/RelL.U

CNN., convolutional neural network: Rel_U. rectified linear unit.
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Patient 1 Patient 2 Patient 3
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CNN

Parameter BiLSTM

Att
Learning rate 0.001
Epochs 20
Batch size 64
CNN layers 2
Kernel size 5
BILSTM hidden size 16
Attention vec size 16
Dense neurons 16
Dropout 0.2
Optimizer Adam

CNN

BiLSTM

0.001
20
64

32
0.2
Adam

BILST™M
Att
0.001
20

64

32

32

32
0.2
Adam

CNN, convolutional neural network; BiLSTM, bidirectional long short-term memory network.
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Dataset

A549

GM12878

Hela

Hep-G2

H1-hESC

Model

CNN-BILSTM-Att
CNN-BILSTM
BILSTM-Att
CNN-BILSTM-Att
CNN-BILSTM
BILSTM-Att
CNN-BILSTM-Att
CNN-BILSTM
BILSTM-Att
CNN-BILSTM-Att
CNN-BILSTM
BILSTM-Att
CNN-BILSTM-Att
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Model Sen (%) Spe (%) Acc (%) mcc
DeepARC 82.02 84.19 83.10 0.664
DeepTF 77.44 81.36 80.98 0.632
CNN-Zeng 7212 81.96 79.92 0.619
DeepBind 72.64 81.44 79.82 0.609

Sen, sensitivity; Spe, specificity; Acc, accuracy; MCC, Mathew’s correlation coefficient.
The bold part indicates the index with the best performance.
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mRNAs Gene ontology (GO) based on molecular function

Colony-stimulating factor 3 receptor (CSF3R)  Cytokine binding (GO:0019955)

Cytokine receptor activity (GO:0004896)
Protein binding (GO:0005515)
Signalling receptor activity (GO:0038023)

Granulocyte colony-stimulating factor binding
(GO:0051916)

Catalytic activity (GO:0003824)

Hydrolase activity, hydrolyzing O-glycosyl compounds
(GO:0004553)

Alpha-1,4-glucosidase activity (GO:0004558)
Hydrolase activity (GO:0016787)

Hydrolase activity, acting on glycosyl bonds
(G0:0016798)

Nucleotide binding (GO:0000166)

Phosphotyrosine residue binding (GO:0001784)
Protein kinase activity (GO:0004672)

Protein tyrosine kinase activity (GO:0004713)
Transmembrane receptor protein tyrosine kinase activity
(GO:0004714)

Acid alpha-glucosidase (GAA)

FGR Proto-Oncogene, Src Family Tyrosine
Kinase (FGR)

Pathways

Autophagy pathway

Akt signalling
PEDF-induced signalling
Cytokine signalling in the
immune system
Hematopoietic cell lineage
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Metabolism
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CCR5 pathway in macrophages
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Associated to SCLC
pathway

Giigli E, et al. (56); Liu H,
etal. (57)

na

na

na

na

Yan X, et al. (58)
na

na
na
na

na
na
na
na
na

ceRNA, competing endogenous RNA; SCLC, small cell lung cancer; Akt, protein kinase B; CCR5, chemokine-CC motif-receptor-5; GO, gene ontology; PEDF, pigment epithelium derived

factor: na, not available.
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mRNAs Drug candi- Type* Therapy* Main roles* Data resource

date
Colony-stimulating Favid an active immunotherapy Tumour based upon unique genetic information extracted from a https://go.
factor 3 receptor therapy patient’s tumour drugbank.com/
(CSF3R) drugs/DB05249
Pegfilgrastim  a recombinant human Adjuvant  stimulate the production of neutrophils and prevent febrile https://go.
granulocyte colony therapy neutropenia or infections after myelosuppressive chemotherapy ~ drugbank.com/
stimulating factor drugs/DB00019
Filgrastim a form of recombinant Adjuvant  induce the production of granulocytes and lower infection risk https://go.
human granulocyte colony  therapy  after myelosuppressive therapy drugbank.com/
stimulating factor drugs/DB00099
Lenograstim  a granulocyte colony- Adjuvant  reduce the duration of neutropenia in bone marrow transplant https://go.
stimulating factor therapy and cytotoxic chemotherapy, as well as mobilizing hematopoietic - drugbank.com/
stem cells in healthy donors drugs/DB13144
Lipedfilgrastim  a medication Adjuvant  reduce the duration of chemotherapy-induced neutropeniaand  https://go.
therapy incidence of febrile neutropenia in cytotoxic chemotherapy drugbank.com/
drugs/DB13200
Acid alpha-glucosidase Trastuzumab  an antibody Tumour  treat certain types of unresectable or metastatic HER-2 positive  https://go.
(GAA) deruxtecan therapy  breast cancer drugbank.com/
drugs/DB14962
Acarbose an alpha-glucosidase Other adjunctly with diet and exercise for the management of https:/go.
inhibitor therapy glycaemic control in patients with type 2 diabetes mellitus. drugbank.com/
drugs/DB00284
AT2220 pharmacological Other increase GAA activity in cell lines derived from Pompe patients a  https://go.
chaperones therapy N d in transfected cells expressing misfolded forms of GAA drugbank.com/
drugs/DB05200
Miglitol an oral alpha-glucosidase ~ Other improve glycaemic control by delaying the digestion of https://go.
inhibitor therapy ~ carbohydrates drugbank.com/
drugs/DB00491
FGR Proto-Oncogene,  Dasatinib a tyrosine kinase inhibito Tumour  treat lymphoblastic or chronic myeloid leukaemia with resistance  https://go.
Src Family Tyrosine therapy or intolerance to prior therapy drugbank.com/
Kinase (FGR) drugs/DB01254
Zanubrutinb  a kinase inhibitor Tumour  treat mantle cell lymphoma, a type of B-cell non-Hodgkin https://go.
therapy lymphoma, in adults who previously received therapy. drugbank.com/
drugs/DB015035
Fostamatinib  a spleen tyrosine kinase Other treat chronic immune thrombocytopenia after attempting one https://go.
inhibitor therapy ~ other treatment. drugbank.com/
drugs/DB12010

ceRNA, competing endogenous RNA; SCLC, small cell lung cancer; HER-2, human epidermal growth factor receptor-2; *, the information is from Drugbank (https://go.drugbank.com/).
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ID Description Bg Ratio p value Adjusted p

hsa04921 Oxytocin signalling pathway 0.0212 1.3332E- 2.9190E-
08 06

hsa04261 Adrenergic signalling in cardiomyocytes 0.0208 6.2595E- 6.5092E-
o7 05

hsa04024 CcAMP signalling pathway 0.0273 8.9189E- 6.5092E-
o7 05

hsa04510 Focal adhesion 0.0298 1.5422E- 7.4010E-
05 04

hsa04750 Inflammatory mediator regulation of TRP channels 0.0137 1.6901E- 7.4010E-
05 04

hsa04713 Circadian entrainment 0.0125 2.1580E- 7.8746E-
05 04

hsa04360 Axon guidance 0.0239 2.5931E- 8.1108E-
05 04

hsa04015 Rap1 signalling pathway 0.08 4.7767E- 1.3073E-
05 03

hsa05200 Pathways in cancer 0.055 6.2554E- 1.5218E-
05 03

hsa04611 Platelet activation 0.0165 7.0689E- 1.5477E-
05 03

hsa04010 MAPK signalling pathway 0.0381 1.1422E- 2.2735E-
04 03

hsa04724 Glutamatergic synapse 0.0149 1.3881E- 2.3601E-
04 03

hsa04725 Cholinergic synapse 0.0151 1.4013E- 2.3601E-
04 03

hsa05206 MicroRNAs in cancer 0.0193 2.6751E- 4.1690E-
04 03

hsa04728 Dopaminergic synapse 0.0165 2.8562E- 4.1690E-
04 03

hsa04925 Aldosterone synthesis and secretion 0.0108 3.4051E- 4.6596E-
04 03

hsa01522 Endocrine resistance 0.0132 3.9287E- 4.6724E-
04 03

hsa04722 Neurotrophin signalling pathway 0.0168 3.9400E- 4.6724E-
04 03

hsa04720 Long-term potentiation 0.0089 4.0547E- 4.6724E-
04 03

hsa04390 Hippo signalling pathway 0.0209 4.5090E- 4.9362E-
04 03

hsa04512 ECM-receptor interaction 0.0112 5.2201E- 5.4425E-
04 03

hsa04512 Whnt signalling pathway 0.0195 6.5195E- 6.4883E-
04 03

hsa04915 Qestrogen signalling pathway 0.0137 7.9656E- 7.5828E-
04 03

hsa04924 Renin secretion 0.0086 9.2045E- 8.4792E-
04 03

hsa04022 CcGMP-PKG signalling pathway 0.0247 1.2704E- 1.1126E-
03 02

hsa04923 Regulation of lipolysis in adipocytes 0.0082 1.3531E- 1.1192E-
03 02

hsa05210 Colorectal cancer 0.009 1.4528E- 1.1192E-
03 02

hsa04014 Ras signalling pathway 0.0325 1.4684E- 1.1192E-
038 02

hsa04912 GnRH signalling pathway 0.0124 1.5787E- 1.1192E-
03 02

hsa04727 GABAergic synapse 0.0114 1.5828E- 1.1192E-
03 02

hsa04911 Insulin secretion 0.0116 1.5846E- 1.1192E-
038 02

hsa00512 Mucin type O-Glycan biosynthesis 0.0039 2.0450E- 1.3992E-
03 02

hsa04910 Insulin signalling pathway 0.0212 2.2097E- 1.4661E-
03 02

hsa00514 Other types of O-glycan biosynthesis 0.0042 2.3080E- 1.4862E-
03 02

hsa04012 ErbB signalling pathway 0.0121 3.0528E- 1.8829E-
038 02

hsa04270 Vascular smooth muscle contraction 0.017 3.0960E- 1.8829E-
03 02

hsa01212 Fatty acid metabolism 0.0068 4.0784E- 2.3933E-
038 02

hsa04020 Calcium signalling pathway 0.0302 4.2385E- 2.3933E-
03 02

hsa04930 Type Il diabetes mellitus 0.0081 4.4096E- 2.3933E-
03 02

hsa04931 Insulin resistance 0.0158 4.4262E- 2.3933E-
03 02

hsa04971 Gastric acid secretion 0.0097 4.4817E- 2.3933E-
03 02

hsa04152 AMPK signalling pathway 0.018 4.7769E- 2.4902E-
03 02

hsa04211 Longevity regulating pathway 0.0135 5.2272E- 2.6447E-
03 02

hsa04916 Melanogenesis 0.0132 5.3149E- 2.6447E-
038 02

hsa04340 Hedgehog signalling pathway 0.0069 6.1564E- 2.9698E-
03 02

hsa04213 Longevity regulating pathway — multiple species 0.009 6.3540E- 2.9698E-
03 02

hsa05221 Acute myeloid leukaemia 0.0082 6.3751E- 2.9698E-
038 02

hsa04550 Signalling pathways regulating pluripotency of stem 0.0196 6.6773E- 3.0458E-
cells 03 02

hsa05410 Hypertrophic cardiomyopathy (HCM) 0.0115 7.8953E- 3.5279E-
03 02

hsa05412 Arrhythmogenic right ventricular cardiomyopathy 0.0097 8.6718E- 3.7274E-
(ARVC) 03 02

hsa04962 Vasopressin-regulated water reabsorption 0.006 8.6824E- 3.7274E-
038 02

hsa04144 Endocytosis 0.0376 9.4078E- 3.9612E-
03 02

hsa04068 FoxO signalling pathway 0.0201 9.9201E- 4.0816E-
03 02

hsa04350 TGF-beta signalling pathway 0.0119 1.0253E- 4.0816E-
02 02

hsa05222 Small cell lung cancer 0.0119 1.0253E- 4.0816E-
02 02

hsa01521 EGFR tyrosine kinase inhibitor resistance 0.0116 1.0447E- 4.0847E-
02 02

hsa00531 Glycosaminoglycan degradation 0.0026 1.1704E- 4.4958E-
02 02

hsa04723 Retrograde endocannabinoid signalling 0.0133 1.1967E- 4.5173E-
02 02

hsa04142 Lysosome 0.0175 1.2975E- 4.8149E-
02 02

KEGG, Kyoto Encyclopaedia of Genes and Genomes; ceRNA, competing endogenous RNA; miRNA, microRNA; Bg, background.
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ID Description Ontology Bg p value Adjusted
Ratio P

GO:0006355 regulation of transcription, DNA-templated BP 0.0921 8.5782E-  5.7934E-
1" o7

GO:0000122 negative regulation of transcription from RNA polymerase Il promoter BP 0.0565 1.5250E-  5.1498E-
08 05

GO:0045944 positive regulation of transcription from RNA polymerase Il promoter BP 0.0664 2.6517E-  5.9696E-
08 05

GO:0060348 bone development BP 0.0174 6.6166E-  1.0284E-
08 04

GO:0017144  drug metabolic process BP 0.0187  8.6063E- 1.0284E-
08 04

GO:0017187  peptidyl-glutamic acid carboxylation BP 0.0179  9.1359E-  1.0284E-
08 04

G0:0042373  vitamin K metabolic process BP 0.0177  2.6291E-  2.5366E-
o7 04

G0O:0007250 activation of NF-kappa-inducing kinase activity BP 0.0124  3.1140E-  2.5645E-
o7 04

GO:0007156 hemophilic cell adhesion via plasma membrane adhesion molecules BP 0.0098  3.4174E-  2.5645E-
o7 04

GO:0032743 positive regulation of interleukin 2 production BP 0.0125 6.9433E-  4.6893E-
o7 04

GO:2000679 positive regulation of transcription regulatory region DNA binding BP 0.017 1.4950E-  9.1787E-
06 04

GO:0031293 membrane protein intracellular domain proteolysis BP 0.0124  2.1866E-  1.2306E-
06 03

GO:0002756 MyD88-independent toll-like receptor signaling pathway BP 0.0116  3.2308E-  1.6785E-
06 03

GO:0000187  activation of MAPK activity BP 0.0213  5.9088E-  2.8504E-
06 03

GO:0002726 positive regulation of T cell cytokine production BP 0.0124  9.3027E-  4.1885E-
06 03

GO:0070555 response to interleukin 1 BP 0.0098 1.0189E-  4.2601E-
05 03

GO:0051865 protein auto-ubiquitination BP 0.0143  1.0723E-  4.2601E-
05 03

GO:0045672 positive regulation of osteoclast differentiation BP 0.0125  1.3074E-  4.7509E-
05 03

GO:0001932  regulation of protein phosphorylation BP 0.003 1.4009E-  4.7509E-
05 03

GO:0070534 protein K63-linked ubiquitination BP 0.0182 1.4069E-  4.7509E-
05 03

GO:0031398 positive regulation of protein ubiquitination BP 0.0121 2.6984E-  8.2836E-
05 03

GO:0034162 toll-like receptor 9 signalling pathway BP 0.0121 2.6984E-  8.2836E-
05 03

GO:0070423 nucleotide-binding oligomerisation domain containing signalling pathway BP 0.0175  2.8472E-  8.3605E-
05 03

G0O:0043507 positive regulation of JUN kinase activity BP 0.0139  4.0463E-  1.1386E-
05 02

GO:0030574 collagen catabolic process BP 0.0023  4.2766E-  1.1553E-
05 02

GO:0071222 cellular response to lipopolysaccharide BP 0.0118  5.4294E-  1.4070E-
05 02

GO:0002755 MyD88-dependent toll-like receptor signalling pathway BP 0.0181 5.6249E-  1.4070E-
05 02

GO:0046513 ceramide biosynthetic process BP 0.0096  6.7342E-  1.6134E-
05 02

GO:0035019 somatic stem cell population maintenance BP 0.0075 6.9279E-  1.6134E-
05 02

G0:0001707 mesoderm formation BP 0.0013  8.3053E-  1.8697E-
05 02

GO:0007596 blood coagulation BP 0.0236 9.1112E-  1.9850E-
05 02

G0:0050870 positive regulation of T cell activation BP 0.0067 1.5077E-  3.1820E-
04 02

G0:0007155 cell adhesion BP 0.0111 1.6634E-  3.1997E-
04 02

G0:0015886 heme transport BP 0.0035 1.6785E-  3.2879E-
04 02

GO:0043065 positive regulation of apoptotic process BP 0.028 1.7039E-  3.2879E-
04 02

G0:0045059 positive thymic T cell selection BP 0.0023  1.9247E-  3.6108E-
04 02

G0:0035023 regulation of Rho protein signal transduction BP 0.0039 2.1384E-  3.9032E-
04 02

G0:0051092 positive regulation of NF-kappa B transcription factor activity BP 0.026 2.2701E-  4.0346E-
04 02

GO:0031410 cytoplasmic vesicle CC 0.014 8.1251E-  6.2029E-
o7 04

G0:0005789 endoplasmic reticulum membrane cC 0.0602  1.2645E-  6.2029E-
06 04

GO:0010008 endosome membrane [ele} 0.0227  18113E-  6.2029E-
06 04

GO0:0005829 cytosol CcC 0.1935  7.5017E-  1.9267E-
06 03

GO:0034704  calcium channel complex CC 0.0008 5.8805E-  1.2083E-
05 02

G0:0005811 lipid droplet cC 0.012 75151E-  1.2868E-
05 02

G0:0035631 CD40 receptor complex CcC 0.0098 1.0108E-  1.3848E-
04 02

G0:0009898  cytoplasmic side of plasma membrane CcC 0.0116  1.0783E-  1.3848E-
04 02

GO:0005667  transcription factor complex CcC 0.0095 3.8115E-  4.3509E-
04 02

G0:0003700 transcription factor activity, sequence-specific DNA binding MF 0.0684  1.2784E-  2.7816E-
14 1

GO:0000977 RNA polymerase |l regulatory region sequence-specific DNA binding MF 0.0261  6.2083E-  6.7539E-
13 10

GO:0046872 metal ion binding MF 0.1355  1.8538E- 1.3445E-
08 05

G0:0031996 thioesterase binding MF 0.0128  1.6534E-  7.5276E-
o7 05

GO:0031624  ubiquitin conjugating enzyme binding MF 0.0136  1.7299E-  7.5276E-
o7 05

G0:0042826 histone deacetylase binding MF 0.0191  3.5880E-  1.3011E-
o7 04

G0:0047057  vitamin-K-epoxide reductase (warfarin-sensitive) activity MF 0.0174  4.3664E- 1.3672E-
o7 04

G0:0043422 protein kinase B binding MF 0.0122 5.3369E-  1.4515E-
o7 04

G0:0031435 mitogen-activated protein kinase binding MF 0.0125 2.4614E-  5.9505E-
06 04

GO:0005164 tumour necrosis factor receptor binding MF 0.0133  4.8342E- 1.0518E-
06 03

G0:0050291  sphingosine N-acyltransferase activity MF 0.0083 2.3602E-  4.6685E-
05 03

GO:0003682 chromatin binding MF 0.0168  3.5802E-  6.4008E-
05 03

GO:0001077  transcriptional activator activity, RNA polymerase Il core promoter proximal region sequence-specific MF 0.0219  4.3610E-  7.2989E-
binding 05 03

GO:0005096 GTPase activator activity MF 0.0123  1.0248E-  1.5927E-
04 02

G0:0031625  ubiquitin protein ligase binding MF 0.0317 1.2898E-  1.8708E-
04 02

GO:0001078  transcriptional repressor activity, RNA polymerase Il core promoter proximal region sequence-specific ~ MF 0009  1.5448E-  2.1007E-
binding 04 02

GO:0000978 RNA polymerase Il core promoter proximal region sequence-specific DNA binding MF 0.0242 1.9703E- 2.5217E-
04 02

GO:0008270  zinc ion binding MF 00636 2.6201E-  3.1672E-
04 02

G0:0001047  core promoter binding MF 0.0109  4.3480E- 4.9792E-
04 02

GO, gene ontology; BP, biological process; CC, cellular component; ceRNA, competing endogenous RNA; miRNA, microRNA; Bg, background.
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G0:0032655
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GO0:0001916
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G0:0042270
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GO0:0030100

GO:0006904

GO:0060337

GO:0002479
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GO:0030670

GO:0046977

G0:0008353

GO:0004693
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GO:0051087

GO:0008565

G0:0008289

GO:0005102

Description

regulation of interleukin-12 production

regulation of interleukin-6 production

regulation of dendritic cell differentiation

regulation of T cell anergy

antigen processing and presentation of endogenous peptide antigen via MHC class | via ER pathway, TAP-
independent

protein transport

positive regulation of T cel-mediated cytotoxicity

detection of bacterium

protection from natural killer cell-mediated cytotoxicity

antigen processing and presentation of exogenous peptide antigen via MHC class |, TAP-independent
regulation of endocytosis

vesicle docking involved in exocytosis

type | interferon signalling pathway

antigen processing and presentation of exogenous peptide antigen via MHC class |, TAP-independent
interferon gamma-mediated signalling pathway

regulation of cell cycle

transcription initiation from RNA polymerase Il promoter

protein phosphorylation

early endosome membrane

MHC class | protein complex

mediator complex

integral component of the lumenal side of endoplasmic reticulum membrane
ER to Golgi transport vesicle membrane

phagocytic vesicle membrane

TAP binding

RNA polymerase Il carboxy-terminal domain kinase activity
cyclin-dependent protein serine/threonine kinase activity

peptide antigen binding

chaperone binding

protein transporter activity

lipid binding

receptor binding

Ontology

B8P
B8P
8P
8P
BP
BP
BP
BP
BP
BP
BP
BP
BP
BP
BP
BP
BP
BP
cc
(e}
cc
cc
cc
cc
MF
MF
MF
MF
MF
MF
MF

MF

Bg
Ratio

0.0001
0.0001
0.0001
0.0002
0.0004
0.0175
0.0005
0.0006
0.0006
0.0007
0.0010
0.0011
0.0022
0.0030
0.0030
0.0074
0.0108
0.0122
0.0062
0.0010
0.0017
0.0017
0.0019
0.0028
0.0004
0.0007
0.0020
0.0025
0.0039
0.0040
0.0061

0.0102

p value

2.963E-
04
2.963E-
04
2.963E-
04
8.888E-
04
1.481E-
03
1.784E-
03
2.073E-
03
2.369E-
03
2.369E-
03
2.664E-
03
3.847E-
03
4.438E-
03
8.861E-
03
1.180E-
02
1.210E-
02
2.931E-
02
4.257E-
02
4.801E-
02
1.137E-
04
2.892E-
03
4.954E-
03
4.954E-
03
5.778E-
03
8.454E-
03
1.093E-
03
1.967E-
03
6.113E-
03
7.419E-
03
1.155E-
02
1.198E-
02
1.826E-
02
3.031E-
02

Adjusted
P

3.119E-04

3.119E-04

3.119E-04

7.017E-04

8.311E-04

8.311E-04

8.311E-04

8.311E-04

8.311E-04

8.414E-04

1.104E-03

1.168E-03

2.152E-03

2.546E-03

2.546E-03

5.784E-03

7.908E-03

8.423E-03

5.983E-04

6.082E-03

6.082E-03

6.082E-03

6.082E-03

7.415E-08

3.107E-03

3.107E-03

5.857E-03

5.857E-03

6.307E-03

6.307E-03

8.239E-03

1.197E-02

GO, gene ontology; BP, biological process; CC, cellular component; ceRNA, competing endogenous RNA; circRNA, circular RNAs; Bg, background.
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ID Description Ontology Bg Ratio p value Adjusted p

G0:0050911 Detection of chemical stimulus involved in sensory perception of smell BP 0.0252 2.5259E-19 1.5494E-15
GO:0032199 Reverse transcription involved in RNA-mediated transposition BP 0.0486 2.0772E-15 6.3707E-12
GO:0090305 Nucleic acid phosphodiester bond hydrolysis BP 0.058 2.5433E-14 5.2002E-11
GO:0007186 G-protein coupled receptor signalling pathway BP 0.0406 7.6252E-13 1.1693E-09
GO:0097252 Oligodendrocyte apoptotic process BP 0.039 1.6472E-11 2.0208E-08
G0:0006289 Nucleotide-excision repair BP 0.0402 4.2385E-11 4.3332E-08
GO:0090200 Positive regulation of release of cytochrome ¢ from mitochondria BP 0.0399 8.0612E-11 6.7949E-08
G0:0000733 DNA strand renaturation BP 0.0395 8.8620E-11 6.7949E-08
GO:0007569 Cell aging BP 0.0397 1.1273E-10 7.6831E-08
GO:0030308 Negative regulation of cell growth BP 0.0447 1.8945E-10 1.1621E-07
G0:0007275 Multicellular organism development BP 0.0664 2.2891E-08 1.2765E-05
G0:0006310 DNA recombination BP 0.0325 3.6143E-08 1.8475E-05
GO:0006278 RNA-dependent DNA biosynthetic process BP 0.0088 4.2840E-08 2.0214E-05
G0:0032197 Transposition, RNA-mediated BP 0.0081 6.9777E-06 3.0572E-03
GO:0009987 Cellular process BP 0.003 1.2068E-05 4.9352E-03
GO:0006259 DNA metabolic process BP 0.0054 1.4735E-05 5.6492E-03
GO:0007156 Homophilic cell adhesion via plasma membrane adhesion molecules BP 0.0098 7.3718E-05 2.6599E-02
GO:0016043 Cellular component organisation BP 0.0064 7.8691E-05 2.6816E-02
GO:0044238 Primary metabolic process BP 0.0027 1.3610E-04 4.3939E-02
GO:0048741 Skeletal muscle fibre development BP 0.0141 1.6591E-04 4.8714E-02
GO:0003338 Metanephros morphogenesis BP 0.001 1.7472E-04 4.8714E-02
GO:0070307 Lens fibre cell development BP 0.001 1.7472E-04 4.8714E-02
GO:0044424 Intracellular part cc 0.007 1.7884E-07 1.6189E-04
GO:0043229 Intracellular organelle [e/e} 0.0019 1.2468E-06 4.2980E-04
GO:0005886 Plasma membrane o/} 0.1378 1.4243E-06 4.2980E-04
G0:0044446 Intracellular organelle part CcC 0.0032 2.8392E-06 6.4257E-04
GO:0098588 Bounding membrane of organelle cC 0.0086 5.0429E-05 9.1302E-03
G0:0044456 Synapse part CcC 0.0013 1.3285E-04 1.9921E-02
G0:0005739 Mitochondrion cc 0.0821 1.6615E-04 1.9921E-02
G0:0005796 Golgi lumen cC 0.0066 1.7604E-04 1.9921E-02
G0:0005578 Proteinaceous extracellular matrix CC 0.0098 2.3813E-04 2.3264E-02
GO:0016021 Integral component of membrane CcC 0.2479 2.5699E-04 2.3264E-02
GO:0097546 Ciliary base CcC 0.0041 5.4612E-04 4.4944E-02
G0:0005887 Integral component of plasma membrane CcC 0.066 6.2753E-04 4.7340E-02
G0:0003964 RNA-directed DNA polymerase activity MF 0.0534 7.1861E-20 1.0143E-16
GO:0004984 Olfactory receptor activity MF 0.0249 1.0694E-19 1.0143E-16
GO:0004930 G-protein coupled receptor activity MF 0.0316 4.2156E-17 2.6656E-14
GO:0009036 Type |l site-specific deoxyribonuclease activity MF 0.0479 1.2775E-16 6.0586E-14
GO:0005507 Copper ion binding MF 0.0408 1.0171E-10 3.8588E-08
GO:0005488 Binding MF 0.0105 1.9980E-10 6.3171E-08
G0:0043167 lon binding MF 0.0116 3.3737E-07 9.1428E-05
G0:0005549 Odorant binding MF 0.0056 1.5499E-06 3.6752E-04
hsa04740 Olfactory transduction KEGG 0.0598 8.0910E-40 2.2399E-37
hsa04080 Neuroactive ligand-receptor interaction KEGG 0.0385 5.7920E-08 8.0173E-06
hsa05033 Nicotine addiction KEGG 0.0054 2.1224E-04 1.9585E-02
hsa04973 Carbohydrate digestion and absorption KEGG 0.0076 5.8461E-04 3.3090E-02
hsa04974 Protein digestion and absorption KEGG 0.012 5.9763E-04 3.3090E-02

GO, gene ontology; BP, biological process; CC, cellular component; KEGG, Kyoto Encyclopaedia of Genes and Genomes; ceRNA, competing endogenous RNA; circRNA, circular RNAS;
IncRNA, long noncoding RNA; miRNA, microRNA; mRNA, messenger RNA; Bg, background.
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Index Condition Result

Rule 1 cg10417457 < 0.4173 Normal
Rule 2 (cg10417457>0.4173) and (cg02871554>0.6087) CIN3
Rule 3 (cg10417457>0.4173) and (cg02871554 < 0.6087) Tumor
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Index Condition Result

Rule 1 (cg01550828>0.0817) and (cg18954144>0.8291) Tumor
Rule 2 ¢g01550828 < 0.0817 AIN3
Rule 3 (cg01550828>0.0817) and (cg18954144 < 0.8291) and (cg01550828>0.4363) Normal

Rule 4 (cg01550828>0.0817) and (cg18954144 < 0.8291) and (cg01550828 < 0.4363) Tumor
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Feature ranking algorithm

MCFS
LightGBM

LASSO

Classification algorithm

DT
RF
DT
RF
DT
RF

Number of features

18
19
19

ACC

1.000
1.000
0.964
1.000
0.964
1.000

MCC

1.000
1.000
0.948
1.000
0.948
1.000

Macro F1

1.000
1.000
0.965
1.000
0.965
1.000

Weighted F1

1.000
1.000
0.964
1.000
0.964
1.000
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Description

neutrophil degranulation

neutrophil activation involved in immune
response

neutrophil activation
neutrophil-mediated immunity
integrin-mediated signalling pathway
cytokine secretion

extracellular matrix organization
leukocyte migration

extracellular structure organization
ficolin-1-rich granule membrane
ficolin-1-rich granule

secretory granule membrane

tertiary granule membrane

integrin complex

tertiary granule

protein complex involved in cell adhesion
vascular membrane

leading edge membrane

Ruffle

specific granule membrane

ruffle membrane

lysosomal membrane

lytic vacuole membrane

Ontology

BP
BP
BP
BP
BP
BP
BP
BP
BP
CcC
cC
cC
cc
CcC
CcC
CcC
cC
CcC
cC
cC
cC
CcC

CcC

Bg
Ratio

485/
18670
488/
18670
498/
18670
499/
18670
103/
18670
240/
18670
368/
18670
499/
18670
422/
18670
61/
19717
185/
19717
298/
19717
73/
19717
31/
19717
164/
19717
34/
19717
412/
19717
170/
19717
172/
19717
91/
19717
94/
19717
354/
19717
365/
19717

p value

1.843E-
06
1.948E-
06
2.336E-
06
2.378E-
06
1.545E-
05
8.892E-
05
1.287E-
04
1.287E-
04
2.861E-
04
8.873E-
07
1.017E-
06
2.154E-
06
5.888E-
05
9.721E-
05
1.106E-
04
1.286E-
04
1.184E-
03
1.476E-
03
1.541E-
03
2.824E-
03
2.549E-
03
3.536E-
03
3.578E-
03

Adjusted
P

9.114E-
04
9.114E-
04
9.114E-
04
9.114E-
04
4.738E-
03
2.272E-
02
2.467E-
02
2.467E-
02
4.873E-
02
6.558E-
05
6.558E-
05
9.263E-
05
1.899E-
03
2.370E-
03
2.370E-
03
2.370E-
03
1.910E-
02
1.988E-
02
1.988E-
02
2.725E-
02
2.740E-
02
3.297E-
02
3.297E-
02

Genes symbol*

CFD/FCN1/FGR/GAA/ITGAL/ITGAX/ITGB2/TCIRG1/
CD93/NFAM1
CFD/FCN1/FGR/GAA/ITGAL/ITGAX/ITGB2/TCIRG1/
CDQ3/NFAM1
CFD/FCN1/FGR/GAA/ITGAL/ITGAX/ITGB2/TCIRG1/
CD93/NFAM1
CFD/FCN1/FGR/GAA/ITGAL/ITGAX/ITGB2/TCIRG1/
CD93/NFAM1

FGR/ATGAL/ITGAX/ITGB2/ADAM15

FCN1/FGR/NOTCH1/TCIRG1/CD244/NLRP12
ITGAL/ITGAX/ITGB2/NOTCH1/ADAM15/GREM1/
ADAMTSL4
CSF3R/TGAL/ITGAX/ITGB2/GREM1/CD244/MYO1G/
NLRP12
ITGAL/ITGAX/ITGB2/NOTCH1/ADAM15/GREM1/
ADAMTSL4

GAANITGAX/ITGB2/TCIRG1/CD93
CFD/FCN1/GAA/ITGAX/ITGB2/TCIRG1/CD93
APLP2/GAA/ITGAL/ITGAX/ITGB2/TCIRG1/CD93/
NFAM1

GAA/ITGAX/ITGB2/CD93

ITGAL/ITGAX/ITGB2
GAA/ITGAX/ITGB2/TCIRG1/CD93
ITGAL/ITGAX/ITGB2
ABCA2/GAA/TCIRG1/AHNAK/ATG16L2/NFAM1
FGR/PSD4/MYO1G/FGD2
FGR/MEFV/PSD4/FGD2

ITGAL/ITGB2/CD93

FGR/PSD4/FGD2
ABCA2/GAA/TCIRG1/AHNAK/NFAM1

ABCA2/GAA/TCIRG1/AHNAK/NFAM1

Count

10

10

10

10

GO, gene ontology; BP, biological process; CC, cellular component; KEGG, Kyoto Encyclopaedia of Genes and Genomes; ceRNA, competing endogenous RNA; circRNA, circular RNAS;
IncRNA, long noncoding RNA; miRNA, microRNA; mRNA, messenger RNA; SCLC, small cell lung cancer; Bg, background. *The full name of gene symbols is available in Table 2.
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Gene Gene full name Differentially expressed levels Genomic alterations
symbol
In-house SCLC SCLC lung  Regulated CLCGP, Nat Johns Hopkins, Nat U Cologne,
plasma cohort  tissue cohort Genet 2012 Genet 2012 Nature 2015
(GSE40275)

log2FC p value log2FC P

value
Genomic alterations (n = 50)
EGR1 Early Growth Response 1 -3.232 2.30E- -2.611 3.42E- down 3.0% 0 0
04 16
CFD Complement Factor D 2898 211E- -2472 201E- down 0 0 0.8%
02 25
ABCA2 ATP Binding Cassette Subfamily A -2814 354E- -1.923 3.00E- down 3.0% 1.3% 2.5%
Member 2 03 04
PRF1 Perforin 1 -2.699 532E- -2.038 5.60E- down 3.0% 0 1.7%
04 20
STAB1 Stabilin 1 2484 234E- -1.151 239E- down 3.0% 0 4.0%
04 14
AHNAK AHNAK Nucleoprotein -2.443 6.74E- -2.761 8.93E- down 7.0% 4.0% 6.0%
06 29
CD300E CD300e Molecule -2.428 7.77E- -1.009 3.72E- down 0 0 0.8%
05 15
CD244 CD244 Molecule -2.332 257E- -0.751 3.88E- down 3.0% o] 0.8%
02 15
SLC27A1 Solute Carrier Family 27 Member 1 -2.331 390E- -0.76 6.68E- down 7.0% 1.3% 1.7%
02 14
PARP10 Poly (ADP-Ribose) Polymerase Family 212 2.62E- -0.601 4.27E- down 3.0% 0 0.8%
Member 10 02 10
MEFV MEFV Innate Immuity Regulator, Pyrin -2.051 9.52E- -1.031 2.62E- down 0 1.3% 1.7%
03 19
RHBDF2 Rhomboid 5 Homolog 2 -2028 3.29E- -0.981 5.62E- down 3.0% 0 0
02 14
DNAH1 Dynein Axonemal Heavy Chain 1 -202 1.14E- -0.653 2.03E- down 0 0 7.0%
02 18
TCIRG1 T Cell Immune Regulator 1, ATPase H+ -1998 9.10E- -1.421 4.46E- down 0 0 1.7%
Transporting VO Subunit A3 03 17
NFAM1 NFAT Activating Protein With ITAM Motif -1976 4.41E- -0.708 261E- down 0 1.3% 0.8%
1 02 138
GIMAP8 GTPase, IMAP Family Member 8 -1.902 1.10E- -2.078 2.10E- down 10.0% 0 3.0%
02 31
PLXNB2 Plexin B2 -1.896 3.39E- -1.094 1.38E- down 7.0% 1.3% 3.0%
03 09
FGD2 FYVE, RhoGEF And PH Domain -1.885 3.07E- -1.384 7.07E- down 0 0 0.8%
Containing 2 03 19
NLRP12 NLR Family Pyrin Domain Containing 12 -1.862 296E- -0.852 4.45E- down 7.0% 13% 4.0%
02 16
NOTCH1 Notch Receptor 1 -1.848 2.58E- -1.497 3.76E- down 10.0% 1.3% 13.0%
02 22
FCN1 Ficolin 1 -1.844 7.66E- -1.675 3.00E- down 0 o] 2.5%
03 23
CSF3R Colony-stimulating factor 3 receptor -1.801 263E- -2.469 2.01E- down 7.0% 1.3% 2.5%
03 29
GAA Acid apha-glucosidase -1.789 3.85E- -1.108 5.29E- down 3.0% 1.3% 2.5%
02 13
TGB2 Integrin Subunit Beta 2 -1.756 9.89E- -1.813 1.26E- down 3.0% 0 2.5%
03 1"
EMILIN2 Elastin Microfibril Interfacer 2 -1.748 886E- -1.372 1.79E- down 0 25% 2.5%
03 18
ARHGAP4  Rho GTPase Activating Protein 4 -1.741  1.37E- -0.624 3.80E- down 3.0% 13% 4.0%
02 o7
CD93 CD93 Molecule -1.722  215E- -2.668 4.54E- down 3.0% 0 1.7%
02 34
DAPK1 Death Associated Protein Kinase 1 -1.707 1.97E- -1.123 5.50E- down 3.0% 25% 4.0%
02 05
TTC7A Tetratricopeptide Repeat Domain 7A -16561 283E- -1.265 3.85E- down 0 1.3% 2.5%
02 20
PSD4 Pleckstrin And Sec7 Domain Containing 4 -1.632  1.74E- -0.802 3.80E- down 3.0% 1.3% 3.0%
02 11
CITA Class Il Major Histocompatibility Complex ~ -1.624 2.17E-  -1.777 3.50E- down 0 1.3% 0
Transactivator 03 17
SYNE1 Spectrin Repeat Containing Nuclear -1606 3.16E- -1.689 1.78E- down 28.0% 11.0% 23.0%
Envelope Protein 1 03 19
ITGAX Integrin Subunit Alpha X -1692  1.15E- -2.083 9.75E- down 3.0% 1.3% 3.0%
02 18
ADAMTSL4 ADAMTS Like 4 -1655 3.60E- -1.606 2.64E- down 0 0 2.5%
02 22
XAF1 XIAP Associated Factor 1 -15662 1.88E- -1.445 3.44E- down 3.0% 1.3% 0
02 10
FGR FGR Proto-Oncogene, Src Family -1488 202E- -2179 5.88E- down 0 25% 0.8%
Tyrosine Kinase 02 22
PLCB2 Phospholipase C Beta 2 -1474 1.89E- -1.634 8.74E- down 0 1.3% 0
02 19
APLP2 Amyloid Beta Precursor Like Protein 2 -147  2.22E- -0.935 5.30E- down 5.0% 2.5% 0
02 17
AKNA AT-Hook Transcription Factor -1.467 4.69E- -1.126 7.79E- down 7.0% 2.5% 1.7%
02 20
RNF213 Ring Finger Protein 213 -1452 1.46E- -0.714 8.47E- down 0 4.0% 2.5%
02 06
HERC3 HECT And RLD Domain Containing E3 -145  401E- -0.725 1.92E- down 0 0 0.8%
Ubiquitin Protein Ligase 3 02 16
ARHGEF1  Rho Guanine Nucleotide Exchange Factor -1.443 3.72E- -0.724 6.28E- down 0 1.3% 2.5%
1 02 09
MYO1F Myosin 1F -1.394 4.04E- -2.014 290E- down 3.0% 1.3% 2.5%
02 22
MYO1G Myosin 1G -1.314 345E- -1.526 3.29E- down 3.0% 0 1.7%
02 20
ADCY7 Adenylate Cyclase 7 -1.314 364E- -1.626 7.20E- down 3.0% 0 4.0%
02 23
PARP14 Poly(ADP-Ribose) Polymerase Family -1.233 4.09E- -1.178 2.66E- down 0 0 2.5%
Member 14 02 08
ITGAL Integrin Subunit Alpha L -1225 3.83E- -1.893 6.38E- down 3.0% 0 5.0%
02 17
ZNF704 Zinc Finger Protein 704 Inf 2.00E- 1.059 8.34E- up 0 0 0.8%
02 13
NOVA1 NOVA Alternative Splicing Regulator 1 Inf 363E- 1.039 261E- up 0 1.3% 1.7%
02 16
ATRNL1 Attractin Like 1 Inf 3.834E- 0.878 6.12E- up 7.0% 4.0% 3.0%
02 09
No genomic alterations (n = 8)
FOSB FosB Proto-Oncogene, AP-1 -3.723 4.45E- -3.385 2.01E- down 0 0 0
Transcription Factor Subunit 02 15
ADAM15 ADAM Metallopeptidase Domain 15 -3479 1.29E- -0.586 4.13E- down 0 0 0
02 08
KLF6 Kruppel Like Factor 6 -1.999 421E- -1.665 3.59E- down 0 0 0
03 18
IL10RA Interleukin 10 Receptor Subunit Alpha -1921  254E- -1.772 8.82E- down 0 0 0
03 14
ATG16L2  Autophagy Related 16 Like 2 -1.851 0.01755 -0.665 1.89E- down 0 0 0
12
MYO15B Myosin XVB -1.814 4.40E- -0.837 1.26E- down 0 0 0
02 12
IRF1 Interferon Regulatory Factor 1 -1589 863E- -1.775 4.68E- down 0 0 0
03 11
GREM1 Gremlin 1, DAN Family BMP Antagonist Inf 4.60E- 1011 1.16E- up 0 0 0
02 08

SCLC, small cell lung cancer; circRNA, circular RNA; IncRNA, long noncoding RNA; miRNA, microRNA; mRNA, messenger RNA; ceRNA, competing endogenous RNA; FC, fold change;
Inf, infinity; CLCGP, Clinical Lung Cancer Genome Project; U Cologne, University of Cologne study.
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Patient characteristics SCLC lung tissue cohort (GSE40275)

normal SCLC patients

Age (median, in years) 66 70
Sex (males, %) 19 (44.2%) 16 (84.2%)
Country Austria Austria
Ethnicity Austrian Austrian
AJCC stage

Stage | = 9 (47.4%)

Stage I - 4(20.1%)

Stage lll - 6 (31.6%)

Stage IV - 0
VALSG stage

Extended stage - 0

Limited stage - 16 (100%)
Outcome

Dead = NA

Living - NA

SCLC, small cell lung cancer; AJCC, American Joint Committee on Cancer; VALSG, Veterans Administration Lung Study Group.

NA, not available.

In-house SCLC plasma cohort
normal SCLC patients

66 61.5

3 (75.0%) 5 (62.5%)
China China
Asian Asian

- 0
- 1 (12.5%)
= 3(37.5%)
- 4 (50%)

- 4 (50%)
= 4 (50%)

- 8 (100%)
= 0
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Feature ranking algorithm

MCFS
LightGBM

LASSO

Classification algorithm

DT
RF
DT
RF
DT
RF

Number of features

17
15
6
5
215
13

ACC

0.993
1.000
0.993
1.000
0.993
1.000

MCC

0.975
1.000
0.975
1.000
0.975
1.000

Macro F1

0.981
1.000
0.981
1.000
0.981
1.000

Weighted F1

0.993
1.000
0.993
1.000
0.993
1.000





OPS/images/fonc.2022.904865/fonc-12-904865-g005.jpg
Prioritized sub-network in SCLC Pathways
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circRNA-miRNA-mRNA ceRNA network in SCLC
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LNcRNA-MIRNA-MRNA ceRNA network in SCLC
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Data Category Abbreviation Number of features
Messenger RNA mRNA 19,631
MicroRNAs miRNA 1,881

Long non-coding RNA INcRNA 7,308

DNA methylation Met 27,578

Copy number variation CNV 60,483
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Method AUROC AUPR

DeepRW 0.763 0.795
KBMF 0.701 0.748
RF 0.647 0.697
RWR 0.636 0.659

DeepRW, Deep random walk; KBMF, Kernelized Bayesian matrix factorization; RF,
Random forest; RWR, Random walk with restart.
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Variables B SE Wald p-value OR value 95% ClI for Exp(B)
Age (250) -0.89 0.43 4.34 0.04 041 0.18-0.95
Sex (female) -0.756 0.46 274 0.1 0.47 0.19-1.15
With Lofgren syndrome -1.03 0.58 3.14 0.08 0.36 0.12-1.12
Radiology stage

Stage | - - - - Ref

Stage Il -1.4 0.63 4.93 0.03 0.25 0.07-0.85
Stage il -0.27 0.53 0.25 0.62 0.77 0.27-2.17
SNPs

rs76740888

GG = = = = Ref

GA 0.91 0.44 4.33 0.04 2.49 1.05-5.89
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Method AUROC AUPR

DeepRW 0.763 0.795
KBMF 0.701 0.748
RF 0.647 0.697
RWR 0.636 0.659

DeepRW, Deep random walk; KBMF, Kernelized Bayesian matrix factorization; RF,
Random forest; RWR, Random walk with restart.
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Characteristic Acute disease (<2 years) Chronic disease (>2 years) P
No. of patients (%) 58 (%) 58 (%)
Age 0.016%
<50 years 37 64% 24 41%
>50 years 21 36% 34 59%
Gender 0.077%
Female 34 59% 43 74%
Male 24 4% 156 26%
Syndrome
Lofgren syndrome 6 13 0.079%
Extrapulmonary involvement 8 8 e
Laboratory tests
ACE 0.343%
<68 (UL) 49 84% 45 78%
>68 (UL) 9 16% 13 22%
ESR 0.709%
<15 (mmv/h) 33 57% 31 53%
>15 (mm/h) 25 43% 27 47%
hsCRP 0.576%
<3 (mg/L) 30 52% 33 57%
>3 (mg/L) 28 48% 25 43%
Ca (mmol/L) 0.6112
<2.70 (mmol/L) 57 98% 55 95%
>2.70 (mmol/L) 1 2% 3 5%
ALT (U/L) 0.488%
<40 (UL) 55 95% 52 90%
>40 (UL) 3 5% 6 10%
NLR (X + SD) 2.68 (1.92, 4.00) 2.57 (2.02, 3.35) 0.359°
BALF
CD4/CD8 ratio 0.793%
<20 9 16% 8 14%
>2.0 49 84% 50 86%
PFT
FEVA/FVC (%)M, (Q1, Q3)] 79.43 (75.59, 82.02) 78.95 (73.87, 84.29) 0.964°
DLCO (% pred)(X + SD) 8345 + 13.22 84.34 + 14.17 0.922°
CPI M, (Q1, Q3)] 12.29 (2.21, 19.95) 14.8 (6.45, 23.41) 0.316°
Radiology stage® 0.09%
Stage | 19 33% 10 17%
Stage Il 30 52% 32 55%
Stage Il 9 16% 16 28%
SNPs
rs76740888 0.034%
GG 16 27
GA 42 31
rs149664918 0.709%
T 33 31
TA 25 27
rs78251590 <0.001®
CcC 44 14
CA 14 44
X test.
®Mann-Whitney U test.

®Independent samples t-test.

X + SD, mean =+ standard deviation; M, (Q1, Q3), median, first quartile, and the third quartile.
Radiiology stage was according to the Scadding classification.
ACE, angiotensin converting enzyme; ESR, erythrocyte sedimentation rate; hsCRP, hypersensitive C-reactive protein; Ca, calcium in serum; ALT, alanine aminotransferase; NLR,
neutrophil-lymphocyte ratio; BALF, bronchoalveolar lavage fluid; PFT, pulmonary function test; FEV'1, forced expiratory volume in 1 s; FVC, forced vital capacity; DLCO, diffusing capacity
of the lung for carbon monoxide for single-breath method: CPI, complex physiological index.
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Number of layers AUROC AUPR

Two layers 0.702 0.723
Three layers 0.763 0.795
Four layers 0.741 0.769

AUROC, area under the ROC curve; AUPR, The area under the precision recall curve.
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Chr Position Chromosomal Variation ID Frequency of Frequency of p- OR Functional Gene Exonic
location case group control group value annotation detail function

9 33796673 9p13.3 rs76740888 0.3147 0.01683 1.83E 26.83 Exonic PRSS3 Non-

-28 synonymous
9 33797969 9p13.3 rs149664918 0.2241 0.05769 116E 4.719 Exonic PRSS3 Non-

-09 Synonymous
17 38253621 17g21.1 rs201066687 0 0.2428 4.58E 0 Exonic NR1D1 Non-

-22 synonymous
19 54744710 19g13.42 rs1132600 0.1724 0.009615 4.27E 21.46 Exonic LILRAG, Non-

-15 LILRB3 synonymous
19 54744711 19q13.42 rs1132599 0.1724 0.009615 427E 21.46 Exonic LILRAS, Non-

-15 LILRB3 Synonymous
19 54744722 19q13.42 rs1132597 0.181 0.009615 5.16E 22.77 Exonic LILRAG, Non-

-16 LILRB3 synonymous
19 54745989 19q13.42 rs1052963 0.6336 0.3077 9.31E 3.891 Exonic LILRAG, Non-

-16 LILRB3 synonymous
19 1037871 19p13.3 rs78251590 0.3621 0.06731 1.24E 7.865 Exonic CNN2 Non-

-20 synonymous
19 1087640 19p13.3 rs200303627 0 0.1875 9.56E 0 Exonic CNN2 Non-

-17 synonymous

Chr, chromosome; Ref, reference genome base type; Alt, alteration of sample base type; p-value, p-value of Fisher's exact test between sarcoidosis case group and healthy control group;
function annotation, region of mutation site annotation by refGene database; gene detail, annotation of transcripts related to mutation sites based on refGene database; exonic function,
annotation of exome region from refGene database; AA change, annotation of amino acid changes of mutation sites based on refGene database.
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GO ID

G0:0002376

G0:0006955

G0:0002682

G0:0045087
G0:0002520
GO:0002684
G0:0002252
G0:0050776
G0:0002683
GO:0002764
G0:0050778
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Characteristics ‘Training cohort (n = 252) Validation cohort (n = 252) Entire set (n = 504)

Age

<65 134 (53.17%) 122 (48.41%) 256 (50.79%)

>65 118 (46.83%) 130 (51.59%) 248 (49.21%)
Gender

Female 131 (51.98%) 139 (55.16%) 270 (53.57%)

Male 121 (48.02%) 113 (44.84%) 234 (46.43%)
T

T1-T2 214 (84.92%) 223 (88.49%) 437 (86.71%)

T3-T4 37 (14.68%) 27 (10.71%) 64 (12.70%)

Unknown 1 (0.40%) 2(0.80%) 3 (0.59%)
N

NO 166 (65.87%) 159 (63.10%) 325 (64.48%)

NI1-N3 80 (31.75%) 88 (34.92%) 168 (33.33%)

Unknown 6 (2.38%) 5 (1.98%) 11 (2.18%)
M

Mo 170 (67.46%) 167 (66.27%) 337 (66.87%)

M1 12 (4.76%) 14 (5.56%) 26 (5.16%)

Unknown 70 (27.78%) 71 (28.17%) 141 (27.98%)
Stage

Stage I-stage 1T 202 (80.16%) 193 (76.59%) 395 (78.37%)

Stage I1I-stage IV 50 (19.84%) 59 (23.41%) 109 (21.63%)
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Forward: 5'-TCCCAGTTTCAGACCACC-3’
Reverse: 5'-CCAGGCTATGTCTTTCCTCTAT-3’

Forward: 5'-ATTCCCCAGGCTGAGGACAAAC-3’
Reverse: 5'-ACACACACACACACCCCAAAC-3'
Forward: 5'-ACCACAGTCCATGCCATCAC-3’
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Reverse: 5'-AGTGCAGGGTCCGAGGTATT-3’
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Entire set
(n=504)

RNA-seq date of LUAD in TCGA

39 cuproptosis-related different expression genes (DGES)

1299 cuproptosis-related INcRNAs were

identified by co-expression analysis

Testing set
(n=252)

Validation

Training set Clinical information of
(n=252) LUAD in TCGA
Univariate Cox regression analysis and LASSO Cox algorithm
to select 12 cuprptosis-related INcRNAs significantly linked to OS
Multivariate Cox regression analysis to construct
7 cuprptosis-related INCRNAs signature
LncRNA MIR31HG/mIiR-193a-3p/TNFRSF21 ceRNA network

Experimental verification of ceRNA network

Prognostic value validation

Kaplan-Meier survival analysis
Independence analysis
Predictive nomogram

Tumor immune microenviroment
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No-wheezing control (n=25)

Wheezing children

Total (n = 52)
IGE [M (P25-P7s) IU/mL] 17.9 (10.15-21.60) 18.80 (13.65-31.00)
IL-4 [M (P25-P7s) pg/mL] 23.00 (9.50-27.00) 24.00 (24.00-48.00)
IFN-y [M (P25-Ps) pg/mL] 49.83 (29.58-81.74) 70.59 (41.63-116.46)
IL-4/IFN-y (x + s) 0.68 + 0.74 1.24+1.88
MMP3 [M (Pas-P7s) pg/mL] 30.90 (13.80-50.95) 58.40 (20.02-128.2)
MMP9 [M (Pas-P7s) pg/mlL] 122.10 (82.20-162.35) 14810 (99.30-276.10)
IL-17A M (P2s-P7s) pg/mL] 61.11 (29.43-93.87) 80.55 (54.46-113.08)
IL-17E [M (P2s-P7s) pg/mL] 1.19 (0.488-2.1615) 1.75 (0.66-2.77)

? Rank sum test for comparison of first wheezing group versus recurrent wheezing group.
® Rank sum test for comparison of wheezing group versus no-wheezing control.

° ANOVA for comparison between first wheezing and recurrent wheezing patients.

4 ANOVA for comparison between no-wheezing control and wheezing infants.

First wheezing (n = 26)

19.05 (14.28-36.78)
24.00 (24.00-155.00)
92.39 (59.71-125.43)

0.98 + 1.00
65.72 (24.85-137.75)
145.55 (93.70-279.08)
96.07 (66.66-130.13)

1.83(1.04-3.47)

Recurrent wheezing (n = 26)

21.30 (15.40-49.03)
24.00 (24.00-109.50)
90.68 (36.42-131.60)
1.49 £2.47
94.15 (38.81-213.23)
254.30 (188.00-577.95)
83.11 (54.60-135.46)
2.13(0.48-3.96)

p-values

0.627°%
0.623%
0.770 %
0.194°
0.564%
0.009%
0.301%
0.687°%

p-values

0.029°
0.0001°
0.004°
0.160¢
0.001°
0.001°
0.008°
0.031°

In recent years, the incidence of wheezing is increasing year by year. Over half of children wheezing break out repeatedly, and breathing and the immune system to mature in infants and
young children period, the period of recurrent wheezing may help children to adversely affect the body’s immune system and respiratory system, after treatment the most infant wheezing
can alleviate, but about 50% of children with recurrent wheezing can develop bronchial asthma for children. As the symptoms of wheezing and the corresponding risk factors in children
change over time, there are certain limitations. Therefore, it is important to explore the association between the pathogenesis of wheezing diseases and the pathogenesis of asthma. The
essence of pediatric bronchial asthma is chronic airway inflammation, and Th1/Th2 imbalance is a widely accepted theory. MMP3, MMP9, and IL-17 are involved in airway remodeling of
childhood asthma, and in our study they are also involved in the pathogenesis of infant wheezing disease, which provide more experimental basis for prevention and treatment of infant

wheezing diseases.
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Groups

With history of allergy (n = 51)
Without history of allergy (n = 125)
Total

22 = 5.849, p<0.05.

Number of subjects with MP infection

17
21
38

The ratio of MP infection (%)

33.3
16.8
21.6
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Age groups All subjects MP-infected subjects
1month to 1 year old 110 (62.5%) 22 (20.0%)
1-3 years old 48 (27.3%) 12 (25.0%)
3-6 years old 18 (10.2%) 4(22.2%)
Total 176 (100%) 38 (21.6%)

4937, p>0.05.
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No-wheezing control Wheezing infants

Total First wheezing Recurrent wheezing p-values
Subjects (M/F) 25 (19/6) 52 (40/12) 26 (19/7) 26 (21/5) ns?
Age, months 18.92 + 9.67 12.98 +9.29 11.356 £ 8.91 13.96 + 9.67 ns?

242 test for comparison of first wheezing group versus recurrent wheezing group.
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Subjects (M/F)

Positive history of allergy
Positive family history of asthma
MP infection

M, male; F, female; P-value was based on 2 test.

Total

176 (129/47)
51
25
8 (21.6%)

First wheezing

122 (88/34)
26 (21.3%)
17 (13.9%)
30 (24.6%)

Recurrent wheezing

54 (41/13)
25 (46.3%)
8(14.8%)
8(14.8%)

P-value

0.600
0.001
0.877
0.146
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