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Editorial on the Research Topic
Experimental and numerical studies on liquid metal cooled fast reactors

Liquid metal cooled fast reactors (LMFRs) use liquid metal as a coolant instead of water
commonly used in commercial nuclear power plants. This allows the coolant to operate at a higher
temperature and a lower pressure than current reactors, thus improving the efficiency and safety of
the reactor system. They also use the fast neutron spectrum, which means that neutrons can cause
fission without having to be slowed down first, as in current reactors. This allows liquid metal cooled
fast reactors to use fissilematerials and spent fuels from the current reactor to generate electricity. Due
to theirmuch higher power density, higher thermodynamic efficiency, and higher temperature, liquid
metal cooled fast reactors have become more and more attractive among different countries for
improving reactor designs, power outputs, and nuclear waste management (Alemberti et al., 2014;
Ohshima andKubo, 2016). Understanding physical phenomena in liquidmetal cooled fast reactors is
thus vital in increasing innovation for reactor design and operation optimization. To address the
challenges related to liquidmetal cooled fast reactors, the teamof editors organizes the Research Topic
“Experimental and Numerical Studies on LiquidMetal Cooled Fast Reactors” in the journal Frontiers
in Energy Research. Finally, 16 articles are collected, covering different yet essential aspects of liquid
metal cooled fast reactors, including neutronics, thermal hydraulics and severe accident analysis, and
nuclear fuels/materials performance. Both experimental and computational approaches have been
collected to significantly contribute to advances in liquid metal cooled fast reactors.

There are eleven original research articles about nuclear thermal hydraulics and severe accident
analysis for liquid metal cooled fast reactors. Low-Prandtl number liquid metal is a promising
candidate coolant for various designs of advanced nuclear systems such as liquid metal–cooled fast
reactors and accelerator-driven sub-critical systems (ADS) due to their high thermal conductivity.
Huang et al. proposed a turbulent Prandtl number model for the Reynolds-averaged Navier–Stokes
approach on the modeling of turbulent heat transfer of low-Prandtl number liquid metal, which is
validated with the LES/DNS results available. To increase the accuracy of low Prandtl flow prediction
in a bare 19-rod bundle, Li et al. used a four-equationmodel, consisting of a two-equation turbulence
model and a two-equation heat transfer model, in OpenFOAM. Its effectiveness and feasibility are
validated through the comparison with the empirical correlations. Yi et al. develop a methodology to
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predict CEFR core thermal hydraulic parameters based on the adaptive
radial basis function neural network. The proposed RBF neural network
model can provide real-time forecasting in a short time under unstable
flow conditions. Bubble columns represent an extreme case of gas-liquid
two-phase flow. Wang et al. develop drift-flux correlation for vertical
forward bubble column-type gas-liquid lead-bismuth two-phase flow. The
statistical analysis results show that the new correlation gives the best
prediction for gas-LBE two-phase flow in the void fraction range of 0.
018–0.313. In order to research and compare the effect of wire-wrapped on
the sub-channels and inner flow field of the fast reactor annular fuel
assembly, Guo et al. investigate the thermal-hydraulic characteristics in
inner and outer wire-wrapped for a fast reactor annular fuel assembly,
providing a reference for the optimization design of the fuel assembly.
Duan andHuang. perform an unsteady RANS study of thermal striping in
a T-junction with sodium streams mixing at different temperatures. To
better understand the mechanisms of stainless-steel corrosion behavior in
the LBE flow, Chen and Wan. numerically investigate the iron mass
transfer phenomenon on roughened walls under various LBE pipe flow
conditions. Liu et al. numerically study the heat transfer characteristics of a
liquid lead–bismuth eutectic in a D-type channel, and the simulation
results lay a good foundation for the development of printed circuit heat
exchanger (PCHE) with an LBE as the working fluid.

When a sodium leakage accident occurs in the sodium-cooled fast
reactor, the leaked sodium reacts violently with the air in the form of
droplets, resulting in a sodium spray fire. Zou et al. proposed a semi-
empirical model of sodium spray droplet size distribution based on the
theory of the maximum entropy principle, which shows good agreement
with the experimental data. Under postulated severe accidents, the fuel rod
of LFR may be damaged, which would cause the release of fission gas, and
themigration of fission gas bubbles in the reactormolten pool will affect the
release and absorption of radioactive substances in the reactor. Mai et al.
perform a three-dimensional numerical study on the release and migration
behavior of fission gas in a molten LBE pool based on the VOF method.
Fuel-coolant interaction (FCI) has a pivotal role in the development of core
disruptive accidents in a sodium-cooled fast reactor. Wang et al. present an
improved multiphase smoothed particle hydrodynamics (SPH) algorithm
corrected with kernel gradient correction (KGC) technique is presented for
multiphase flow with large density ratio and complex interfacial behaviors.

One paper discusses the power optimization methodology of the
natural circulation lead-bismuth cooled fast reactor SPALLER-100 design,
considering different constraint parameters such as neutronics, materials,
and thermal-hydraulics. Xiao et al. develop a platform to calculate the
maximum neutronic power produced by the reactor at different core
heights using Latin hypercube sampling and the Kriging proxy model.
The cooling power of the reactor at different core heights is calculated by
considering its natural circulation capacity. Finally, a design scheme that
meets the requirements of neutronic and thermal-hydraulic assessments
while producing maximum power is obtained.

Three articles focus on reactor fuels/materials performance, trying to
overcome the challenges from the materials aspect of liquid metal cooled
fast reactors. Mun et al. successfully modify the fuel performance code
FRAPCON-4.0 for normal operation of light water reactors (LWRs) to
evaluate the thermal and mechanical performance of the highest linear

power rod of MicroURANUS, an innovative ultra-long-life lead-bismuth
eutectic (LBE)-cooled fast reactor. Cai et al. successfully model and
simulate an annular uranium-plutonium mixed oxide (MOX) fuel
operating in a liquid lead/lead-bismuth cooled fast reactor to predict its
behavior under transient and steady-state operation based on COMSOL
Multiphysics. OxideDispersion Strengthened (ODS) steels with nano-scale
oxides have become one of the potential candidate materials used in
advanced nuclear reactor systems. Yun et al. irradiate a novel MX-ODS
steel with uniformly distributed Y2O3 nano-precipitates and extremely low
carbon content under 3MeV Fe ions at 550°C and peak damage up to
70 dpa. The MX-ODS steel exhibits good irradiation tolerance.

Finally, this ResearchTopic also includes one review article to overview
state-of-the-art research approaches on liquid metal cooled fast reactors. A
specific type of sloshing motion may occur in the molten pool during core
disruptive accidents (CDAs) of sodium-cooled fast reactors due to local
neutronic power excursion or pressure developments, thereby significantly
influencing recriticality. Recognizing the importance of improving the
evaluation of CDAs of SFRs, Xu and Cheng contribute a comprehensive
review of experimental and numerical investigations into molten-pool
sloshingmotion for severe accident analysis of sodium-cooled fast reactors,
which is valuable not only for improving and verifying SFR safety analysis
codes but also for providing reference data for studies of sloshingmotion in
other fields of engineering.

After almost 1 year’s revisions and updates, this Research Topic
finally selected those 16 articles and published them in the journal
Frontiers in Energy Research. The collection shows the ongoing
research on liquid metal cooled fast reactors from different
perspectives and also allows us to exhibit the high-quality work to
the public. More high-quality topics and articles are welcomed at this
open platform in the future. All the editors are open to further
information and communications.
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Semi-Empirical Model of Droplet Size
Distribution From the Maximum
Entropy Principle in Sodium Spray
Wenbin Zou1, Zhenyu Zou1, Lili Tong1* and Cheng Peng2

1School of Mechanical Engineering, Shanghai Jiao Tong University, Shanghai, China, 2College of Energy and Mechanical
Engineering, Shanghai University of Electric Power, Shanghai, China

When a sodium leakage accident occurs in the sodium-cooled fast reactor, the leaked
sodium reacts violently with the air in the form of droplets, resulting in the phenomenon of
sodium spray fire. The droplet size distribution formed by liquid sodium injection is the key
factor affecting the accident analysis of sodium spray fire. Based on the theory of the
maximum entropy principle, a semi-empirical model of sodium spray droplet size
distribution is constructed, which is constrained by the mass equation or the
momentum equation with viscous resistance, respectively. Based on the existing liquid
fuel droplet size distribution experiment results and the sodium spray fire experiment
results, the semi-empirical model is verified, which shows that the prediction result with the
semi-empirical model constrained by the momentum equation is in good agreement with
the experimental result with the error of about 20%. Furthermore, the proposed sodium
spray droplet model is compared with other models of the empirical model, the semi-
empirical model, and the model based on the maximum entropy principle constrained by
the simplified mass equation. The simulation result with the proposed model matches the
experimental data better with minor error.

Keywords: sodium-cooled fast reactor, sodium spray fire, maximum entropy principle, drop size distribution, semi-
empirical model

1 INTRODUCTION

As a recommended reactor type in the Generation IV advanced nuclear energy system, sodium-
cooled fast reactors (SFRs) have attracted worldwide attention due to their mature technology and
inherent safety (GIF, 2002). However, sodium shows a high chemical reactivity with oxygen, which
entails a fire hazard risk in the case of leaks into the containment, named sodium pool fire and
sodium spray fire accident, resulting in equipment damages (Sathiah and Roelofs, 2014). The
consequences of spray sodium fire are the most serious, in which the liquid sodium is dispersed into a
large number of small droplets in the spray, making a violent sodium burning. According to the
research of Sandia National Laboratory (SNL) on sodium spray fire accident phenomenon
identification and ranking table, it is found that the prediction of droplet size distribution is
very important in sodium spray dynamics (Olivier et al., 2010). However, there is still a lack of
relevant physical phenomena, and the empirical model is also lack of experiment verification (Ohno
et al., 2012).

The process of sodium spray can be regarded as the breakup process of molten sodium. The
distribution of spray diameter determines the heat-transfer interface of sodium droplets, which is
related to the subsequent combustion behavior and the aerosol generation and removal behavior
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(Srinivas et al., 2019). Many experiments and theoretical studies
have been carried out. The large-scale sodium spray experiment is
conducted on the FAUNA device (Cherdron, 1980; Garcia et al.,
2016). It is found that when the initial spray mass is 7, 20, and
40 kg, the average diameter of the sodium droplet is 1.3, 2.15, and
4.8 μm, respectively. The results show that the average diameter
of sodium spray droplets is positively correlated with the amount
of sodium. However, when the injection mass reaches the
maximum value of 60 kg, the pressure also reaches the
maximum value of 1.8 bar. The medium-scale sodium spray
experiment with an initial spray mass of 0.4–5.25 kg and a
pressure of 2.6 bar is conducted (Malet et al., 1982). It is
believed that smaller spray size is conducive to pressure
propagation. The small-scale sodium spray experiment is
carried out on the LISOF device (Torsello et al., 2012; Manzini
and Torsello, 2013) using an LDV/PDA system to collect and
characterize the sodium spray dynamic parameters. It is found
that the droplet number density relative to droplet size is similar
to Gaussian distribution. A sodium spray test under a pressure
difference of 0.2 MPa is also conducted by Japan Nuclear Cycle
Development Institute (JNC) (Nagai et al., 1999) using a laser
droplet size analyzer to measure the sodium spray droplet size
distribution. The number density distribution with the size of
sodium droplets conforms to the Nukiyama–Tanasawa model.

The spray phenomenon widely exists in various fields such
as nuclear industries, engine research, and medical treatment.
Babinsky and Sojka (2002) of Purdue University in the
United States have summarized three basic methods to deal
with droplet distribution in the spray process, namely, the
empirical correlation method, discrete probability function
(DPF) method, and maximum entropy principle. The
expression form of the model based on the empirical
method is simple and easy to apply. Rosin and Rammler
(1933) has developed the Rosin–Rammler empirical relation
based on the droplet size distribution in the breakup process of
pulverized coal and cement slurry, which can be regarded as a
special form of expression of the Nukiyama–Tanasawa model.
In addition, the Nukiyama–Tanasawa model, obtained by
measuring the droplet size distribution, is adopted in the
sodium spray and fire analysis programs of NACOM (Tsai,
1980), CONTAIN-LMR (Murata et al., 1993), and SPHINCS
(Yamaguchi and Tajima, 2002). However, the model relies
heavily on the determination of the average droplet size. The
extension of the pure empirical model under different droplet
conditions may be controversial. The DPF method was first
applied to modeling drop size distributions in Newtonian
sprays by Sovani et al. (1999). A drop size distribution is
produced because of the fluctuation of initial conditions. The
DPF method requires a set of initial conditions and a model of
the breakup mechanism. The DPF has not been validated
because of the difficulties involved in obtaining the
fluctuating initial conditions (Babinsky and Sojka, 2002).
The maximum entropy principle was first proposed by
Jaynes (1957), which characterizes the droplet number
distribution obtained under a series of physical constraints,
and its corresponding system entropy function reaches the
maximum value. Cheng et al. (2002) have proposed the droplet

size distribution function based on the principle of maximum
entropy and established an exponential model that does not
change with different test conditions with the constraints of
the simplified mass equation. Therefore, Lee et al. (2004); Wu
et al. (2020) have used this method to conduct preliminary
explorations on fuel combustion in the energy field. Peng et al.
(2021) have coupled the continuity and momentum equations
to build a droplet size distribution model based on the
principle of maximum entropy and have used the present
experiment results and current models to validate. However,
the model took the basic mass equation and momentum
equation as constraints without considering the influence of
viscous resistance. Besides, the distribution of the
experimental data used for verification is similar, most of
which are normally distributed and are not adequate.
However, based on the study of the droplet fragmentation
mechanism by Zhao et al. (2011) and Cao and Ma (1997),
viscous resistance plays an important role. Therefore, it is
necessary to develop a maximum entropy droplet size
distribution model considering the influence of viscous
resistance and to use multiple experimental data types in
the form of distribution to validate the model.

Based on the maximum entropy principle, two semi-empirical
models of the droplet size distribution, with the main constraint
condition of the mass equation and the momentum equation
including the viscous resistance term as the main constraint
condition, are developed and verified.

2 ESTABLISHMENT OF THE DROPLET SIZE
DISTRIBUTION MODEL
2.1 Maximum Entropy Principle With the
Mass Equation as the Constraint Condition
The derivation of the sodium droplet size distribution model
based on the maximum entropy principle requires the
establishment of appropriate physical constraints. Jaynes
(1957) applied the maximum entropy principle to physics to
obtain the droplet distribution law, shown as Eq. 1.

S � −T∑
k

Pk lnPk (1)

where S is the entropy, T is a constant, and Pk is the probability of
the number of droplets under a certain volume of the leaked
sodium droplet.

When the entropy takes a maximum value, the most probable
event occurs, that is, the sodium droplet size distribution function
with the largest probability of occurrence is obtained (Cao et al.,
2008), shown as Eq 2

∑
k

Pk · lnPk � Max. (2)

From the mass conservation of sodium droplets in the system
(Cheng et al., 2002), Eq. 3 can be obtained

∑
k

PkmkN0(1 + ε) � _m (3)
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where mk is the ejection mass under the action of the pressure
difference when the loop system is broken,N0 is the total number
of sodium droplets produced in unit time, ε is the loss of sodium
droplets due to chemical reaction or physical actions like pressure
difference, and _m is the mass flow rate of sodium droplets ejected
from the break.

Considering that the sodium droplet is an incompressible
fluid, Eq. 3 can be transformed into Eq. 4

∑
k

PkvkN0(1 + ε) � _V (4)

where vk is the volume of a single sodium droplet and _V is the
total volume flow of sodium droplets ejected from the break.

In various cases, the sum of the number probabilities is 1,
shown as Eq. 5

∑
k

Pk � 1 (5)

For the above three basic constraints of Eqs 2, 4, and 5, the
Lagrange method is used to obtain the function of Gma as Eqs 6, 7
(Mojaver et al., 2020)

Gma �∑
k

Pk · lnPk + (ϕ − 1)(∑
k

Pk − 1)
+ω(∑

k

PkvkN0(1 + ε) − _V) (6)

dGma

dPk
� 0 (7)

Then, Eq. 8 can be obtained

Pk � exp[ − ϕ − ωvkN0(1 + ε)] (8)
where ϕ and ω are the undetermined Lagrange multipliers.

Eqs 9, 10 can be obtained through inserting Eq. 8 into Eqs 4, 5

∑
k

exp[ − ϕ − ωvkN0(1 + ε)] · vkN0(1 + ε) � _V (9)

ϕ � ln∑
k

exp[ − ωvkN0(1 + ε)] (10)

Thus, Eq. 11 is obtained

_V �
∑
k
vkN0(1 + ε) · exp[ − ωvkN0(1 + ε)]

∑
k
exp[ − ωvkN0(1 + ε)] (11)

Assuming that the droplet diameter of the particles of
atomization sodium droplets ejected from the break of the
loop system, denoted as D, conforms to the continuous
distribution, Eqs 12, 13 can be obtained

ϕ � ln ∫Dmax

Dmin

exp[ − ω
π

6
D3 ·N0(1 + ε)] π

2
D2dD (12)

_V � π2

12
N0(1 + ε) ∫Dmax

Dmin

D5 exp[ − ϕ − π

6
ωN0(1 + ε)D3]dD (13)

Eq. 14 can be obtained by solving Eq. 12. Insert Eq. 14 into Eq.
13 and integrate it, and Eq. 15 is obtained

ϕ � ln{ 1
ωN0(1 + ε) {exp[ − ωN0(1 + ε) π

6
D3

min]
− exp[ − ωN0(1 + ε) π

6
D3

max]}}
(14)

_V � 1
ω

exp[ − π

6
ωN0(1 + ε)D3

max][ − πωN0(1 + ε)D3
max

6
− 1]

{exp[ − π

6
ωN0(1 + ε)D3

min] − exp[ − π

6
ωN0(1 + ε)D3

max]}

− 1
ω

− exp[ − π

6
ωN0(1 + ε)D3

min][ − πωN0(1 + ε)D3
min

6
− 1]

{exp[ − π

6
ωN0(1 + ε)D3

min] − exp[ − π

6
ωN0(1 + ε)D3

max]}
(15)

Finally, Lagrange multipliers ϕ and ω can be uniquely solved
by Eqs 14, 15.

Define Pni as the probability of droplet size distribution, which
can be expressed with the integration of Pk in the range of volume
intervals [vi − Δvi

2 , vi + Δvi
2 ]. Eq. 16 can be obtained as follows

Pni � ∫vi+Δvi
2

vi−Δvi
2

Pkdv �∫vi+Δvi
2

vi−Δvi
2

exp[ − ϕ − wvkN0(1 + ε)]dv
� ∫Di+ΔDi

2

Di−ΔDi
2

exp[ − ϕ − w
πD3

6
N0(1 + ε)] πD2

2
dD (16)

When the droplet diameter size is in the range of
[Di − ΔDi

2 , Di + ΔDi
2 ], the probability density function of a

sodium droplet of diameter D is defined as dN/dD, and N
means the number percentage of sodium droplet diameter.
Assuming that the droplet size of the particles of atomization
sodium droplets ejected from the break of the loop system
conforms to the continuous distribution, the probability of
droplet diameter distribution of Pni can be expressed as Eq. 17

Pni � ∫Di+ΔDi
2

Di−ΔDi
2

dN

dD
dD (17)

The probability density function of a sodium droplet of
diameter D can be obtained as Eq. 18

dN

dD
� π

2
D2 exp[ − ϕ − ω

π

6
D3N0(1 + ε)] (18)

Consider that there is a pressure differential drive between the
sodium circuit system and the external environment where the
pipe breaks. Assume that the minimum diameter Dmin of the
sodium droplet after ejection is 0 and the maximum diameter is
Dmax, which can also be denoted as Dcr and determined by Wecr
(Hinze, 1955)

Dcr � σWecr
ρA�u

2 (19)

where ρA is the density of the ambient medium; σ is the surface
tension of the sodium droplet;Wecr is the critical value ofWe; and
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�u2 is the average value across the whole flow field of the squares of
velocity differences over a distance equal to Dcr, which is related
to the kinetic energy per unit mass. Therefore, Eq. 20 can be
obtained by simplifying Eq. 14

ϕ � ln
{1 − exp[ − ωN0(1 + ε) π6D3

cr]}
ωN0(1 + ε) (20)

Insert Eq. 20 into Eq. 18

dN

dD
� π

2
D2{ ωN0(1 + ε)

1 − exp[ − ωN0(1 + ε) π6D3
cr]}

· exp[ − ωN0(1 + ε) π
6
D3] (21)

where ω can be given by the implicit expression of (1–15).
However, for the calculation of the safety analysis of the
sodium spray fire accident, it is inconvenient to use the
mathematical model of the implicit expression. The semi-
empirical relationship based on the constraint of the mass
equation will be determined by the method of fitting the
experimental data. Eq. 21 can be simplified as Eq. 22

dN

dD
� aD2 · exp(bD3) (22)

The mathematical expression form with the maximum
entropy principle with the mass equation as the constraint
condition can be obtained as Eq. 23

ln(dN
dD
) � a + 2 lnD + bD3 (23)

where a and b are the coefficients determined by fitting the
experimental data.

2.2 Maximum Entropy Principle With the
Momentum Equation as the Constraint
Condition
The momentum equation considering the viscous resistance term
of the sodium droplet is as follows

∑
i

Pi]iN0
⎡⎣u2

0 +
4μl

π2D3
i ρA
( σ

Diρl
)1/2⎤⎦ � AU3

0 (24)

where Pi represents the probability of the number of droplets with
atomization volume ]i , u0 is the volume-weighted average velocity, μl
is the integral of the kinetic viscosity of the sodium droplet for the
droplet surface, Di is the diameter of the sodium droplet, ρl is the
density of the sodiumdroplet,A is the cross-sectional area of the break,
and U0 is the average flow velocity of sodium droplets at the break.

Using the Lagrange method, Eq. 25 is obtained between Gmo

and the probability of the number of sodium droplets

Gmo �∑
i

Pi ln(Pi) + λ
⎧⎨⎩∑

i

Pi]iN0
⎡⎣u2

0 +
4μl

π2D3
i ρA
( σ

Diρl
)1/2⎤⎦⎫⎬⎭

− λAU3
0 + (β − 1)⎛⎝∑

i

Pi − 1⎞⎠
(25)

The derivation of Gmo with respect to the number probability
is 0. Thus, Eqs 26, 27 can be obtained as follows

lnPi + 1 + λ]iN0
⎡⎣u2

0 +
4μl

π2D3
i ρA
( σ

Diρl
)1/2⎤⎦ + β − 1 � 0 (26)

Pi � exp
⎧⎨⎩ − β − λ]iN0

⎡⎣u2
0 +

4μl
π2D3

i ρA
( σ

Diρl
)1/2⎤⎦⎫⎬⎭ (27)

where λ and β are the Lagrange multipliers.
The probability of droplet size distribution Pni can be

expressed with the integration of Pi in the range of volume
intervals [vi − Δvi

2 , vi + Δvi
2 ], and Eq. 28 can be obtained

Pni � ∫vi+Δvi
2

vi−Δvi
2

Pidv �∫vi+Δvi
2

vi−Δvi
2

exp
⎧⎨⎩ − β − λ]iN0

⎡⎣u2
0 +

4μl
π2D3

i ρA
( σ

Diρl
)1/2⎤⎦⎫⎬⎭dv

� ∫Di+ΔDi
2

Di−ΔDi
2

exp
⎧⎨⎩ − β − λ

πD3

6
N0⎡⎣u2

0 +
4μl

π2D3ρA
( σ

Dρl
)1/2⎤⎦⎫⎬⎭ πD2

2
dD

� ∫Di+ΔDi
2

Di−ΔDi
2

exp
⎧⎨⎩ − β − λ

πD3

6
N0u

2
0 −

2
3
λN0

μl
πρA

( σ

Dρl
)1/2⎫⎬⎭ πD2

2
dD (28)

Set Eqs 29, 30 as follows. Also, assuming that the droplet size
of the sodium droplets ejected from the main system break
follows a continuous distribution, Eq. 31 can be obtained
from Eq. 28

α � π

6
λN0 (29)

K � 2
3
N0

μl
πρA

(σ
ρl
)1/2

(30)
dN

dD
� exp{ − β − αu2

0D
3 − λKD−1/2} πD2

2
(31)

According to Eq. 12, Eq. 32 can be obtained

ϕ � ln ∫Dmax

Dmin

exp{ − αu2
0D

3 − λKD−1/2} πD2

2
dD (32)

Insert Eq. 32 into Eq. 31

dN

dD
� D2 exp( − αD3u2

0 − λKD−1/2)
∫Dmax

Dmin

D2 exp( − αD3u2
0 − λKD−1/2)dD

(33)

Define the coefficient W1 as follows

W1 � ∫Dmax

Dmin

D2 exp( − αD3u2
0 − λKD−1/2)dD (34)

The mathematical expression form with the maximum
entropy principle with the momentum equation as the
constraint condition can be obtained as Eq. 35

ln
dN

dD
� −ln(W1) +W2 lnD −W3D

3 −W4D
−1/2 (35)

where W1, W2, W3, and W4 are the coefficients determined by
fitting the experimental data.
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3 VERIFICATION BY COMPARISON WITH
EXPERIMENTS
3.1 Verification by Liquid Fuel Spray
Experiment Results
The HAN-based liquid spray experiment (Wang, 2017) is
selected, in which the density and viscosity are 1300 kg/m3

and 1.2 × 10−3 Pas, respectively, for the simulated working
fluid of the HAN-based liquid. The droplet size distribution
experiments of spray droplets under the pressure differences
of 1.8, 2.2, and 2.6 MPa were carried out, where the droplet
size distribution of spray droplets was measured with phase
Doppler analysis (PDA). The semi-empirical model with the
mass conservation equation as the constraint condition and
the momentum conservation equation as the constraint
condition was used to simulate the experimental data, and the
result is shown in Figures 1–3. Under different pressure
differences, the two models can both reflect the spray size
distribution of HAN-based liquids. In addition, both models
can reflect the trend that the median diameter gradually
decreases with the increase of the nozzle pressure difference,
which is consistent with the experimental conclusion. The result
of the semi-empirical model with the momentum equation as the
constraint is in good agreement with the experimental data, with
little error, especially for the smaller spray diameter.

The model is also verified by the spray droplet distribution
experiment of injecting diesel into the air combustion chamber
(Hiroyasu, 1985) with the pressure differences of 8.8 and
9.8 MPa, respectively. In addition, the sampling time of the
experimental data is 4.5 ms after injection. At this time, the
atomization state and droplet size are basically stable. The
experimental data under the pressure difference of 8.8 MPa
show a normal distribution, that is, the distribution of data
points near the peak of probability density is nearly
symmetrical, shown as Figure 4. However, under the

experimental condition of the pressure difference of 9.8 MPa,
the overall distribution of the experimental data is asymmetric
and is barbed, shown as Figure 5. The results calculated with the
both models can reflect the normal distribution very well.
However, when the pressure difference reaches 9.8 MPa, the
model with the mass equation as the constraint cannot correctly
reflect the spray size distribution. The spray size distribution
simulated by the semi-empirical model with the momentum
equation as the constraint is in good agreement with the
experimental data under a higher pressure difference. It is
shown that when the peak of the probability density appears
at a small diameter under a high pressure difference, the model

FIGURE 1 | Results of droplet size distribution of HAN-based liquid
droplets under the pressure difference of 1.8 MPa.

FIGURE 2 | Results of droplet size distribution of HAN-based liquid
droplets under the pressure difference of 2.2 MPa.

FIGURE 3 | Results of droplet size distribution of HAN-based liquid
droplets under the pressure difference of 2.6 MPa.
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constrained by the momentum equation also has better
applicability due to the influence of viscous force.

3.2 Verification by Sodium Spray Fire
Experiments Results
The model is verified by the Italian LISOF sodium spray fire
experiment (Torsello et al., 2012) and the sodium spray fire
test of JNC (Nagai et al., 1999). The LISOF experiment is
carried out for the droplet leakage phenomenon under the
small break of the sodium-cooled fast reactor, and it uses
sodium with a temperature of 550°C and a 0.2 mm nozzle to
simulate the phenomenon of sodium spray under
microdefects in a cooling circuit, which is similar to those

in SFR. The pressure difference is 0.6 MPa, and the initial
mass flow rate is 0.9 g/s. The JNC sodium droplet size
distribution experiment is carried out for large-scale
sodium spray fire under the pressure nozzle with a pressure
difference of 0.2 MPa, an initial mass flow rate of 49.6 g/s, and
a sodium temperature of 140°C.

The comparison between the calculation results of the two
models and the experimental data of two sodium sprays is shown
in Figures 6, 7, which shows similar conclusions with the
experimental verification of the liquid fuel spray. In other
words, the semi-empirical model with the momentum
equation as the constraint can reflect the particle size
distribution of sodium spray, whether it is normal distribution
or asymmetric distribution, such as barb distribution.

FIGURE 4 | Results of diesel droplet size distribution under the pressure
difference of 8.8 MPa.

FIGURE 5 | Results of diesel droplet size distribution under the pressure
difference of 9.8 MPa.

FIGURE 6 | Results of LISOF sodium droplet size distribution under the
pressure difference of 0.6 MPa.

FIGURE 7 | Results of JNC sodium droplet size distribution under the
pressure difference of 0.2 MPa.
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3.3 Comparison of Two Models
The data from the liquid fuel spray experiment and the
sodium spray fire experiment are summarized and
compared with the both semi-empirical prediction models.
The results are shown as Figures 8, 9. The horizontal axis
represents the probability density value measured by the four
experiments, and the vertical axis represents the predicted
value of the model corresponding to the experiments. The
error of the semi-empirical model with momentum as a
constraint is in the range of 20%. In addition, the error of
the semi-empirical model with the mass equation as a
constraint is in the range of 30%, except for some data
with large deviation.

The semi-empirical model with the mass equation as a
constraint does not seem to be able to correctly reflect the

slow reduction of the number of large particles with the
increase of particle size. This is because after the droplet is
ejected, the momentum will decrease due to viscous force and
surface tension; as a result, the reduction is not conducive to
breaking the droplets into small particles, leading to an increase in
the proportion of large droplets. There exists the same problem in
the HAN-based liquid experiment, only due to the small amount
of data; the fitting results under the two constraints have little
difference.

4 COMPARISON WITH CURRENT
DISTRIBUTION MODELS

The existing typical spray droplet size distribution models include
the Nukiyama–Tanasawa model (Tsai, 1980), Rosin-Rammler
model (Rosin and Rammler, 1933), and Cheng model (Cheng
et al., 2002) based on the maximum entropy principle and
considering the simplified mass conservation equation,
expressed as Eqs 36, 37, 38, where b and q are undetermined
coefficients and �D is the average diameter of droplets. Combined
with the proposed sodium spray model constrained with the
momentum equation in the paper, the droplet size distribution is
compared and verified with the LISOF sodium spray fire
experiment and JNC experiment

dN

dD
� (3.915�D

)6D5

120
exp(−3.915D�D

) (36)
dN

dD
� bq ·Dq−4 exp(−bDq) (37)

dN

dD
� π

2
D2ρlN0

_m
exp( − π

6
ρlN0

_m
D3) (38)

The Nukiyama–Tanasawa model with an arithmetic mean
diameter of 138.6 μm, a surface area mean diameter of
152.9 μm, a volume mean diameter of 180.7 μm, and a
Sauter mean diameter of 252.7 μm is used to compare with

FIGURE 8 | Relative error of droplet size number obtained by the model
constrained with momentum equation.

FIGURE 9 | Relative error of droplet size number obtained by the model
constrained with mass equation.

FIGURE 10 | Comparison of Nukiyama-Tanasawa model at different
mean diameters with LISOF experimental data.
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LISOF experimental data, shown as Figure 10. The error
between the Nukiyama–Tanasawa model with the arithmetic
mean diameter (named D10) and experiment data is
relatively small.

The proposed sodium spray model constrained with the
momentum equation, the Nukiyama–Tanasawa model with
arithmetic mean diameter D10, the Rosin–Rammler model,
and the Cheng model are used to predict LISOF experiment
and JNC experiment data, shown as Figures 11, 12. It can be
found that the Rosin–Rammler model, the
Nukiyama–Tanasawa model with the arithmetic mean
diameter, and the Cheng model have serious distortions in
the prediction. The proposed sodium spray model constrained
with the momentum equation is in good agreement with the

experimental data for different distribution forms, which
means that it has a wider range of applications.

5 CONCLUSION

The semi-empirical model of drop size distribution from the
maximum entropy principle is developed and verified with
different experimental data. The main conclusions are
achieved as follows.

Theoretical analysis is carried out on the size distribution
of sodium droplets in sodium spray based on the maximum
entropy principle, a semi-empirical model with the mass
equation as the main constraint or the semi-empirical
model with the momentum equation including the viscous
resistance term as the main constraint is developed. Through
the comparing with the experimental data of liquid fuel and
sodium droplet size distributions, the rationality of the
proposed sodium spray model is proved. Regardless of
normal distribution or barb distribution, the proposed
model is in good agreement with experimental data, with
an error of 20%. The proposed model semi-empirical model
with the momentum equation constraint considering the
influence of viscous force can reflect an increase in the
proportion of large droplets due to the decrease in
momentum. Compared with other existing models, the
proposed sodium spray model constrained with the
momentum equation is in better agreement with the
experimental data for different distribution forms with
minor error.

This study provides a new prediction model for the prediction
of the size distribution for the safety analysis of sodium spray fire
accidents.
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Cheng model, Rosin-Rammler model and the proposed sodium spray model
with JNC experimental data.
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Numerical Study of Low Pr Flow in a
Bare 19-Rod Bundle Based on an
Advanced Turbulent Heat Transfer
Model
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Compared to assuming a constant turbulent Prandtl number model, an advanced four-
equation model has the potential to improve the numerical heat transfer calculation
accuracy of low–Prandtl number (Pr) fluids. Generally, a four-equation model consists
of a two-equation k − ε turbulence model and a two-equation kθ − εθ heat transfer model. It
is essential to analyze the influence of dissimilar turbulence models on the overall
calculation accuracy of the four-equation model. The present study aims to study the
effect of using different turbulence models on the same kθ − εθ heat transfer model. First,
based on the open-source computational fluid dynamics software OpenFOAM, an
advanced two-equation kθ − εθ heat transfer model was introduced into the solver
buoyant2eqnFoam, which was developed based on the self-solver
buoyantSimpleFoam of OpenFOAM. In the solver buoyant2eqnFoam, various
turbulence models built into OpenFOAM can be conveniently called to close the
Reynolds stress and an advanced two-equation heat transfer model can be utilized to
calculate the Reynolds heat flux of low-Pr fluids. Subsequently, the solver
buoyant2eqnFoam was employed to study the fully developed flow heat transfer of
low-Pr fluids in a bare 19-rod bundle. The numerical results were compared and
analyzed with the experimental correlations and other simulation results to validate the
effectiveness and feasibility of the solver buoyant2eqnFoam. Furthermore, the influence of
combining different turbulence models with the same two-equation kθ − εθ heat transfer
model was also presented in this study. The results show that the turbulence model has a
considerable influence on the prediction of turbulent heat transfer in the high Peclet
number range, suggesting that it should be prudent when picking a turbulence model in
the simulations of low-Pr fluids.
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1 INTRODUCTION

Nuclear energy is playing an increasingly irreplaceable role in the
future energy structure as the demand for energy increases
rapidly (Gu and Su, 2021). Lead-cooled fast reactor (LFR) is
one of the six types of innovative nuclear power systems proposed
by the Generation IV International Forum (Abram and Ion, 2008;
Pacio et al., 2015). Benefiting from the excellent performance in
chemical inertness, neutron economy, and thermohydraulic
properties, lead–bismuth eutectic (LBE) is considered as one of
most promising coolants for LFR. It is indispensable to research
the thermohydraulic behaviors of the LBE inner fuel assembly,
which influences the security and economic performance of LFRs
but is poorly understood (Martelli et al., 2017; Pacio et al., 2017).

Since it is expensive, parlous, and complicated to conduct an
experiment with LBE under a high-temperature state,
computational fluid dynamics (CFD) methods are widely
employed to study the thermohydraulic characteristics of LBE.
The CFD methods can be subdivided into three categories: direct
numerical simulation (DNS), large eddy simulation (LES), and
Reynolds-averaged Navier–Stokes simulation (RANS). Despite
the high calculation accuracy of DNS and LES, they have a high
demand for computational resources, and as a result, they are
only suitable for some specific and straightforward geometric
models (Kawamura et al., 1999). Since the computational cost of
the RANS approach is much lower than that of the DNS and LES,
the RANS approach is the most widely adopted CFD method in
engineering calculation. In the RANS method, the linear eddy-
viscosity k − ε or k − ω turbulence model is ordinarily sufficient to
accurately predict the momentum transport of various fluids
(Nagano, 2002). On the other hand, for reproducing the heat
transfer, the Reynolds-analogy hypothesis assuming a constant
turbulent Prandtl number Prt � 0.85 ~ 0.9 is adopted in almost

all commercial codes (Manservisi and Menghini, 2014a). For the
simulation of ordinary fluids like water and air, having a relatively
high Prandtl number, the rational results can be obtained with a
constant Prt (He et al., 2021). However, LBE is characterized by
high thermal diffusivity and low viscosity values, resulting in low
Prandtl numbers (Pr ≈ 0.01 ~ 0.03). Consequently, the
Reynolds-analogy hypothesis is no longer appropriate to be
employed to study the thermohydraulic characteristics of LBE
by the CFD methods (Cheng and Tak, 2006). For this reason,
some advanced turbulent heat transfer models which can
reproduce the heat transfer behaviors of LBE with high
precision are highly desirable.

In the past four decades, to improve the calculation accuracy of
heat transfer for low-Pr fluids, various heat flux models to close
the energy conservation equation in the framework of RANS have
been developed.

1.1 Differential Heat Flux Model
DHFM is a full second-moment differential model for the
transport of Reynolds heat fluxes. Compared with the constant
Prt model, DHFM fully considers the convection, diffusion,
generation, and dissipation terms of Reynolds heat flux in the
differential equations. Carteciano (1995), Carteciano et al. (1997),
Carteciano et al. (2001), and Carteciano and Grötzbach (2003)
developed a kind of DHFM named turbulence model for buoyant
flows (TMBF). The simulations of two-dimensional forced
convection and mixed convection with different fluids were
carried out to evaluate the accuracy of TMBF. The numerical
results obtained by TMBF demonstrate that stratified flows and
buoyant effects were well reproduced compared with the constant
Prt model, especially in mixed convection conditions. Based on a
summary of the various DHFMmodels developed in recent years,
Shin et al. (2008) proposed a new set of DHFM models with an

FIGURE 1 | Diagrammatic sketch of the bare 19-rod bundle. (A) Cross section and (B) computational domain.
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elliptic blending model. The new model was utilized to study the
fully developed square duct flow, rotating, and nonrotating
channel flow. The numerical results show good agreement
with the LES and DNS results.

1.2 Algebraic Heat Flux Model
AHFM is a simplified second-moment form of DHFM, which
transports Reynolds heat flux by establishing algebraic equations.
Hanjalić et al. (1996), Kenjereš et al. (2005), Otić et al. (2005), and
Otić and Grotzbach. (2007) developed and analyzed an implicit
algebraic transport equation for the Reynolds heat flux term to
close the energy equation. Evaluations and calibrations of AHFM
for low-Pr fluids were implemented by Shams et al. (2014),
Shams (2018), Shams et al. (2018), and De Santis et al. (2018)
and De Santis and Shams (2018). AHFM has been validated in
their works by comparison with the DNS data for turbulent flows
in forced, mixed, and natural convection of different fluids. The
numerical results obtained by AHFM illustrate that temperature,
heat flux field, buoyant effects in-plane, backward-facing step,
corium pool, rod bundle, etc. are well predicted.

1.3 A two-equation kθ − εθ model for
Reynolds heat flux
The kθ − εθ model is a first-order 2-equation model for the
calculation of Reynolds heat flux, which can be developed in a
way similar to that of a first-order 2-equation k − εmodel for the
turbulent transport of momentum formulated. Compared with
DHFM and AHFM, the two-equation model has been widely
applied in recent years because of its lower calculation cost. To
precisely reproduce the heat transfer of low-Pr fluids, extensive
contributions of model coefficient and function, wall boundary
conditions, and near-wall thermal turbulence effect of a two-

equation kθ − εθ model had been made by Nagano and Kim
(1988); Nagano and Shimada (1996); Nagano et al. (1997);
Nagano (2002), Sommer et al. (1992), and Youssef et al.
(1992); and Youssef (2006), Abe et al. (1994), Hattori et al.
(1993), Hwang and Lin (1999), Deng et al. (2001), and Karcz
and Badur (2005). In recent years, based on previous study,
Manservisi and Menghini (2014a); Manservisi and Menghini
(2014b); Manservisi and Menghini (2015), Cerroni et al.
(2015), Cervone et al. (2020), Chierici et al. (2019), and Da
Via et al. (2016); Da Vià and Manservisi (2019); and Da Vià
et al. (2020) proposed a two-equation kθ − εθ model suitable for
the LBE turbulent heat transfer simulation, and improved new
numerical near-wall boundary conditions for turbulence
variables. The numerical results obtained by the literature
(Manservisi and Menghini, 2014a; Manservisi and Menghini,
2014b; Manservisi and Menghini, 2015; Su et al., 2022)
indicate that turbulent heat transfer statistics such as in-plane,
tube, backward-facing step, triangular rod bundle, square lattice
bare rod bundle, and hexagonal rod bundle of forced convection
of LBE are well reproduced based on their kθ − εθ turbulent heat
transfer model.

In recent years, the interest in reliable CFD methods used to
investigate the turbulent heat transfer of low-Pr fluids in
complicated industrial configurations has increased
dramatically. Nevertheless, commercial codes are still
lacking, except for an AHFM model available on software
STAR-CCM+ (Simcenter, 2016). A two-equation k − ε
model utilized to calculate Reynolds stress with a two-
equation kθ − εθ model used to calculate Reynolds heat flux
is usually called a four-equation k − ε − kθ − εθ model, which is
expected to improve the numerical CFD accuracy of turbulent
heat transfer for LBE. However, different turbulence models
will have a certain impact on the time-scale transport of a two-
equation kθ − εθ model. It is necessary to evaluate the
sensitivity of various turbulence models to a two-equation
kθ − εθ model.

Thus, in the present study, an improved CFD solver
buoyant2eqnFoam, which introduces a two-equation kθ − εθ
model to calculate the Reynolds heat flux and can directly call
different turbulence models to calculate the Reynolds stress, was
first developed based on the solver buoyantSimpleFoam of open-
source CFD program OpenFOAM. The fully developed turbulent
heat transfer results of LBE inner flow and a bare 19-rod bundle
geometry with different Peclet numbers were investigated and

TABLE 1 | Geometric parameters of the bare 19-rod bundle.

Parameter Symbol Value Unit

Rod diameter D 8.2 mm
Pitch P 11.48 mm
P/D ratios X 1.4
The side length of a regular hexagon S 29.68 mm
Opposite edge distance of a regular hexagon W 51.4 mm
The hydraulic diameter of the bare 19-rod bundle Dh,bun 7.70 mm
The hydraulic diameter of Sub1 Dh,sub1 9.52 mm
The height of bundle L 15Dh,bun mm

TABLE 2 | Flow parameters of LBE.

Parameter Symbol Value Unit

Prandtl numbers Pr 0.01
Density ρ 10340 kg/m3

Dynamic viscosity μ 0.00181 Pa · s
Thermal conductivity λ 26.3808 W/(m · K)
Specific heat capacity Cp 145.75 J/(kg · K)
Heat flux qw 360000 W/m2

Peclet numbers Pebun 250–3000

TABLE 3 | The model constants of the Abe k − ε turbulence model.

Cμ σk σε C1ε C2ε

0.09 1.4 1.4 1.5 1.9

TABLE 4 | The constant empirical coefficients of the Manservisi kθ − εθ turbulent
heat transfer model.

Cθ Cγ σkθ σεθ Cp1 Cd1 Cd2

0.1 0.3 1.4 1.4 0.925 1.0 0.9

Frontiers in Energy Research | www.frontiersin.org June 2022 | Volume 10 | Article 9221693

Li et al. Low Pr Flow in Bundle

18

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


comparedwith experimental relations to verify the effectiveness of the
solver buoyant2eqnFoam and the numerical algorithm. Finally, the
heat transfer sensitivity of different turbulence models to the two-
equation kθ − εθ model was presented.

2 MATHEMATICAL MODEL

2.1 Physical Model
Thermal-hydraulic phenomena in a 19-rod bundle geometry are an
essential research topic. In the past decades, numerous experimental
and simulation researches have been conducted to precisely obtain
flow characteristics and heat transfer correlations of coolant (Pacio

et al., 2014; Martelli et al., 2017). In the present study, a bare 19-rod
bundle with a fully developed turbulent LBE flow is considered.
Figure 1A displays the cross section of the bare 19-rod bundle. Since
the cross-flow in the bare 19-rod bundle is negligible and its
construction is symmetrical, one-twelfth of the whole bundle is
selected to carry out simulation for the sake of economizing
computational cost. The computational domain is sketched in
Figure 1B, together with the definitions of sub-channels and
boundary regions. Sub1, Sub2, and Sub3 are defined as inner sub-
channels, while Sub4 and Sub5 are the edge sub-channel and corner
sub-channel, respectively. The more detailed geometric parameters
are summarized in Table 1, which are consistent with Pacio’s
experiment (Pacio et al., 2015), except that there are no grid

FIGURE 2 | Framework of the buoyant2eqnFoam solver in OpenFOAM.
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spacers in the current study. Dh,bun and Dh,sub1 are the hydraulic
diameter of the bundle and hydraulic diameter of Sub1, respectively.
The length of the whole computational domain is set to 15 Dh,bun to
eliminate the effect of employing periodic inlet boundary conditions.
The flow parameters of LBE are reported in Table 2, where Pebun �
PrUbunDh,bunρ/μ is the Peclet number of the bundle.

2.2 Conservation Equations
For forced convection, the incompressible RANS equations with
constant physical properties and no gravity are considered

zui

zxi
� 0 (1)

zui

zt
+ uj

zui

zxj
� −1

ρ

zP

zxi
+ z

zxj
(v zui

zxj
) − z

zxj
u′
iu

′
j (2)

where ], ui, and P are the molecular viscosity, Reynolds-averaged
velocity, and the so-called average pressure, respectively. To
obtain the unknown Reynolds stress u′iu′j, the linear eddy-
viscosity model can be adopted as follows:

u′iu′j � −vt(zui

zxj
+ zuj

zxi
) + 2k

3
δij (3)

where k and ]t, both derived from the turbulence model,
represent the turbulent kinetic energy and the turbulent
viscosity, respectively.

It should be noted that, in OpenFOAM, the energy
conservation equation can be expressed in terms of enthalpy
(Darwish and Moukalled, 2021):
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+ zK
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where h, K � |U|2/2, α, and αt are the enthalpy per unit of mass,
the kinetic energy per unit of mass, molecular thermal diffusivity,
and the turbulent thermal diffusivity, respectively. The unknown
αt needs to be derived from a two-equation kθ − εθ turbulent heat
transfer model. After solving Eq. 4, the distribution of h can be
obtained. Subsequently, the Reynolds-averaged temperature T
can be calculated by using the function Thermo.T () coming with
OpenFOAM. The derivation of periodic momentum and energy
equations in OpenFOAM can be found in the reference (Ge et al.,
2017).

2.3 Turbulence Model for Momentum Field
Benefiting from replacing the friction velocity uτ with
Kolmogorov velocity uε, the turbulence model proposed
by Abe et al. (1994), which can well reproduce the low

Reynolds number and near-wall effects of both separated
and attached flows, was widely adopted in the calculation of
LBE (Manservisi and Menghini, 2014a; Manservisi and
Menghini, 2014b; Cerroni et al., 2015; Manservisi and
Menghini, 2015; Da Via et al., 2016; Chierici et al., 2019;
Da Vià and Manservisi, 2019; Cervone et al., 2020; Da Vià
et al., 2020). However, the Abe k − ε turbulence model
does not exist in the current turbulence model library of
OpenFOAM. Therefore, in the current study, the Abe k − ε
turbulence model is compiled into the turbulence model
library that comes with OpenFOAM so as to utilize the
wall functions of OpenFOAM in this self-compiled turbulence
model. In the Abe k − ε turbulence model, the turbulent viscosity
]t is computed as follows:

vt � Cμfμ
k2

ε
(5)

where Cμ is a constant. fμ is the model function, defined as
follows:

fμ � (1 − exp(−yp

14
))2(1 + 5

R3/4
t

exp( − ( Rt

200
)2)) (6)

yp � uεδ

]
(7)

where Rt � k2/]ε and uε � (]ε)1/4. Moreover, δ is the distance
from the wall. The equations for k and its dissipation ε can be
written as follows:
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The model constants utilized in the Abe k − ε turbulence
model are reported in Table 3.

2.4 Two-Equation Model for Thermal Field
In the current work, the kθ − εθ turbulent heat transfer model
developed and improved by Manservisi and Menghini (2014a),
Manservisi and Menghini (2014b), and Manservisi and Menghini
(2015), which introduces the average square temperature

TABLE 5 | Boundary conditions imposed on each boundary.

Boundary k ε εθ kθ U T

Inlet cyclic cyclic cyclic cyclic cyclic cyclic
Outlet cyclic cyclic cyclic cyclic cyclic cyclic
Symmetry plane symmetry symmetry symmetry symmetry symmetry symmetry
Heated rod kLowReWallFunction epsilonWallFunction zeroGradient zeroGradient noSlip fixedGradient (qw/λ)
Wall kLowReWallFunction epsilonWallFunction zeroGradient zeroGradient noSlip zeroGradient
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fluctuation kθ and its dissipation εθ in order to well reproduce the
near-wall turbulent heat transfer behaviors of LBE having Pr in
the range of 0.01–0.03, is adopted to calculate the turbulent
thermal diffusivity αt. In the Manservisi kθ − εθ model, αt is
computed as follows:

αt � Cθkτlθ (12)
where Cθ is the constant empirical coefficient and τlθ is the local
thermal characteristic time, modeled as follows:

τlθ � f1θB1θ + f2θB2θ (13)

with the appropriate functions set as follows:

f1θ � (1 − exp( − Rδ

19
���
Pr

√ ))(1 − exp(−Rδ

14
)) (14)

B1θ � 0.9τu � 0.9
k

ε
(15)

f2θB2θ � τu(f2aθ
2R

R + Cγ
+ f2bθ

���
2R
Pr

√
1.3���
Pr

√
R3/4
t

) (16)

f2aθ � f1θ exp( − ( Rt

500
)2) (17)

f2bθ � f1θ exp( − ( Rδ

200
)2) (18)

where Rδ � δε1/4/]3/4, τu � k/ε, and R � τθ/τu with the thermal
turbulent characteristic time τθ � kθ/εθ. In addition, τu � k/ε

represents the dynamical turbulent characteristic time. The
equations for kθ and its dissipation εθ can be written as follows:

zkθ
zt

+ uj
zkθ
zxj

� z

zxj
((α + αt

σkθ
) zkθ
zxj

) + Pθ − εθ (19)

Pθ � αt(zT

zxj
)(zT

zxj
) (20)

zεθ
zt

+ uj
zεθ
zxj

� z

zxj
((α + αt

σεθ
) zεθ
zxj

) + εθ
kθ

(CP1Pθ − Cd1εθ)

+εθ
k
(CP2Pk − Cd2ε)

(21)

Cd2 � (1.9(1 − 0.3 exp( − (Rt

6.5
)2)) − 1)(1 − exp(−Rδ

5.7
))2

(22)
The constant empirical coefficients used in the Manservisi

kθ − εθ turbulent heat transfer are reported in Table 4.

3 SOLVER AND BOUNDARY CONDITIONS

To calculate the thermal-hydraulic characteristics of LBE, a CFD
solver named buoyant2eqnFoam was developed on the
OpenFOAM platform having user-friendly programming
language features based on the turbulence model and the
aforementioned turbulent heat transfer model. The SIMPLE
algorithm is adopted to handle pressure–velocity coupling
equations and the coupled multigrid iterations technique is
utilized for matrix solutions. All calculations were performed
using double precision on OpenFOAM and the convergence
conditions of residual error are set as follows:

Max

∣∣∣∣∣∣∣∣Q
n+1

Qn
− 1

∣∣∣∣∣∣∣∣< 10−6 (23)

FIGURE 3 | The mesh of computational domain.

FIGURE 4 | The dimensionless temperature profiles along line ab of the
three sets of mesh.
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whereQ stands for ui, T, P, kθ, εθ, k, and ε. The index i represents
the number of iterations. The framework of the
buoyant2eqnFoam solver is presented in Figure 2. The
buoyant2eqnFoam solver mainly includes main-program
buoyant2eqnFoam.C, velocity equation UEqn.H, energy
equation EEqn.H, pressure–Poisson equation pEqn.H, call
function of turbulence model turbulence- > correct(), and a
two-equation kθ − εθ heat transfer model HEqn.H. The
boundary condition data, mesh data, physical property data,
calculation control, discrete format of each differential operator,
algebraic equation solver, and relaxation factor required by
buoyant2eqnFoam to perform calculation are included in the
0 folder, constant/polyMesh, constant/
thermophysicalProperties, system/controlDict, system/
fvSchemes, and system/fvSolutions.

In the computational domain, periodic boundary conditions
are set on the region of inlet and outlet, considering the fully
developed turbulent inner flow in the bundle. It is worth noting
that the energy source term needs to be added to the energy Eq. 4
in order to apply periodic boundary conditions to temperature
variables. The calculation method of energy source term refers to
this literature (Ge et al., 2017). For kθ and εθ, the boundary

condition zeroGradient is employed on the wall under the
uniform heat flux condition, according to the research of
Deng et al. (2001). The boundary conditions imposed on each
boundary are summarized in Table 5. Since the wall functions
kLowReWallFunction for k and epsilonWallFunction for ε are
both suitable for the low–Reynolds number turbulence model and
can well reproduce the near-wall turbulence behaviors when y+ is
very low (Darwish and Moukalled, 2021), they are employed in
this study. Given that there are no wall functions accessible for kθ
and εθ in OpenFOAM, y+ must be less than or equal to 1 in order
to accurately reproduce the thermal turbulent behaviors near the
wall (Manservisi and Menghini, 2014a).

4 RESULTS AND DISCUSSIONS

4.1 Mesh Independence Analysis
In this section, the buoyant2eqnFoam, which utilizes the Abe k −
ε turbulence model for turbulence fields and uses the Manservisi
kθ − εθ model for thermal fields, is employed to investigate the
thermohydraulic characteristics of LBE inner flow in the bare 19-
rod bundle in a wide range of Pebun. As shown in Figure 3, the

TABLE 6 | Correlations of the Nusselt number for triangular lattices.

Investigator Correlation X Pe

Subbotin Nu � 0.58(2
�
3

√
π X2 − 1)0.55Pe0.45 1.1–1.5 80–4000

Mikityuk Nu � 0.047(1 − e−3.8(X−1))(Pe0.77 + 250) 1.1–1.95 30–5000

Graber Nu � 0.25 + 6.2X + (0.032X − 0.007)Pe0.8−0.024X 1.2–2.0 150–4000

Mareska Nu � 6.66 + 3.126X + 1.184X2 + 0.0155(ψPe)0.86 1.3–3.0 70–10000

FIGURE 5 | Comparison of the Nusselt number with Chierici simulation and experimental correlations.
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computational domain was discretized by GAMBIT unstructured
meshes (tetrahedral and hexahedral mesh blending). The first
layer grid was set with a height of 0.001 mm in order to satisfy the
criterion of the low–Reynolds number turbulence model for
y+ ≤ 1. A total of 15 layers of boundary grids with a height
ratio of 1.3 were designed.

Three sets of mesh with different mesh numbers of 2.05
million, 2.64 million, and 3.11 million were adopted to analyze
the mesh sensitivity. The dimensionless coolant temperature Θ is
defined as follows:

Θ � (T − Tb,bun)λ
Dh,bun · qw (24)

where Tb,bun is the bulk temperature of the computational
domain. The dimensionless temperature profiles along line ab
(shown in Figure 1B) of three sets of mesh are displayed in
Figure 4 under Pebun � 1500. It is evident that the difference in
the dimensionless temperature profile between three sets of mesh
is negligible. Consequently, the mesh with a mesh number of 2.05
million is selected, taking the calculation cost into consideration.

4.2 Solver Verification
The fully developed turbulent heat transfer characteristics of
LBE inner flow in the bare 19-rod bundle were studied by
Chierici et al. (2019), using a four-equation model in
logarithmic specific dissipation form k −Ω − kθ − Ωθ , which
was developed based on the Abe k − ε turbulence model and
the Manservisi kθ − εθ model. The numerical results of
Chierici et al. (2019) can provide some reference for
developing a CFD solver of LBE turbulent heat transfer.
Therefore, the simulation results of Chierici et al. (2019)
and some experimental data are picked for comparison to
verify the validity of the solver buoyant2eqnFoam. The
Nusselt number is selected for comparison since it is a
critical parameter in engineering. Table 6 presents some
Nusselt number experimental correlations of the triangular

FIGURE 6 | Profiles of velocity magnitude on a computational domain. (A) Pebun � 500 and (B) Pebun � 1500.

TABLE 7 | Mean velocity of each sub-channel.

Pebun Ub(m/s)
Sub1 Sub2 Sub3 Sub4 Sub5

500 1.255 1.254 1.250 1.025 0.665
1500 3.754 3.753 3.737 3.085 2.044
3000 7.498 7.495 7.462 6.179 4.146
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rod bundle channel cooled by liquid metal, obtained by
Subbotin et al. (1965), Mikityuk (2009), Gräber and Rieger
(1972), and Mareska and Dwyer (1964), respectively.

Because these reported correlations were developed for triangular
lattices, the Nusselt number of inner sub-channel Sub1 is picked for
comparison. The Nusub1 is calculated as follows:

FIGURE 7 | Profiles of dimensionless temperature on computational domain. (A) Pebun � 250; (B) Pebun � 500; (C) Pebun � 1000; and (D) Pebun � 3000.
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Nusub1 � qwDh,sub1

λ(Tw,sub1 − Tb,sub1) (25)

where Tw,sub1 and Tb,sub1 are the mean wall temperature and
mean coolant temperature of Sub1, respectively.
Correspondingly, Pesub1 � PrUsub1Dh,sub1ρ/μ is the Peclet
number of the inner sub-channel Sub1. Figure 5 displays
the comparison of the Nusselt number with Chierici
simulation and experimental correlations. From this figure,
it can be clearly observed that the tendency of Nusub1 is
consistent with the simulation results of Chierici and shows
good agreements with experimental data in a specific Peclet
number range, illustrating that the rational prediction of LBE
turbulent heat transfer can be obtained by the self-compiled
solver buoyant2eqnFoam which can use the Abe k − ε
turbulence model with wall functions for turbulence fields
and the Manservisi kθ − εθ model with zero-gradient
boundary for thermal fields.

4.3 Flow and Heat Transfer Analysis
4.3.1 Velocity Field
The profiles of velocity magnitude on the computational domain of
the bare 19-rod bundle are reported in Figure 6, with Pebun � 500
and Pebun � 1500, respectively. It is obvious that the mean velocity in
the inner sub-channels is higher than that in the edge sub-channel
Sub4 and corner sub-channel Sub5 because the hydraulic diameter of
inner sub-channels is relatively higher, resulting in much lower flow
resistance. For the same reason, the average velocity of Sub5 is much
lower compared with that of other sub-channels, as summarized in
Table 7.

4.3.2 Dimensionless Temperature and Hot Spot Factor
Distributions
Figure 7 shows the distribution of dimensionless temperature
from where it can be seen that the maximum temperature is
located in the corner sub-channel Sub5, which is mainly due to
the lower mean coolant velocity of the corner sub-channel

TABLE 8 | Results of hot spot factor for sub-channels.

Pebun Sub1 Sub2 Sub3 Sub4 Sub5

Pesub ϕ Pesub ϕ Pesub ϕ Pesub ϕ Pesub ϕ

250 309 1.058 309 1.063 309 1.091 215 5.201 127 8.154
500 619 1.064 619 1.086 619 1.080 431 5.280 253 7.923
1000 1237 1.070 1237 1.101 1237 1.101 861 5.391 506 7.762
1500 1856 1.074 1856 1.111 1856 1.112 1292 5.488 760 7.583
2000 2474 1.075 2474 1.105 2474 1.110 1722 5.567 1013 7.280
2500 3093 1.074 3093 1.107 3093 1.110 2153 5.670 1266 7.000
3000 3712 1.074 3712 1.103 3712 1.107 2583 5.700 1519 6.667

FIGURE 8 | Dimensionless thermal diffusivity distribution on a computational domain. (A) Pebun � 500 and (B) Pebun � 1500.
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Sub5. Owing to the larger hydraulic diameter of the edge sub-
channel Sub4 and the adiabatic boundary condition applied on
the outer casing wall, the coolant with the lowest temperature
can be found in the area of the edge sub-channel Sub4 near
the outer casing wall. Comparing the four cases reported in
Figure 7, it can be found that the convective heat transfer of
the coolant in each sub-channel is enhanced as the
Reynolds number increases, leading to the decrease of
maximum temperature and the increase of bulk coolant
temperature.

The dimensionless hot spot factor characterizing the
inhomogeneity of wall temperature is defined as follows:

ϕ � θwmax,sub − θb,sub
θwb,sub − θb,sub

(26)

where θwmax,sub, θb,sub, and θwb,sub are themaximumwall temperature
of the sub-channel, the bulk temperature of the sub-channel, and the
mean wall temperature of the sub-channel, respectively. As ϕ � 1, it
means that the maximum wall temperature of the sub-channel is
equal to the average wall temperature. The calculated results of the
hot spot factor of each sub-channel are summarized in Table 8, from
where it can be deduced that the wall temperature distribution of the
inner sub-channel Sub1 is the most homogeneous. On the other
hand, due to the coexistence of the heated rod wall and adiabatic wall
in the edge sub-channel Sub4 and the corner sub-channel Sub5, the
phenomenon of nonhomogeneous wall temperature distribution in
these channels is more dramatic.

4.3.3 Dimensionless Thermal Diffusivity Distribution
To analyze the dependence of heat transfer on Pebun, defining the
dimensionless thermal diffusivity α+ as follows:

α+ � αt

α
(27)

α+ is the ratio between turbulent thermal diffusivity and
molecular thermal diffusivity. Figure 8 reports the calculated
dimensionless thermal diffusivity distribution on the
computational domain for Pebun � 500 and Pebun � 1500.
From this figure, it can be clearly seen that the α+ in the
center of each sub-channel is higher than that near the wall,

FIGURE 9 | Turbulent Prandtl number distribution on a computational domain. (A) Pebun � 1000 and (B) Pebun � 3000.

FIGURE 10 |Mean turbulent Prandtl number of the bare 19-rod bundle.
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where the heat is mainly derived by the molecular heat
conduction. Moreover, in the center of the edge sub-channel
Sub4, the maximum dimensionless thermal diffusivity can be
found, indicating that the thermal diffusion caused by turbulent

flow reaches its peak in this region. It should be mentioned that
when Pebun � 500, the α+ in the whole computational domain is
less than 1, suggesting that the molecular heat conduction affects
the entire computational domain dominantly. In addition, with

FIGURE 11 | Comparison of Nusub1 calculated by different turbulence models.

FIGURE 12 | Comparison of Nusub1 calculated by different turbulent heat transfer models.
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the increase of Pebun, a region where turbulent thermal diffusion
is stronger than molecular heat conduction begins to appear.

4.3.4 Turbulent Prandtl Number Distribution
The distribution of Prt in the computational domain is plotted
against different Pebun numbers and displayed in Figure 9. As
revealed in this figure, thePrt is higher in the district close to the wall
of the heated rod.Moreover, the overall turbulent Prandtl number in
the computational domain decreases with the increase of Pebun. In
particular, the turbulent Prandtl number in the turbulent core region
decreases significantly with the increase of Pebun.

The mean turbulent Prandtl number Prtm of the
computational domain is defined as follows:

Prtm � ∫
A
PrtdA∫
A
dA

(28)

In order to investigate the influence of Pebun on the Prtm,
Figure 10 plots the Prtm against different Pebun. From this figure,
it can be concluded that the Prtm tends to decrease as the Pebun
increases. However, the rate of decline also decreases with the
increase of Pebun. Furthermore, the Prtm of the computational
domain is higher than 1, suggesting that the analogy about Prt �
0.85 is not appropriate in such low-Pr fluids.

4.4 Assessment of Different Turbulence
Models and Turbulent Heat Transfer Models
To analyze the effect of the turbulencemodel on the simulation of heat
transfer, in this sub-section, various turbulence models of
OpenFOAM are also employed in buoyant2eqnFoam, including
standard k − ε (Launder and Spalding, 1972; 1983), SST k − ω
(Menter and Esch, 2001; Menter et al., 2003; Hellsten, 2012), and
LaunderSharma k − ε (Launder and Sharma, 1974). The specific
definitions of these turbulence models can be found in the
literature (Launder and Spalding, 1972; Launder and Sharma,
1974; Launder and Spalding, 1983; Menter and Esch, 2001;
Menter et al., 2003; Hellsten, 2012). A comparison of Nusub1
calculated by different turbulence models with heat transfer
experimental correlations is displayed in Figure 11. As
demonstrated in this figure, the Nusub1 calculated by four
turbulence models is pretty close when Pesub1 < 1000, mainly
because the molecular heat conduction is dominant in this Peclet
number range. It should be noted, however, that the deviations of
Nusub1 obtained by each turbulence model gradually increase as the
Peclet number grows. As indicated in Figure 11, allNusub1 predicted
by the standard k − ε turbulence model is located between Mareska
and Mikityuk correlations. However, for Abe k − ε, LaunderSharma
k − ε, and SST k − ω, the calculated Nusub1 lies between the Graber
and Subbotin correlations when Pesub1 > 1000. Although the Nusub1
results obtained by Abe k − ε, LaunderSharma k − ε, and SST k − ω
are very similar, in general, Abe k − ε is the most conservative. In
addition, the maximum deviation of the Nusselt number obtained by
the Abe k − ε and the standard k − ε is close to 19%. It is worth
mentioning that due to the significant deviation between the various
Nusselt number experimental correlations, the quality of these
turbulence models cannot be evaluated. Therefore, great care and

caution should be exercised when selecting a turbulence model in
simulation. More precise experimental and analytical studies are
required in the future to identify the thermohydraulic
characteristics of heavy liquid metals like LBE.

Moreover, the Nusub1 calculated by the Manservisi kθ − εθ
model and the Prt � 0.85 model is reported in Figure 12. It is
evident that compared with the experimental correlations plotted
in Figure 12, theNusub1 obtained by the Prt � 0.85 heat transfer
model is higher under almost all Peclet numbers. Oppositely, the
Manservisi kθ − εθ heat transfer model provides the more
conservative results of Nusub1.

5 CONCLUSION

In the current study, the Abe k − ε turbulence model was
compiled into the turbulence model library coming with
OpenFOAM. A CFD solver buoyant2eqnFoam, which
introduces the Manservisi kθ − εθ turbulent heat transfer
model, was developed. Subsequently, the Abe k − ε turbulence
model with wall functions and Manservisi kθ − εθ turbulent heat
transfer model with zero-gradient boundary were employed to
analyze the thermohydraulic characteristics of LBE inner flow in
the bare 19-rod bundle. In addition, the influence of the
turbulence model on the prediction of turbulent heat transfer
was investigated by employing various turbulence models in the
self-compiled solver buoyant2eqnFoam, including Abe k − ε,
standard k − ε, SST k − ω, and LaunderSharma k − ε. Based on
the aforementioned discussions, conclusions obtained from the
present work can be summarized as follows:

1) The Nusselt numbers obtained by the self-compiled solver
buoyant2eqnFoam are in good agreement with experimental
correlations and Chierici simulation research, indicating the
validity and reliability of the self-compiled solver.

2) In the bare 19-rod bundle with P/D � 1.4, the flow resistance
of the corner sub-channel is higher than that of other sub-
channels due to the smaller hydraulic diameter, leading to the
appearance of higher temperature distribution and larger hot
spot factor in this region.

3) Although the turbulent Prandtl number of LBE inner flow in the
bare 19-rod bundle will decrease as the Peclet number increases,
the overall turbulent Prandtl number is higher than 0.85,
revealing that the Reynolds-analogy hypothesis about Prt �
0.85 is not appropriate for low-Pr number fluids like LBE.

4) The turbulence model has a considerable influence on the
calculation of turbulent heat transfer of low–Pr number fluids
in the high Peclet number range, suggesting that it should be
prudent and rigorous when picking a turbulence model in the
simulations. Moreover, compared with the kθ − εθ turbulent
heat transfer model, the Reynolds-analogy hypothesis about
Prt � 0.85 may give the much higher Nusselt numbers in the
simulation of low–Pr number fluids.

The applicability of the solver developed in the present study for
the more complicated geometry like fuel assembly with grid spacer
or wire-wrapped configurations requires further verification.
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Because of their high molecular heat conductivity, low-Prandtl number liquid

metal is a promising candidate coolant for various designs of advanced nuclear

systems such as liquid metal–cooled fast reactors and accelerator-driven sub-

critical system (ADS). With the fast-growing computational capacity, more and

more attention has been paid to applying computational fluid dynamics (CFD)

methods in thermal design and safety assessment of such systems for a detailed

analysis of three-dimensional thermal–hydraulic behaviors. However,

numerical modeling of turbulent heat transfer for low-Prandtl number liquid

metal remains a challenging task. Numerical approaches such as wall-resolved

large eddy simulation (LES) or direct numerical simulation (DNS), which can

provide detailed insight into the physics of the liquid metal flow and the

associated heat transfer, were widely applied to investigate the turbulent

heat transfer phenomenon. However, these approaches suffer from the

enormous computational consumption and are hence limited only to simple

geometrical configurations with low to moderate Reynolds numbers. The

Reynolds-averaged Navier–Stokes (RANS) approach associated with a

turbulent Prandtl number Prt accounting for the turbulent heat flux based

on Reynolds analogy is still, at least in the current state in most of the

circumstances, the only feasible approach for practical engineering

applications. However, the conventional choice of Prt in the order of

0.9~unity in many commercial computational fluid dynamics codes is not

valid for the low-Prandtl number liquid metal. In this study, LES/DNS

simulation results of a simple forced turbulent channel flow up to a friction

Reynolds number Reτ of 2000 at Pr of 0.01 and 0.025 were used as references,

to which the Reynolds-averaged Navier–Stokes approach with varying Prt was

compared. It was found that the appropriate Prt for the RANS approach

decreases with bulk Peclet number Peb and approaches a constant value of
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1.5 when Peb becomes larger than 2000. Based on this calibrated relation with

Peb, a newmodel for Prt used in the RANS approachwas proposed. Validation of

the proposed model was carried out with available LES/DNS results on the local

temperature profile in the concentric annulus and bare rod bundle, as well as

with experimental correlations on the Nusselt number in a circular tube and

bare rod bundle.

KEYWORDS

low-Prandtl number liquid metal, turbulent heat transfer, turbulent Prandtl number,
RANS, CFD

Highlights

1) Proposal of a new model for the turbulent Prandtl number in

the RANS approach for engineering applications.

2) Validation of the proposed model with available LES/DNS

results of the local temperature profile in the concentric

annulus and bare rod bundle.

3) Validation of the proposed model with experimental

correlations on the Nusselt number in a circular tube and

bare rod bundle.

1 Introduction

Low-Prandtl number liquid metals are considered as

promising candidate coolants in various innovative nuclear

systems, such as the sodium-cooled fast reactor (SFR), the

liquid lead–cooled fast reactor (LFR), and the accelerator-

driven sub-critical system (ADS), due to their high molecular

heat conductivity in favor of the reactors’ reliability and safety

(Roelofs, 2019). With the fast development of computational

power, more and more attention has been paid to applying the

computational fluid dynamics (CFD) methods for detailed

analysis of three-dimensional thermal–hydraulic behavior,

especially in nuclear fuel assembly design (Cheng and Tak,

2006b; Marinari et al., 2019; Chai et al., 2019). However,

modeling of turbulent heat flux in low-Prandtl number

liquid metal flow remains a challenging task when using

CFD methods to solve the turbulent flow heat transfer

behavior (Shams, 2019). Advanced high-fidelity numerical

approaches represented by the wall-resolved large eddy

simulation (LES) method and the direct numerical

simulation (DNS) method can provide detailed insight into

the physics of the flow and the associated heat transfer (Tiselj

et al., 2019). However, these approaches are limited to simple

flow configurations and low to moderate Reynolds numbers

due to their rather high requirement of computational

capacities. Hence, Reynolds-averaged Navier–Stokes

(RANS) method is still at least in the current state, in most

cases, the only practically feasible approach to deal with high

Reynolds industrial flows, especially those in complex

geometries such as those encountered in typical nuclear

fuel assemblies (Shams et al., 2019). It is thus important to

assess and improve the accuracy of the RANS approach and

the associated models for turbulent heat transfer. With this

objective in mind, simulation results of the velocity and

temperature field obtained by LES or DNS are, hence, very

valuable references to which RANS models can be compared

and calibrated.

Compared to conventional fluids with the Prandtl

number in the order of unity, such as water or air, heat

transfer in the low-Prandtl number liquid metal is

characterized by the high contribution of molecular heat

conduction even in high turbulent flow. Consequently,

temperature change in the boundary layer is much

smoother, even in the very thin laminar sub-layer. In the

classical RANS approach with conventional turbulence

models, turbulent heat transfer is often predicted solely

from the knowledge of turbulent momentum transfer

based on the concept of the so-called Reynolds analogy

(Cheng and Tak, 2006a), in which the turbulent heat

conductivity at (or eddy conductivity) is given by the ratio

between turbulent momentum conductivity ]t (or eddy

diffusivity) and a turbulent Prandtl number (Prt)

according to:

at � ]t
Prt

. (1)

It is well acknowledged that an accurate prediction of Prt
is of crucial importance in modeling turbulent heat transfer in

the low-Prandtl number liquid metal flows. For instance, as

pointed out by Cheng and Tak (2006b), a decrease in the

Nusselt number of about 30% can be obtained by increasing

Prt from 0.9 to 1.5. However, the conventional choice of Prt as

a constant value of 0.85–0.9, with which satisfying results of

the turbulent heat flux can be obtained for most of the

engineering purposes with fluid of Prandtl number in the

order of unity, is not valid for a low-Prandtl number liquid

metal.

In the past, extensive studies were carried out to derive

appropriate expressions for Prt for the low-Prandtl number

liquid metal. In general, two types of models can be found in

the open literature, the first type specifies Prt as a global value

depending on the bulk flow parameters such as the bulk
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Reynolds number Reb or/and the bulk Peclet number Peb
represented by the early model of Aoki (1963).

Pr−1t � 0.014 Re0.45b Pr0.2 [1 − exp( −1
0.014 Re0.45b Pr0.2

)]. (2)

The models of Reynolds (1975).

Prt � (1 + 100Pe−0.5b ) · ( 1
1 + 120Re−0.5b

− 0.15). (3)

Also, the model of Jischa and Rieke (1979).

Prt � 0.9 + 182.4
PrRe0.888b

. (4)

The model by Cheng and Tak (2006b).

Prt � 4.12, if Peb ≤ 1000

Prt � 0.01Peb[0.018Pe0.8b − (7.0 − A)]1.25, if 1000<Peb ≤ 6000
, (5)

in which the constant A is given as:

A � 5.4 − 9 × 10−4Peb, if 1000<Peb ≤ 2000,
A � 3.6, if 2000<Peb ≤ 6000.

(6)

The second type gives Prt as a local varying value depending

on the local flow parameters such as the local eddy diffusivity,

represented by the model of Kays (1994).

Prt � 0.85 + 0.7
Pet

, (7)

where the turbulent Peclet number Pet is defined as:

Pet � ]t
]
Pr. (8)

Figure 1 compares the Prt calculated with the model of Aoki

(1963), Reynolds (1975), Jischa and Rieke (1979), and Cheng and

Tak (2006b) for bulk Peclet number Peb up to 2,800 at Pr of 0.01

(corresponding to a Reb up to 280,000). Also included in the

figure is the proposed model for Prt in the current study given by

Eq. 21. It is observed that first, Prt generally decreases with

increasing Peb. Second, Prt tends to approach a constant value

between 1 and 2 as Peb becomes larger than 2000 except for the

model of Cheng and Tak (2006b). Prt predicted by the model of

Cheng and Tak (2006b) is generally larger than all the other

models. Finally, a rather scattering distribution exists in the

predicted values of Prt obtained by different models proposed

in the literature, especially in the range of Peb lower than 1,000. A

possible reason for the scattering is due to the lack of reliable and

consistent experimental data on turbulent heat transfer in liquid

metal flows.

With the fast-growing computational capacities, advanced

high-fidelity numerical approaches such as wall-resolved LES

method and DNS method become more and more attractive to

provide detailed insight into the physics of the flow and the

associated heat transfer. Due to their high demands of

computational capacities, LES and DNS simulations are

often, at least in the current state, limited to rather simple

geometrical configurations. Nevertheless, simulation results

of LES and DNS are very valuable references to which RANS

models can be compared and calibrated. In the current study,

LES and DNS results of a simple fully developed forced

turbulent channel flow of low-Prandtl number fluid (Pr �
0.01 and 0.025) up to Reτ of 2000 were used as references to

assess RANS modeling of the turbulent heat transfer by means

of the turbulent Prandtl number concept. RANS simulations

of the forced turbulent channel flow with boundary conditions

following those in LES/DNS settings were performed by

systematically varying Prt from 0.9 up to 8.0. Based on the

comparison of the dimensionless temperature field and/or

bulk Nusselt number Nub calculated by the RANS approach

with those obtained by LES/DNS simulations, an appropriate

choice of the Prt associated with the RANS approach can be

obtained and a new model for Prt was then proposed and

validated.

2 Large eddy simulation and direct
numerical simulation results on fully
developed forced turbulent channel
flow of low-Prandtl number fluid

As depicted in Figure 2, a fully developed forced turbulent

channel flow of low-Prandtl number fluid heated by a uniform

heat flux qw on both walls is a simple scenario which has been

extensively investigated in the open literature by means of LES

and DNS. Table 1 summarizes the representative LES and DNS

simulations in the ascending order of the bulk Peclet number Peb.

FIGURE 1
Comparison of turbulent Prandtl numbers obtained with
different models (molecular Prandtl Pr = 0.01).

Frontiers in Energy Research frontiersin.org03

Huang et al. 10.3389/fenrg.2022.928693

33

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2022.928693


The channel flow is characterized by the friction Reynolds

number Reτ which is defined with the friction velocity uτ and

the channel half height δ according to:

Reτ � uτ · δ · ρ
μ

, (9)

in which the friction velocity uτ is defined with relation to the

wall shear stress τw as:

uτ �



τw
ρ

√
, (10)

where ρ and μ stand for the fluid density and dynamic

viscosity, respectively. The bulk velocity ub is an average

channel flow velocity defined as:

ub � 1
δ
∫δ
0

udy, (11)

which is then used to define the bulk Reynolds number

Reb as:

Reb � ub · 2δ · ρ
μ

. (12)

The bulk Peclet number Peb is defined as:

Peb � Reb · Pr. (13)

Also included in Table 1 is the global heat transfer

performance characterized by the bulk Nusselt number Nub
defined as:

Nub � qw · 2δ
λ · (Tw − Tb), (14)

where the bulk temperature Tb is the average channel flow

temperature which is defined as:

Tb � 1
ub · δ∫

δ

0

(u · T)dy. (15)

For the purpose of assessing RANS approach, DNS results of

Kawamura et al. (1999) with Pr � 0.025 and Reτ � 180, 395,

DNS results of Abe et al. (2004) with Pr � 0.025 and Reτ � 1020,

as well as DNS results of Bricteux et al. (2012) with Pr � 0.01 and

Reτ � 180, 590, LES results of Duponcheel et al. (2014) withPr �
0.01, 0.025 and Reτ � 2000 were chosen as references. The

corresponding bulk Reynolds number Reb covers a wide range

FIGURE 2
Sketch of the fully developed forced turbulent channel flow heated by a uniform heat flux qw on both sides of the walls.

TABLE 1 Summary of LES/DNS simulation on fully developed turbulent channel flow for low-Prandtl number fluid.

Source Pr [-] Reτ [-] Reb [-] Peb [-] Nub [-] CFD method

Bricteux et al., (2012) 0.01 180 5,600 56 Not available DNS

Kawamura et al., (1999) 0.025 180 5,600 140 Not available DNS

Bricteux et al., (2012) 0.01 590 22,000 220 6.02 LES

Kawamura et al., (1999) 0.025 395 13,500 337.5 Not available DNS

Duponcheel et al., (2014) 0.01 2000 87,000 870 8.44 LES

Abe et al., (2004) 0.025 1,020 41,000 1,025 Not available DNS

Duponcheel et al., (2014) 0.025 2000 87,000 2,175 14.39 LES
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from 5,600 up to 87,000, while the bulk Peclet number Peb is

varied in the range from 56 up to 2,175.

3 Reynolds-averaged Navier–Stokes
approach associated with turbulent
Prandtl number concept

3.1 Geometrical setups and boundary
conditions

As depicted in Figure 3, a quasi-2D RANS simulation of the

fully developed channel flow was performed in the current study

with the commercial CFD software package Ansys CFX. An

arbitrary channel half height δ of 0.01 m (y-direction) was

chosen, while the channel streamwise (x-direction) length was

set as 80 times of δ. For a quasi-2D simulation, only 1 cell element

was extruded in the spanwise direction (z-direction) and

symmetrical conditions were specified on the two boundaries

of the spanwise direction. A translational periodic boundary

condition was specified on the two boundaries of the

streamwise direction, in order to obtain the fully developed

flow conditions. A constant uniform heat flux was given for

the top and bottom boundaries following the LES/DNS settings.

Table 2 summarizes the most important boundary

parameters of the RANS simulations performed in the current

study. The flow is assumed to be incompressible with constant

thermal–physical properties as in consistency with the LES/DNS

settings. The governing equations are the RANS equations for

incompressible flow with constant thermal–physical properties

and the energy conservation equation for temperature. Due to

the periodic boundary condition in the streamwise direction and

the constant wall heat flux on the top and bottom walls, the

temperature will continuously increase in the streamwise

direction and a fully developed flow condition will never be

achieved. Therefore, a negative volumetric heat source was

specified in the RANS simulation, which takes exactly the

same amount of energy away as given to the domain by the

heat flux on the top and bottom walls. High-resolution advection

scheme and turbulence numerics were chosen to ensure a second

order accuracy. The buoyancy effect due to the temperature

difference in the channel height direction (y-direction) is

negligibly small, hence not considered in the RANS

simulations. This is justified by the fact that the bulk

Richardson number Rib for the RANS setups according to the

following equation is quite small (<<1):

Rib � g · β · (Tw − Tb) · δ
u2
b

, (16)

where g and β are the gravitational acceleration and the

thermal expansivity, respectively.

3.2 Presentation of the Reynolds-
averaged Navier–Stokes results:
normalization in friction units

The mean streamwise velocity profile and mean temperature

profile in the channel height direction (y-direction) are

normalized with the friction velocity uτ and friction

temperature Tτ , respectively. The friction velocity is already

FIGURE 3
Sketch of the mesh structure and boundary conditions used in RANS simulation of the fully developed forced turbulent channel flow.

TABLE 2 Summary of boundary parameters for RANS simulations of
fully developed forced turbulent channel flow for low-Prandtl
number fluid.

Turbulent Prandtl number 0.9, 1.5, 2.0, 4.0,
6.0, 8.0

Turbulence model k − ω, k − ϵ, SST
Mesh size: y+

1 0.1, 0.2, 0.6

Boundary type: streamwise (X) Translational periodic

Boundary type: channel height (Y) No-slip wall with uniform heat flux

Boundary type: spanwise (Z) Symmetric
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defined in Eq. 10 with relation to the wall shear stress τw. The

friction temperature Tτ is defined with relation to the wall heat

flux qw as follows:

Tτ � qw
ρ · cp · uτ

, (17)

where cp stands for the specific heat capacity at constant

pressure.

The mean streamwise velocity profile is hence characterized

by the normalized dimensionless mean velocity u+ given as:

u+ � u

uτ
. (18)

The mean temperature profile is characterized by the

normalized dimensionless mean temperature θ+ according to:

θ+ � Tw − T

Tτ
, (19)

where Tw is the wall temperature of the heated top or bottom

wall. Both the dimensionless velocity and dimensionless

temperature profile are specified in terms of a dimensionless

universal wall distance y+ defined as:

y+ � uτ · y · ρ
μ

, (20)

where y is the actual distance to the wall.

3.3 Effect of mesh refinement and
turbulence model

As also included in Figure 3, a block-structured mesh consisting

of only hexahedra was used in RANS simulations. The mesh nodes

are uniformly distributed among the streamwise direction

(x-direction), while local refinement was specified in the

y-direction when approaching the top and bottom wall, in order

to ensure at least a dimensionless universal wall distance of the first

interior node y+
1 < 1 as required for the wall-resolved low-Reynolds

number turbulence model in RANS simulations, that is, the k − ω

model and the shear stress transport (SST) model. The mesh

sensitivity study was performed for the LES case of Pr � 0.01

and Reτ � 2000 (Duponcheel et al., 2014) (corresponding Reb
and Peb are 87,000 and 870, respectively). The wall-resolved k −
ω turbulencemodel and a constant turbulent Prandtl number Prt of

2.0 were used for all the tested meshes. For the mesh sensitivity

study, three different levels ofmesh refinement were studiedwith the

same block structure as displayed in Figure 3. The total cell numbers

of the three meshes were 3,713, 5,841, and 15,721, respectively,

meaning that the highest density mesh is 4.23 times finer than the

smallest-density mesh. The corresponding values of y+
1 were 0.6, 0.2,

and 0.1, respectively.

Figure 4 compares the normalized mean streamwise velocity

profile (u+) and the normalized mean temperature profile (θ+)
obtained with the three tested meshes. It is observed that the mean

streamwise velocity calculated with mesh 1 is slightly higher than

that obtained with mesh 2 and mesh 3 in the near wall region with

y+ lower than 5, while the difference among the velocity profile

obtained with mesh 2 and mesh 3 is negligibly small. Furthermore,

the mean temperature profile obtained with the three tested meshes

agrees well with each other, despite a large difference in the total cell

number and mesh refinement. The bulk Nusselt number Nub
obtained by RANS simulations with the three different meshes

are 8.81, 8.81, and 8.84, respectively. In conclusion, mesh 2 with y+
1

FIGURE 4
Mesh sensitivity study: comparison of the (A) mean velocity
profile and (B) mean temperature profile normalized in a friction
unit obtained with different meshes.
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of 0.2 was hence chosen for the RANS simulations henceforth in the

current study.

Two types of turbulence models are available in CFX, that is,

the wall-resolved low-Reynolds number turbulence model with

which the boundary layer is fully resolved, and the wall-

unresolved high-Reynolds number turbulence model with

which the boundary layer is approximated relying on a

logarithmic wall function. For the present analysis, the wall-

resolved k − ω and SST turbulence model as well as the wall-

unresolved k − ϵ turbulence model were tested. Figure 5 shows

the mean streamwise velocity profile and the mean temperature

profile normalized in fiction unit for the case of Pr � 0.01 and

Reτ � 2000. A constant turbulent Prandtl number Prt of 2.0 was

specified for all the RANS simulations. It is observed that the

temperature profile is hardly influenced by the turbulence model.

In the logarithmic region where y+ becomes larger than 60, the

velocity profile calculated by the different turbulence model

agrees well with each other. The difference in the velocity

profile in the near wall region (y+ < 30) is to be expected,

since the k − ϵ model applies the logarithmic wall function for

the complete boundary layer. The bulk Nusselt numbers Nub
obtained with k − ϵ, k − ω, and SST model are 8.72, 8.81, and

8.84, respectively. The k − ω turbulence model was chosen for the

RANS simulations henceforth in the current study.

FIGURE 5
Effect of different turbulence models on (A) mean velocity
and, (B) mean temperature profile in friction unit. FIGURE 6

RANS approach with varying turbulent Prandtl numbers: (A)
effect on normalizedmean temperature; (B) effect on bulk Nusselt
number.
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3.4 Effect of turbulent Prandtl number Prt

To study the effect of the turbulent Prandtl number Prt, the

same case of Pr � 0.01 at Reτ � 2000 as in the mesh sensitivity

study was further investigated. In the RANS simulations, Prt was

systematically varied from 0.9, 1.2, 1.5, 2.0, 2.5, 3.0, 3.5 up to 4.0.

The same mesh with y+
1 of 0.2 (mesh 2) and the same k − ω

turbulence model were employed. Since the velocity field is

hardly affected by Prt for incompressible flow with constant

thermal–physical properties, Figure 6A shows only the

normalized mean temperature profile obtained by the RANS

simulations. For a better demonstration of the results, only RANS

results of Prt = 0.9, 2.0, and 4.0 are shown in the figure (the

RANS simulation results with the optimum value of Prt = 2.3 are

also included in Figure 6A and will be discussed later.). The

corresponding LES results obtained by Duponcheel et al. (2014)

are shown as a straight line in the subfigure for comparison with

RANS results. Also included in the figure is the theoretical linear

law of the temperature profile θ+ � Pr · y+ (dashed line) (Kader,

1981). It is shown as follows:

1) Compared to conventional fluid with the Prandtl number in

the order of unity, for which the linear law is valid only in the

very thin laminar sub-layer of y+ generally much smaller than

30, the theoretical linear law is still valid at a wall distance of

y+ up to 60~70 for low-Prandtl number fluid. This indicates

that the heat transfer in this region is dominated by the

molecular effect of heat conduction. Consequently, no

difference can be observed in the temperature profiles

obtained with RANS of different Prt and they all agree

well with the temperature profile obtained by LES.

2) As y+ becomes larger than 100, the theoretical linear law is no

longer valid. The temperature profile given by the linear law is

much steeper than that calculated by LES, which indicates

that the turbulent diffusivity also becomes important in the

heat transfer in addition to the molecular effect of heat

conduction. It is clearly seen that the temperature profile

now depends strongly on Prt. The temperature profile

obtained with the conventional choice of Prt= 0.9 is much

smoother than that calculated by LES, which indicates that

the global heat transfer, that is, the heat transfer contribution

due to turbulent diffusivity is obviously overestimated. With

Prt increasing from 0.9 to 1.5 and 4.0, the temperature profile

becomes steeper and an optimum value of Prt for the RANS

approach exists apparently in the range of 1.5–4.0.

In order to obtain the optimum value of Prt for the

investigated case of Pr = 0.01 at Reτ = 2000, the global heat

transfer behavior was also studied. Figure 6B shows the bulk

Nusselt number Nub obtained in the RANS simulations with

different Prt (shown as line with circular symbols), compared

with that obtained by LES (red straight line) of Duponcheel et al.

(2014). It is observed that with Prt = 0.9, the bulk Reynolds

number was overestimated by about 40%. The conventional

choice of Prt � 0.9 is clearly not valid for low-Prandtl number

fluid. The bulk Nusselt number Nub decreases with increasing

turbulent Prandtl number Prt and an optimum value of Prt is

apparently located in the interval between 2.0 and 2.5. Therefore,

further RANS simulations with Prt = 2.1, 2.2, 2.3, and 2.4 were

carried out and the optimum value was finally found at Prt � 2.3

(shown as the diamond symbol in Figure 6B), for this value; the

Nub obtained by RANS simulation is equal to that obtained by

LES. The temperature profile obtained with Prt � 2.3 was also

included in Figure 6A with triangular symbols and it agrees well

with that obtained by LES (straight line).

4 Development of a new turbulent
Prandtl number model for Reynolds-
averaged Navier–Stokes approach

4.1 Proposal of a new turbulent Prandtl
number model for Reynolds-averaged
Navier–Stokes approach

The aforementioned approach to determine the optimum

value of Prt for the RANS approach was also conducted for

further selected LES/DNS cases listed in Table 1, for which the

bulk Nusselt numbers Nub were reported in the respective

sources, that is, for the case with Pr � 0.01 at Reτ � 590

(Bricteux et al., 2012) and for the case with Pr � 0.025 at Reτ �
2000 (Duponcheel et al., 2014). For the purpose of developing a

suitable model for Prt, RANS simulations were also performed

for the case with Pr � 0.01 at Reτ � 180 (Bricteux et al., 2012)

FIGURE 7
Development of a new model of the turbulent Prandtl
number for RANS with LES/DNS results in turbulent channel flow
as a reference.
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and for the case with Pr � 0.025 at Reτ � 1020 (Abe et al., 2004).

Although no values of Nub were provided in the DNS

simulations of the aforementioned two cases, the optimum

value of Prt for the RANS simulation was found solely by

comparing the temperature profile. Overall, RANS simulations

were performed for five cases of different Pr and Reτ
(corresponding Reb and Peb covering the range from 5,600 to

87,000 and from 140 to 2,175, respectively). By comparing the

temperature profile or/and bulk Nusselt number obtained in

RANS simulations with those obtained in their respective LES/

DNS simulations, the optimum values of Prt for the RANS

approach were determined for the five cases, as shown with

the five circular symbols in Figure 7.

It is observed that

1) Apparently, the turbulent Prandtl number Prt can be

correlated solely with the bulk Peclet number Peb
independent of Prandtl number Pr.

2) Furthermore, Prt decreases with increasing Peb and tends to

approach a constant value of 1.5 when Peb becomes larger

than 2000. This behavior is in general agreement with other

models proposed in the literature as shown in Figure 1.

3) More importantly, the fact that Prt approaches a constant

value for large bulk Peclet number Peb (corresponding also to

a large bulk Reynolds number Reb) means that no further

LES/DNS simulations are required for those large Reynolds

numbers when developing a suitable model for Prt.

4) Therefore, the following simple model for Prt was proposed

for the usage in the RANS approach, in which Prt was

assumed as a function of the bulk Peclet number Peb
(shown with the red straight line in Figure 7).

Prt � 1.5 + 7.745 · e−0.00318·Peb . (21)

5) Since the proposed newmodel in Eq. 21 was derived based on

LES/DNS results, the validity range of the new model should

be limited to the range as specified in LES/DNS simulations as

summarized in Table 1. Therefore, the validity range of Peb
should be from 56 to 2,175 with a validity range of Pr from

0.025 to 0.01.

For assessment of the proposed model for the turbulent

Prandtl number, RANS simulation was performed with Prt
calculated from the new model for the case of Pr � 0.01 at Reτ �
180 (corresponding bulk Reynolds number Reb is 5,600 and bulk

Peclet number Peb is 56) for which DNS results of the

temperature profile are given in Bricteux et al. (2012), and for

the case of Pr � 0.025 at Reτ � 395 (corresponding Reb is

13,500 and Peb is 337.5), for which DNS results of the

temperature profile are given in Kawamura et al. (1999). In

the RANS simulations, Prt was then calculated with the proposed

model given by Eq. 21. For the case of Pr � 0.025 at Reτ � 395,

the Prt calculated with the proposed model is 4.15, while for the

case of Pr � 0.01 at Reτ � 180 the calculated Prt is 7.98. Figure 8

compares the two cases of the normalized temperature profiles

calculated by RANS simulations with those obtained by their

respective DNS simulations. It is observed that, despite the fact

that only five points were used to develop the new model for Prt,

the agreement between the RANS and DNS results is acceptable,

which justifies the adequacy of the proposed model.

4.2 Validation of the proposed turbulent
Prandtl number model for Reynolds-
averaged Navier–Stokes approach

The general strategy for validation of the proposed new

model for the turbulent Prandtl number for the RANS

approach is divided into the following two phases:

1) Phase I: taking LES/DNS results on the local temperature

profile in the concentric annulus and bare rod bundle heated

by constant uniform heat flux as a reference, with which

RANS simulations results with the new model for Prt will be

compared. In the current study, we chose the LES/DNS

simulation performed in a concentric annular channel by

Lyu et al. (2015) and Marocco (2018) with a bulk Reynolds

number of 8,900 at Pr � 0.026 and the LES simulation

performed in a bare rod bundle by Shams et al. (2018)

with a bulk Reynolds number of 54650 at Pr � 0.016 as a

reference.

2) Phase II: LES/DNS simulations in the concentric annulus and

bare rod bundle can provide detailed information about the

FIGURE 8
Assessment of the proposed model for the turbulent Prandtl
number with DNS results for Pr = 0.025 at Reτ = 395, and for Pr =
0.01 at Reτ = 180: comparison of the mean temperature profile
normalized in a friction unit.
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local temperature profile, but are only available to a rather

low-Reynolds number and Peclet number due to the

enormous computational requirement. From the

engineering point of view, the most important parameter

to be considered is the heat transfer behavior in terms of the

bulk Nusselt number Nub. Therefore, in the second phase of

the validation process, experimental correlations on the bulk

Nusselt number Nub developed for a circular tube and bare

triangular rod bundle were taken as a reference, with which

RANS simulations results with the new model for Prt will be

compared. The reason for selecting a circular tube and bare

triangular rod bundle lies mainly in the fact, that most of the

experimental investigations on turbulent heat transfer with

the low-Prandtl number liquid metal were actually conducted

with these two kinds of geometries and various experimental

correlations were available in the open literature as

summarized in OECD (2015).

4.2.1 Phase I: validation based on large eddy
simulation/direct numerical simulation results
for a local temperature profile in the concentric
annulus and bare rod bundle

As the first step of the validation process phase I, a

concentric annular channel heated on both walls as depicted

in Figure 9A was considered due to its closeness to the sub-

channel in a bare rod bundle (Ma et al., 2012). LES/DNS

simulations on the fully developed state of turbulent heat

transfer in the annular channel were performed at Pr �
0.026 with a bulk Reynolds number Reb � 8900 by Lyu et al.

(2015) and Marocco (2018). The ratio of the outer diameter Ro

to the inner diameter Ri is 2. In the LES simulation, the annular

channel was heated with a constant uniform heat flux on both

walls. Since the flow and heat transfer situation on the inner

wall is closer to that in a rod bundle, only the LES results

normalized based on the parameters of the inner wall were

taken as a reference.

Following the LES setting, RANS simulation was performed

with the Prt given by the new model proposed in the current

study. With Pr � 0.026 at Reb � 8900, the corresponding bulk

Peclet number Peb is 231 and the turbulent Prandtl number Prt

FIGURE 9
(A) Sketch of a concentric annular channel heated uniformly on both walls and (B) mesh used in the RANS simulations.

FIGURE 10
Validation of the proposed model on turbulent Prandtl
number: a heated concentric annular channel.
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calculated with the new model is hence 5.2. Lead–bismuth

eutectic (LBE) with constant thermal–physical properties

taken from the OECD Handbook on a heavy liquid metal

(OECD, 2015) was chosen as a working fluid. An arbitrary

inner diameter Ri of 10 mm was chosen for the RANS

simulation, while the outer diameter Ro is 20 mm following

the setting in the LES simulation. The hydraulic diameter of

the annular channel is then 10 mm. The channel length in the

flow direction L was set as 250 times of the channel hydraulic

meter in the RANS simulations, in order to assure the

establishment of a fully developed state in the channel.

Constant and uniform velocity and temperature were given to

the inlet boundary, while a constant pressure was specified at the

outlet boundary. Both inner and outer walls of the annular

channel were modeled as no-slip walls for the velocity field

and a constant uniform heat flux was imposed for the

temperature field. Also included in Figure 9B is the detail of

the mesh structure in RANS simulation. As recommended in the

mesh sensitivity study in Section 3.3, the block-structured

hexahedral mesh was used with local refinement close to both

heated walls.

Figure 10 shows the fully developed normalized mean

temperature profile in the radial direction of the annular

channel. The wall distance was determined relative to the

inner wall and the mean temperature was also normalized

with friction temperature and wall temperature on the inner

wall. It is observed that the temperature profile obtained by the

RANS simulation with the new model for Prt agrees well with

that given by LES simulation in the literature (Lyu et al., 2015;

Marocco, 2018). RANS simulation with the Kays model, which

gives local varying Prt depending on local flow parameters

(Eq. 7), was also performed. As depicted in Figure 10,

temperature profiles predicted by the Kays model and by the

new model proposed in this study agree well with each other.

A further validation of the proposed new model for the

turbulent Prandtl number was performed in a loosely spaced bare

FIGURE 11
(A) Sketch of a hexagonal rod bundle heated uniformly on walls and (B) mesh used in the RANS simulations.

FIGURE 12
Validation of the proposed model on the turbulent Prandtl
number: a hexagonal rod bundle.

Frontiers in Energy Research frontiersin.org11

Huang et al. 10.3389/fenrg.2022.928693

41

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2022.928693


rod bundle, for which wall-resolved large eddy simulation (LES)

on the fully developed state of turbulent heat transfer with liquid

lead at an operating temperature of 440°C (corresponding to a

Pr � 0.016) was performed at a bulk Reynolds number of 54,650

(Shams et al., 2018). As depicted in Figure 11A, the diameter (D)

of the rod is 10.5 mm and the pitch (P) between the rods is

13.86 mm, corresponding to a pitch-to-diameter ratio P/D of

1.32. The computational domain consists of two adjacent sub-

channels with a hydraulic diameter of 9.67 mm. Liquid lead with

constant thermal–physical properties at 440°C is considered as a

working fluid. In the RANS simulation, the channel flow length

was set at 300 times of the hydraulic diameter for the

establishment of a fully developed state. All the rods were

modeled as no-slip walls imposed with a constant uniform

wall heat flux. Following the LES settings, the arrows of the

same color (Figure 11A) indicate that the side planes have been

connected with the periodic boundary conditions. Also included

in Figure 11B is the block-structured mesh used in the RANS

simulation, following the recommendation derived from the

mesh sensitivity study in Section 3.3.

Figure 12 compares, then, the fully developed temperature

profile in the gap region of the two sub-channels (as indicated

with a red arrow in Figure 11A). It is observed that the

temperature profile obtained by RANS simulation with the

new model for Prt agrees well with that provided by LES

(Shams et al., 2018). Similar to the case in the annular

channel, temperature profiles predicted by the Kays model

and by the new model proposed in this study agree well with

each other.

4.2.2 Phase II: validation based on experimental
correlations for the Nusselt number in a circular
tube and bare rod bundle

The first step of validation phase II was performed in a

circular tube, for this geometry has been studied intensively from

an experimental point of view. Many correlations on the

turbulent heat transfer behavior (in terms of the bulk Nusselt

number Nub) are available in the open literature. However, a

common agreement is not yet available, as often contradictory

conclusions were reported by different authors (OECD, 2015).

We take, as recommended in the OECD Handbook on the heavy

liquid metal (OECD, 2015) based on a critical review of the

available literature for the experimental data and proposed

correlations, the following three correlations as references for

comparison with RANS results. All the correlations predict the

heat transfer behavior of liquid metal in a similar way as

represented by the bulk Nusselt number Nub and bulk Peclet

number Peb.

1) Correlation of Lyon (1949), Lyon (1951) as an upper limit for

the bulk Nusselt number.

Nub � 7.0 + 0.025 · Pe0.8b . (22)

2) Correlation of Kutateladze et al. (1959) as a lower limit for the

bulk Nusselt number.

Nub � 5.0 + 0.0021 · Pe1.0b . (23)

3) Correlation of Notter and Sleicher (1972) as the best general

applicable correlation for all the investigated liquid metals

including sodium (Na) and sodium–potassium alloys (NaK),

pure lead (Pb), and lead–bismuth eutectic (LBE) as well as

pure mercury (Hg).

Nub � 6.3 + 0.0167 · Pe0.85b Pr0.08. (24)

It should be noted that all the aforementioned correlations

were proposed for the thermal boundary condition of the

uniform wall heat flux and have been developed for fully

developed turbulent flow conditions with bulk Reynolds

numbers Reb in the range between 104 and 106. As depicted

in Figure 13, RANS simulations were, hence, performed in a

circular tube heated with a uniform wall heat flux. Constant

uniform velocity and inlet temperature were given at the inlet

boundary, while a constant pressure boundary condition was set

at the outlet boundary. In order to achieve the fully developed

state, the streamwise length of the tube was set as 250 times of the

tube diameter. RANS simulations were performed for a

lead–bismuth eutectic (LBE) with constant thermal–physical

properties at Pr � 0.025. The bulk Reynolds number Reb
determined with the bulk flow velocity of the tube, covers a

wide range between 104 and 4 × 105, while the corresponding

bulk Peclet number Peb varies between 250 and 1,000. The block-

structured mesh with local refinement toward the heated tube

wall was used in all the RANS simulations, in accordance with the

recommendation given by the mesh sensitivity study in

Section 3.3.

Figure 14 compares then the bulk Nusselt number Nub
obtained in RANS simulations with that calculated with the

experimental correlations of Eqs. 22–24. With the conventional

choice of Prt � 0.9, the bulk Nusselt number is largely

overpredicted. RANS simulations with the Kays model for Prt
still overpredict the bulk Nusselt number, since a good

agreement with the upper limit defined by the correlation of

Lyon (1949), Lyon (1951) is observed. With the proposed new

model for Prt, on the other hand, a much better agreement with the

experimental correlations is achieved. The bulk Nusselt number

Nub obtained with the proposed new model for Prt lies within the

range of the upper and lower limit defined by the correlation of Lyon

(1949), Lyon (1951), and Kutateladze et al. (1959), respectively, and

it agrees well with that given by the correlation ofNotter and Sleicher

(1972), which is recommended as the best general applicable

correlation for all the investigated liquid metals including sodium

(Na) and sodium–potassium alloys (NaK), pure lead (Pb) and

lead–bismuth eutectic (LBE) as well as pure mercury (Hg).

In the second step of validation phase II, a bare rod bundle in

the hexagonal arrangement was investigated, for which most of
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the experiments were performed in hexagonal arrays or bundles

(OECD, 2015). Based on a review of available experimental data,

the following three correlations were chosen as references. All the

correlations express the bulk Nusselt number Nub in a similar

way in terms of the bulk Peclet number Peb and the pitch-to-

diameter ratio (P/D).

1) Correlation of Gräber and Rieger (1972).

Nub � 0.25 + 6.2(P
D
) + [0.032(P

D
) − 0.007] · Pe0.8−0.024 P

D( )
b .

(25)

2) Correlation of Ushakov et al. (1977).

Nub � 7.55 − 20(P
D
)−13

+ 3.67
90

(P
D
)−2

· Pe0.19 P
D( )+0.56

b . (26)

3) Correlation of Mikityuk (2009).

Nub � 0.047 · [1 − e−3.8
P
D−1( )] · (Pe0.77b + 250). (27)

It should be noted, that the aforementioned Eqs. 25–27 were

developed based on the experimental data of alkali metals such as

liquid sodium (Na) or sodium–potassium alloy (NaK). However,

as reviewed by Mikityuk (2009), the three correlations were

recommended in the OECD Handbook on the heavy liquid

metal (OECD, 2015) as the most relevant engineering heat

transfer correlations for heavy liquid metal flows, that is, LBE

or liquid lead. Similar to the correlations proposed for a circular

tube, the aforementioned three correlations for the bare rod

bundle are defined for the fully developed state. Table 3

summarizes the validity range of the respective correlations in

terms of the pitch-to-diameter ratio and bulk Peclet number.

However, it should be noted that in the review conducted by

Mikityuk (2009), all the three correlations were recommended

for use in the range of P/D � 1.1 ~ 1.95 and bulk Peclet number

Peb of 30 ~ 5000.

FIGURE 13
(A) Sketch of a tube heated uniformly on the wall; (B) and (C) mesh used in the RANS simulations.

FIGURE 14
Validation of the proposed model on the turbulent Prandtl
number: heated tube.

TABLE 3 Summary of experimental correlations on the bulk Nusselt
number in a bare rod bundle of the hexagonal arrangement for the
low-Prandtl number liquid metal.

Source P/D [-] Peb [-]

(Gräber and Rieger, 1972) 1.2–2.0 150–4,000

Ushakov et al., (1977) 1.3–2.0 1–4,000

Mikityuk, (2009) 1.1–1.95 30–5,000
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Figure 15A defines the geometry investigated in the current

study, where a triangular bundle configuration is shown. One-

sixth of a sub-channel (a colored region in the figure) was

defined as a computational domain, in which a block-structured

hexahedral mesh was defined (Figure 15B). The definition of the

boundary conditions was specified in Figure 15C. The rod was

defined as a no-slip wall with a constant uniform heat flux,

while the symmetry boundary condition was imposed on the

other three side planes. In order to achieve a fully developed

state, a domain length of 300 times of the hydraulic diameter

was given in the flow direction. Constant uniform velocity and

temperature were specified in the inlet boundary and a constant

pressure condition was defined at the outlet boundary. LBE

with constant thermal–physical properties (corresponding

Prandtl number is 0.025) was chosen as a working fluid. In

the current study, four pitch-to-diameter ratios

P/D � 1.1, 1.2, 1.3, and 1.5 were investigated. For each

pitch-to-diameter ratio, RANS simulations were performed

for bulk Reynolds numbers

Reb � 10000, 20000, 40000, 60000, 100000, and 120000,

respectively. The corresponding bulk Peclet numbers Peb are

250, 500, 1000, 1500, 2500 , and 3000, respectively. The

turbulent Prandtl numbers Prt for RANS simulations

calculated with the new model are then

5.00, 3.08, 1.80, 1.57, 1.50, and 1.50, respectively.

Figures 16A–D compare, then, the bulk Nusselt number

obtained by RANS simulations with that given by the

experimental correlations Eqs. 25–27 for P/D � 1.1, 1.2, 1.3,

and 1.5, respectively. It is shown as follows:

1) The same trend of the bulk Nusselt numberNub increasing

with the bulk Peclet number Peb but decreasing with the P/D

ratio is predicted by all the three experimental correlations, as

well as by the RANS simulations.

2) For the tight-spaced bundle of P/D � 1.1, a large scattering

exists among the experimental correlations. Although the

values of Nub calculated with the correlation of Gräber

and Rieger (1972) and Ushakov et al. (1977) are still

comparable, they are both much higher than those

predicted by the correlation of Mikityuk (2009). Nub
obtained by the RANS approach with Prt � 0.9 is higher

than that obtained by the RANS approach with the new

FIGURE 15
(A) Sketch of a bare rod bundle uniformly on the wall; (B)mesh used in the RANS simulations. (C) boundary conditions is the RNAS simulations;
(D) sketch of the streamwise domain length.
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model for Prt. But they all lie within the range defined by the

three experimental correlations.

3) However, the situation is much different for the loosely

spaced rod bundle of P/D ratio larger than 1.2. Nub
predicted by the three correlations agrees well with each

other. In general, for the loosely spaced rod bundle, the

bulk Nusselt number obtained by the RANS approach with

the conventional choice of Prt � 0.9 is much higher than that

predicted by the experimental correlations. With the new

proposed model for Prt, however, a much better agreement

with the experimental correlations was able to be achieved.

Compared to the RANS simulations with the Kays model,

RANS simulations with the new model proposed in this study

show a comparable yet slightly better agreement with the

three experimental correlations.

5 Conclusion and outlook

In this study, LES/DNS simulation results of a fully

developed forced turbulent channel flow up to Reτ � 2000 at

Pr � 0.01 and 0.025 were used as a reference, to which the

RANS approach with the simple turbulent Prandtl number

concept was compared and calibrated. Based on the calibrated

relation with bulk Peclet number Peb , a new model for

turbulent Prandtl number Prt used in the RANS approach

was proposed and validated. The main conclusions derived are

summarized as follows:

1) Heat transfer characteristics of the low-Prandtl number liquid

metal depend strongly on the turbulent Prandtl number Prt.

An accurate estimation of Prt is of essential importance when

FIGURE 16
Validation of the proposed model on turbulent Prandtl number: bare rod bundle of P/D ratio equals (A) 1.1; (B) 1.2; (C) 1.3 and (D) 1.5.
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applying the RANS approach to simulate the turbulent heat

transfer of liquid metal. The conventional choice of Prt � 0.9

is proven to be not suitable for the liquid metal, with which

the bulk Nusselt number Nub could be overestimated by up

to 40%.

2) Taking the LES/DNS simulation results of the fully

developed forced turbulent channel flow as a reference,

the RANS approach with the turbulent Prandtl number

concept was assessed. It was found that the optimum value

of Prt used in the RANS approach for the low-Prandtl

number liquid metal decreases with bulk Peclet Number

Peb and tends to approach a constant value of 1.5 as Peb
becomes larger than 2000.

3) Based on the aforementioned relation between Prt and Peb,

a new model expressing Prt solely in dependence on Peb
was proposed in this study. Validation of the proposed

model was carried out with available LES/DNS results of a

local temperature profile in a concentric annulus and a

loosely spaced bare rod bundle, as well as with

experimental correlations on bulk Nusselt number Nub
in a circular tube and bare rod bundle in a triangular

arrangement. An overall good agreement of the RANS

simulation results with the LES/DNS results, as well as

with the experimental correlations was achieved, which

demonstrates the adequacy of the proposed new model for

Prt in this study.

4) To summarize, it could be concluded that the RANS approach

with the simple concept of a constant global turbulent Prandtl

number Prt is a suitable tool for simulating the forced

convective turbulent heat transfer with the low-Prandtl

number liquid metal, provided an appropriate Prt is

specified. The RANS approach with the turbulent Prandtl

number concept is, and will still be the only feasible approach

when dealing with industrial application of turbulent heat

transfer with the low-Prandtl number liquid metal. Therefore,

it is believed that the model developed in the current study

will have a promising perspective for engineering

applications.
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The lead-cooled fast reactor (LFR) is one of the most promising fast neutron

reactors usingmolten lead or the lead–bismuth eutectic (LBE) alloy as a coolant.

Under postulated severe accidents, the fuel rod of LFR may be damaged, which

would cause the release of fission gas, and the migration of fission gas bubbles

in the reactor molten pool will affect the release and absorption of radioactive

substances in the reactor. In this paper, a three-dimensional numerical study on

the release andmigration behavior of fission gas in themolten LBE pool of LFR is

carried out based on the volume of fluid method. The bubbles are continuously

released by gas injection, and the research mainly focuses on the detachment

time, the rising velocity, and the size of the bubble when it detaches at the

orifice. The coalescence of bubbles is observed, and the acceleration effect of

the bubble wake is confirmed. The distribution of the bubble terminal rising

velocity with diameter has no simple or linear relationship. The effects of the gas

injection velocity, the release depth, and the gas injection angle are studied. A

lower gas injection velocity will delay the detachment and reduce the size of the

bubble. The increase of release depth tends to release smaller bubbles. The

bubbles released from a vertical surface will attach to the wall. The simulations

and theoretical analysis are comparable and have similar tendencies. The

distribution of the bubble terminal rising velocity with equivalent diameter

may predict the migration behavior of bubbles in molten LBE.

KEYWORDS

lead-cooled fast reactor, lead–bismuth eutectic alloy, bubble migration, VOFmethod,
nuclear safety

Introduction

Fast neutron reactors can greatly improve the utilization rate of uranium resources

and reduce nuclear contamination through transmutation as well as improve the safety

during operation (Kelly, 2014; Pioro, 2016). As one of the members of fast neutron

reactors using a liquid metal as a coolant (Pioro, 2016), the lead-cooled fast reactor (LFR)

utilizes lead or lead-based alloys such as the lead–bismuth Eutectic alloy (LBE) as the

primary coolant, which has favorable characteristics in terms of thermal properties,
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chemical inertness, and a harder neutron spectrum (Tuček et al.,

2006; Fazio et al., 2015). However, LFRs have not reached the

level of commercial operation and exist only for a few

experimental use and military applications (Cinotti et al., 2009).

In a pool-type LFR, the fuel assemblies are deployed in the

molten LBE pool, and the fuel pellet undergoes the fission

reaction, producing neutrons, solid fission products, and gas

fission products. In a postulated severe accident, the core fuel

rods suffer damages, the fission gas contained will be released

from the crack, and gas bubbles will be formed in the LBE pool,

which will affect the natural circulation of the primary loop and

then influence the safety of the operation. Fission gas is a

component of the radioactive source item of the coolant of

the primary circuit. When the fission gas bubbles are formed,

their volumes and migration behavior will directly affect the

distribution of radioactive substances in the molten pool, causing

changes in the absorption and release among the core, the

coolant of the primary circuit, and the gas environment,

which will affect the safety analysis of LFR, such as the

analysis of the radioactive source term. Hence, fully

understanding of the release and migration behavior of fission

gas in the molten LBE pool is crucial for the safety design of LFR.

As a common phenomenon in various scenarios, the

migration behavior of bubbles in the liquid has been studied

by numerous researchers with theoretical analyses, experiments,

and simulations. Dating back to 1917, the Rayleigh equation

(Rayleigh, 1917) can describe the instantaneous pressure of the

external liquid and the radius with time of a large bubble. Based

on this, viscosity and surface tension have been considered in the

Rayleigh–Plesset equation (Plesset and Chapman, 1971). The

viscous drag is an important factor affecting the migration of

bubbles; many researches have carried out studies on the drag

coefficient (Prosperetti, 1977; Bhaga and Weber, 1981; Kang and

Leal, 1988a; Kang and Leal, 1988b; Tomiyama et al., 1998). A

large number of experiments and theoretical analyses have

shown that the rising velocity of bubbles in the liquid is

related to the size of the bubbles, and many scholars have

proposed methods to calculate the rising velocity of bubbles

based on different assumptions. Davies and Taylor (Davies and

Taylor, 1950) studied the rising velocity of large bubbles and

proposed the formula for the calculation. Based on this, Joseph’s

formula has considered viscosity and surface tension (Joseph,

2003). The analogy of the wave theory has been applied for the

prediction of the terminal rising velocity of bubbles in surface

tension- and inertia-dominated regions (Mendelson, 1967). In

Wallis’s drift model, the formulas of the terminal rising velocity

of bubbles in still liquids under flow conditions distinguished by

the Re number and Ga number are given (Wallis, 1974). Grace’s

graphical empirical correlation (Clift et al., 1987) interprets the

shape of bubbles by three dimensionless numbers, namely, the

Reynolds number (Re), the Morton number (Mo), and the

Eötvös number (Eo), and it can be used to predict the

terminal rising velocities of bubbles. Tomiyama et al. (2002)

analyzed the relationship between the terminal rising velocity of

the bubble and the aspect ratio that characterizes the deformation

of the bubble through experiments and theoretical analysis and

proposed a model of the relationship between the terminal rising

velocity and the aspect ratio of the bubble.

Although theoretical and experimental studies have achieved

certain results, most of them are based on spherical bubbles. For

other complex flow conditions such as a high Reynolds number,

large bubble deformation, and interaction between multiple

bubbles, numerical simulation study shows its advantages.

Zhang et al. (2012) used the volume of fluid (VOF) method

to study the dynamic characteristics of the formation, growth,

release, and rise of a single bubble in three dimensions, and the

effects of fluid properties, fluid velocities, orifice number, and

nozzle size on bubble behavior are investigated. Based on the

finite element lattice Boltzmann method of mass conservation

(FE-LBE), a two-dimensional (2D) numerical simulation study of

bubbles rising in a viscous liquid at a high Reynolds number was

carried out (Baroudi and Lee, 2021). The pressure fluctuation and

velocity fluctuation are numerically studied during the bubble

detachment (Cai et al., 2018). In an unsteady turbulence of the

venturi bubble generator, the numerical simulation on the bubble

dynamics is carried out (Song et al., 2021).

Most of the research studies on multiphase flow are based

on water or other transparent viscous liquids, whereas it is hard

to conduct experiments and visualize the bubbles in liquid

metals such as molten LBE. The rising motion of single bubbles

in the LBE pool is studied by neutron radiography (Hibiki et al.,

2000), indicating that the migration behavior is similar to the

typical characteristics of bubble migration in two-phase flow,

and the results agree well with 1D and 2D simulations using the

SIMMWE-III code. The bubble coalescence in the GaInSn

eutectic alloy is investigated by X-ray photography

(Keplinger et al., 2018). The rising velocity and the shape of

small helium bubbles are indirectly measured by a layer of

glycerol above the molten LBE pool (Konovalenko et al., 2017).

The drag coefficient of single bubbles in molten LBE is obtained

by analogy with several transparent liquids; then the prediction

of the terminal rising velocity of single bubbles in molten LBE is

carried out (Zhang et al., 2018). The diffusive interface method

is applied for the 2D simulation of nitrogen single bubbles, and

the results agree with Grace’s graphical correlation (Wang and

Cai, 2018). Nevertheless, the experimental research on the

bubble migration behavior in molten LBE is restricted due to

the opacity, and 2D simulation studies cannot completely

describe the movements and forces of bubbles in three

dimensions. Thus, the research on the bubble migration

behavior in molten lead and bismuth is still insufficient.

In order to study the release andmigration behavior of fission gas

bubbles in the molten LBE pool of LFR, 3D numerical simulation

based on the VOF method was carried out. The effects of gas

injection velocity, release depth, and gas injection angle on the

bubble release and migration behavior in molten LBE were
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investigated. The bubble rising velocity, bubble equivalent diameter,

and bubble detachment time, which are of great importance in

bubble dynamics, were measured. The results were compared with

theoretical analysis. This paper contributes to deepening the

understanding of the mechanism of the release and migration

behavior of fission gas bubbles in the molten LBE pool of LFR,

and it provides a reference for system design optimization as well as

safety analysis of LFR.

Numerical method

Governing equations

For incompressible fluids, the continuity equation and the

momentum equation with surface tension are as follows:

∇.u
. � 0 (1)

ρ⎛⎝zu
.

zt
+ (u..∇)u.⎞⎠ � −∇p + ∇.(μ(∇u

.+ (∇u
.)T)) + ρ g

.+ Fs

.

(2)
where u

.
denotes the fluid velocity, ρ denotes the density, p

denotes the pressure, μ denotes the dynamic viscosity coefficient,

g
.

denotes the acceleration of gravity, and Fs
.

denotes the

equivalent body force of the surface tension. The system of

Navier–Stokes equations consists of the continuity equation

and the momentum equation.

The VOF method (Hirt and Nichols, 1981) is a free interface

tracking method based on a fixed Euler grid, which has the

advantages of a high efficiency and good precision. In this

method, two or more immiscible fluids share a set of

momentum equations, and the interface in the computational

domain is tracked by the volume fraction C as follows:

⎧⎪⎨⎪⎩
C � 0, gas
0<C< 1, interface
C � 1, liquid

(3)

For the ith phase, the volume fraction satisfies the volume

fraction equation as follows:

zCi

zt
+ ui

. · ∇Ci � 0 (4)

In the current case, gas and liquid phases satisfy

∑2

i�1Ci � 0 (5)

In the continuum surface force (CSF) model (Brackbill et al.,

1992), with the divergence theorem, the surface tension at

the interface can be expressed as an equivalent body force as

follows:

FS � ρσκ∇Cl

0.5(ρg + ρl) (6)

where ρ is the density; g and l denote, respectively, the gas phase

and liquid phase; σ denotes the surface tension coefficient; and κ

denotes the interface curvature; the density and the viscosity are

respectively obtained by the following scalar equations:

ρ(x., t) � ρlC(x., t) + ρg(1 − C(x., t)) (7)

μ(x., t) � μlC(x., t) + μg(1 − C(x., t)) (8)

Boundary conditions and solution strategy

In this paper, the gas injection is divided into two modes: gas

injection at the bottom orifice and gas injection at the wall orifice.

As shown in Figure 1A, the simulation computational domain for

the migration of bubbles continuously generated through ∇gas

injection at the bottom orifice is a cuboid of 30 mm × 30 mm ×

75 mm, and the orifice is located at the center of the bottom

surface. In Figure 1B, when simulating the bubbles released by

gas injection through the wall orifice, in order to further reduce

the unnecessary computation, one of the dimensions of the

bottom surface of the computational domain is shortened to

20 mm, and the height of the orifice is 10 mm. The orifices are

1 mm in diameter. The meshing of the entire computational

domain is based on a structured mesh with a size of 0.5 mm.

Since the shape of the orifice is circular, an O-grid is applied for

the meshing. The processes of geometry and meshing were

performed using ANSYS ICEM. The velocity inlet is set at the

orifice. The top surface of the computational domain is set as the

pressure outlet, and other surfaces are non-slip walls. The

operation condition of the simulation is under an atmospheric

pressure, that is, 1.013 × 105 Pa. Initially, the liquid in the

domain was in a static state.

In view of the huge difference in magnitude of physical

properties such as density and viscosity between the gas and

liquid, the volume of the bubble, which is affected by

temperature, pressure, and physical properties, would be

mainly concerned. Therefore, air is used as the general

representative of the gas phase. At the same time, it is

assumed that the effect of heat transfer between the bubble

and the external fluid could be neglected. The physical

properties of the studied fluids are given in Table 1.

The simulations are performed with ANSYS Fluent. The

pressure-based and transient solver is selected. The gravity is

−9.81m/s2 in the z-direction. In the VOF model, the volume

fraction discretization method is explicit, and the interface

modeling is sharp. The CSF model is selected in the phase

interaction section. The pressure–velocity coupling scheme is

the Pressure-Implicit with Splitting of Operators (PISO)

method, the pressure discretization method is PREssure

STaggering Option (PRESTO), the momentum

discretization method is the QUICK mode, and the volume
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fraction discretization method is Geo-Reconstruct.

Considering the calculation speed and convergence, the

Courant number is controlled between 0.1 and 0.8; then

the time step is adapted from 10−5 to 10−3 s, and the time

interval of output data is 0.005 s.

The post-processing is conducted with CFD-Post. The

bubble edge is defined by the iso-surface where the air bubble

volume fraction is 0.4, and the acquisition of the data is based this

iso-surface. The bubble’s length, width, and height are measured;

then the rising velocity and aspect ratio are calculated. The

instantaneous rising velocity is defined as the average velocity

calculated from the distance that the bubble rises in 0.005 s, while

the terminal rising velocity is the average of the instantaneous

rising velocity after the bubble has finished accelerating. The

volume of the bubble is obtained by volume integration of the

grids, and the equivalent diameter of the bubble is calculated

from the bubble volume.

Grid independent test

In order to study the effect of mesh size on the simulation

results, the grid-independent test is conducted through the

simulation of bubbles released by gas injection in water. Air

passes through the orifice with a diameter of 1 mm at the gas

velocity of 1 m/s, and bubbles emerge, grow and detach from the

orifice, and rise in the computational domain of a cuboid of

30 mm × 30 mm × 75 mm with grid sizes of 0.25, 0.4, 0.5, and

1.0 mm, respectively. In the computational domain, the overall

mesh is based on structured meshes. The total numbers of nodes

are given in Table 2, and it should be noted that the 0.25 mm grid

is only applied near the gas–liquid interface.

Figure 2 shows the meshes before the first bubble detaches

under grids of different sizes. It can be observed that the bubbles

all show the shape of a rounded upper part and a shrinking neck

shape before they are released. The finer the mesh is, the

FIGURE 1
Schematic of the computational domain. (A) Bottom injection. (B) Wall injection.

TABLE 1 Material properties.

Material Air Water LBE

Temperature (°C) 25 25 400

Density (kg/m3) 1.225 998.2 10194.62

Viscosity (kg/m/s) 1.7894e-5 0.001003 0.001514

Surface tension (N/m) — 0.0728 0.3947

TABLE 2 Detachment time and diameter of the first bubble in water
when vg � 1m/s.

Grid size (mm) 0.25 0.4 0.5 1.0

Total numbers of nodes 660,049–992,052 1,122,094 604,505 77,824

Detachment time (s) 0.110 0.100 0.100 0.135

Equivalent diameter (mm) 5.34 5.05 4.98 5.44
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smoother and rounder the bubble interface is described, and

when the mesh is thicker, the surface of the bubble gradually

appears angular, and the position of the bubble center is higher.

The grid-independent analysis mainly focuses on the detachment

time and size of the first bubble released from the orifice under

different mesh sizes as well as the instantaneous rising velocity

and aspect ratio of the bubble after the detachment.

The detachment time of the first bubble emerging from the

orifice and the corresponding equivalent diameter are shown in

Table 2. The detachment time and equivalent diameter of the first

bubble in grids under 0.5 mm are close, and the detachment is

obviously delayed in the grid of 1.0 mm. The rising velocity in

different grids is shown in Figure 3A; similar behaviors are found

where the rising velocity increases rapidly after the bubble

detaches and then fluctuates within a certain range. Figure 3B

shows that the aspect ratio drops rapidly and then fluctuates

around a stable value. The results of grids under 0.5 mm are close,

while the result with the 1.0 mm grid is sometimes unstable and

the values of aspect ratio are generally higher.

The above simulations verify the independence of the grid

and show that a grid size of 0.5 mm is sufficient to reasonably and

accurately simulate and analyze the migration characteristics of

bubbles in liquids. For a typical bubble with an equivalent

diameter of 5 mm, the number of grids is about 500.

Therefore, considering the rationality and accuracy of the

calculation and taking into account the convergence and

speed of the calculation, a grid with a size of 0.5 mm is used

for the following 3D numerical simulations.

Model verification

Model verification is an indispensable part of numerical

study. In order to verify the rationality and applicability of the

model, the 3D simulation of a bubble released in water is

conducted. A bubble with an equivalent diameter of 4 mm,

which is found typical for the study of bubble migration in

liquids, is released and rises under the action of buoyancy.

The simulation of the bubble rising in water is compared to

the experiment conducted in the laboratory of Sun Yat-Sen

University, and the process of bubble rising in water was

captured using a high-speed camera.

Simulation snapshots and experimental results of a 4 mm

bubble rising in quiescent water are compared in Figure 4. It

is found that the simulation results of the height, the

deformation, and the motion of the bubble agree well with

the experiment. After the bubble is released, the bottom of

the bubble rapidly becomes flat, and the shape of the bubble

becomes ellipsoidal. The rising trajectory of the bubble is

zigzag on the 2D view, while it is flat and upward spiral in 3D

FIGURE 2
Mesh of the bubble before detachment with different grid
sizes.

FIGURE 3
(A) Rising velocity and (B) aspect ratio of the bubble in water
with different grid sizes, vg � 1m/s.
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view. The wobble of the bubble has a similar direction in

simulation and experiments, but the deviation is less

important in simulation. Due to the purity of the fluid

and the actual situation of the field, the difference

between simulation and experiments is inevitable. It is

hard to make sure that the liquid is absolutely quiescent

in experiments, and the gas velocity and pressure will affect

the result, which lead to the motion of the bubble in

experiments being more violent. Generally, the result of

simulation agrees well with experiments.

Figure 5 shows the rising velocities of a 4 mm bubble in

water with height in simulation as well as in experiments.

The rising velocities increase rapidly once the bubbles are

released and then fluctuate within certain ranges. The results

in simulation and in experiments are similar and

comparable. Considering the complexity of the bubble

migration behavior, the agreement between simulation

and experimental results of the bubble in water is

acceptable, which indicates that the methodology is

reasonable and feasible to study the bubble migration

behavior in the liquid, and the modifications in material

properties from water to molten LBE would be possible.

Hence, this model can be applied to the study on the bubble

migration behavior in molten LBE.

FIGURE 4
Comparison of experiments and 3D simulation of the bubble
rising in water, d � 4mm.

FIGURE 5
Comparison of 3D simulation and experiments of bubble
rising velocity with height in water.

FIGURE 6
Snapshots of 3D simulation of bubbles released by gas
injection in molten LBE, vg � 1m/s.
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Results and discussion

Bubbles released by gas injection in the
molten lead–bismuth eutectic

In a postulated severe accident in LFR, the damage of the fuel

rods could cause the ejection of the high-pressure fission gas

contained within and thereby generate bubbles. In order to better

understand the release and migration behavior of fission gas

bubbles in molten LBE pools under severe accidents, a 3D

numerical study of bubble migration behavior under the

condition that gas bubbles are continuously generated by gas

injection is carried out in this part. At the same time, in order to

study the potential influencing factors of bubble migration

behavior in the postulated severe accident of LFR, the effects

of different parameters including gas injection velocity, release

depth, and gas injection angle were studied. The results of the

bubble rising velocity, bubble detachment time, and bubble

equivalent diameter were measured.

Figure 6 shows the snapshots of 3D simulation of bubbles

continuously generated at a gas injection velocity vg � 1m/s

through the orifice with a diameter of 1 mm at the bottom of the

computational domain. The bubbles undergo the generation,

growth, and detachment. Then, the bubbles float upward in the

computational domain under the action of inertia and buoyancy.

After the bubbles detach from the orifice, the lower surface

quickly becomes flat or even concave and then becomes

hemispherical or ellipsoidal, and the bubbles rise with

wobbling. Within 0.4 s of the simulation, eight bubbles have

detached at the orifice, which are named bubble No. 1 to bubble

No. 8 according to the detachment order. Figure 7A shows the

instantaneous rising velocities of these bubbles. It is observed that

the bubbles continuously generated by gas injection in molten

LBE have typical bubble rising characteristics; that is, the rising

velocities of the bubbles first increase rapidly after detaching at

the orifice and then fluctuate around stable values.

Under the current conditions, the coalescence of bubbles can

be clearly observed. The coalescence of bubble No. 1 and No. 2,

the coalescence of bubble of No. 2 and No. 3, and the coalescence

of bubble of No. 3 and No. 4 occurred at 0.215, 0.350, and 0.405 s,

respectively, forming a bigger bubble at each time. It is found in

Figure 7B that the equivalent diameter of the bubbles remains

basically stable during the rising process except during the

coalescence process. Among them, the bubbles with a too

short simulation duration were not analyzed. It can be seen in

Figure 7C that at the gas injection velocity vg � 1m/s, the

equivalent diameter of the bubbles has a certain periodicity.

The equivalent diameter of the bubbles detaching from the

FIGURE 7
Simulation results of bubbles released by gas injection in molten LBE, vg � 1m/s. (A) Rising velocity. (B) Equivalent diameters. (C) Detachment
and coalescence. (D) Coalescence of bubbles No. 1 and 2. (E) Terminal rising velocity.
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orifice is between 3.5 and 4.6 mm, and the fluctuation period of

its value is about 0.2 s. The frequency of releasing bubbles is

0.049, and the equivalent diameters of the bubbles after

coalescence are all greater than 5 mm.

Figure 7D shows the process of coalescence of bubble No.

1 and bubbles No. 2. The leading bubble usually has a lower

rising velocity, and due to the effect of the wake of the leading

bubble, the trailing bubble is accelerated and its top surface

extends to reach the leading bubble’s lower surface and then

eventually merges with the leading bubble. The coalescence of

bubbles leads to the formation of a bigger bubble. This

phenomenon is also found in the study of Hasan (Hasan

and Zakaria, 2011). It can be seen in Figure 7A that the rising

velocity of the bubble after coalescence is slightly higher than

the leading bubble.

Figure 8 shows the streamlines of the velocity field during the

release and rising of bubbles. It is observed that the streamlines

around the first bubble have good symmetry and the field above

is tranquil. While it is found that the bubble wake has a long

distance and straight impact on the bubbles down below, most of

the bubbles detaching afterward get in the wake of the upper

bubbles. The bubbles in the wake not only are accelerated but also

could be deviated horizontally. With the continuous release and

rising of bubbles, the streamlines become more complex but

maintain a relatively good symmetry, which keeps the bubbles

being influenced by the bubble wake.

Therefore, it can be seen in Figure 7E that no simple or linear

relationship exists for the terminal rising velocity of bubbles

released by gas injection in molten LBE and it is divided into two

cases. One of the cases is the bubbles not being influenced by the

FIGURE 8
Streamlines of the velocity field of bubbles released by gas injection in molten LBE, vg � 1m/s.
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bubble wake, and the other is the bubbles influenced by the

bubble wake. The first bubble detaching at the orifice and the

bubbles after merging with it are not influenced by the wake, and

their terminal rising velocities are lower than 0.20 m/s, as shown

in Figure 7E, and only after the coalescence, the rising velocity

increases slightly.While the bubbles get influenced by the wake of

the upper bubble, the wake causes the decrease of the pressure,

the increase of fluid velocity, and the formation of vortexes. These

differences in the flow field accelerate the bubbles that are in the

wake, making their terminal rising velocities greater than

0.20 m/s.

Effect of gas injection velocity

In order to study the effect of gas injection velocity on the

bubble migration behavior, the simulations were conducted

under the condition of gas injection though the orifice at the

bottom surface of the computational domain, with the typical gas

injection velocity vg � 1m/s, 0.5m/s, 0.05m/s. It is found that

the gas injection velocity has a great impact on the number of

bubbles and the detachment time. Moreover, the coalescence of

bubbles is found when vg � 1m/s, while it is not observed when

vg � 0.5m/s and vg � 0.05m/s.

The detachment time and equivalent diameter of bubbles

in molten LBE at each gas injection velocity are shown in

Figure 9A, where the coalescence of bubbles occurs at

vg � 1m/s. Reducing the gas injection velocity can

significantly delay the detachment time. At a smaller gas

injection velocity, the equivalent diameter of the bubble is

smaller when the bubble detaches at the orifice. For example,

when vg � 1m/s, the range of equivalent diameters of the

bubble is 3.6–4.6 mm, and it increases with the coalescence of

bubbles, while when vg � 0.5m/s, the range of equivalent

diameters of the bubble reduces to 3.4–4.0 mm; when

vg � 0.05m/s, only one bubble with an equivalent diameter

of 3.1 mm is released. It is observed that the equivalent

diameter of the first bubble increases slightly with the

increase of gas injection velocity. However, there is no

obvious difference in the terminal rising velocity.

Figure 9B shows the distribution of bubble terminal rising

velocity with equivalent diameter at the gas injection

velocities of vg � 1m/s, 0.5m/s, 0.05m/s. There is no simple

and linear relationship existing, and there are two zones when

d ≤ 4.5mm: one of the zones when 3.5mm ≤d≤ 4.5mm,

where the terminal rising velocity drops from 0.31 m/s to

0.24 m/s, and the other when 3.0mm ≤ d≤ 4.0mm, where the

terminal rising velocity increases from 0.16 m/s to 0.20 m/s.

When d> 4.5mm, the terminal rising velocity is around

0.18 m/s. For the first bubble detaching at the orifice and

the bubbles after merging with the first bubble, they are less

likely to be affected by the bubble wake, and the flow field

above these bubbles is tranquil and quiescent. Therefore,

these bubbles are not obviously accelerated and their

terminal rising velocities are relatively low. However, the

bubbles that are greatly affected by the wake of the upper

bubble will accelerate. At a higher gas injection velocity, the

time between bubbles leaving the orifice is shorter, and there

is a greater chance of entering the wake of the upper bubble,

so it is easier to be accelerated. For example, when vg � 1m/s,

the terminal rising velocity can be accelerated up to 0.30 m/s.

At a lower gas injection velocity, the time between bubble

detachments prolongs, weakening the influence of the wake

between bubbles, so the bubbles are less accelerated. When

vg � 0.5m/s, the terminal rising velocity can be accelerated up

to 0.20 m/s. When vg � 0.05m/s, the second bubble does not

detach when the first bubble leaves the computational domain

and the effect of the wake could be neglected.

FIGURE 9
Effect of gas injection velocity on the release and migration behavior of bubbles in molten LBE. (A) Equivalent diameter. (B) Terminal rising
velocity.
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Effect of release depth

In order to study the effect of release depth on the bubble

migration behavior in molten LBE, a layer of molten LBE of

3 m is added above the computational domain. Due to the

limitation of computing resources, it is not possible to

directly lengthen the computational domain by 3 m.

Instead, the change in the length of the computational

domain is equivalent by increasing the back pressure at the

pressure outlet. The back pressure of pb � 0.3MPa is applied

to the pressure outlet, which is equivalent to adding molten

LBE with a thickness of 3 m above the computational domain,

and the position of the orifice is equivalent to the lower

middle position of the molten LBE pool. Studying the effect of

release depth helps to better simulate the conditions of

bubbles in the melt pool of LFR.

FIGURE 10
Influence of release depth on the release andmigration behavior of bubbles in molten LBE. (A) Equivalent diameter. (B) Terminal rising velocity.
(C) Equivalent diameter, vo = 1 m/s. (D) Equivalent diameter, vo = 0.5 m/s. (E) Terminal rising velocity, vo = 1 m/s. (F) Terminal rising velocity, vo =
0.5 m/s.
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Simulations were carried out with the increase of release

depth h � 3m at the gas injection velocities of

vg � 1m/s, 0.5m/s, 0.05m/s. It is found in Figure 10A that the

decrease of the gas injection velocity also causes the delay of

detachment time and the decrease of the equivalent diameter,

which is the same as the effect of the gas injection velocity

without the increase of the depth.

Figures 10C,D show the influence of release depth on the

detachment time and equivalent diameter of bubbles at vg �
1m/s and vg � 0.5m/s. Only slight delay in the detachment is

found after increasing the release depth, while the equivalent

diameter of the bubble varies more violently at each detachment,

and the coalescence of bubbles is also delayed when vg � 1m/s.

Moreover, when h � 3m and vg � 1m/s, the range of equivalent

diameters shrinks from 3.6–4.6 mm to 3.3–4.6 mm, and for

vg � 0.5m/s, this range turns from 3.4–4.0 mm to 2.9–4.0 mm.

This result indicates that the increase of release depth tends to

reduce the lower limit of the range of equivalent diameters of the

bubble released. Similarly, when vg � 0.05m/s, the increase of

depth turns out the decrease of the size of bubbles by about 1%.

However, the gas volume of the bubble reduces and the

detachment is in advance.

Figure 10B shows the distribution of bubble terminal rising

velocity with equivalent diameter when h � 3m at different gas

injection velocities, and two zones of the terminal rising velocity

are also observed. It infers that the bubbles with lower terminal

rising velocities are less influenced by the bubble wake, while the

bubbles with higher terminal rising velocities are accelerated by

the wake of the upper bubbles. When the gas injection velocity

decreases, the equivalent diameter of the bubble decreases, and

the distance between bubbles extends at the same time,

weakening the acceleration effect of the bubble wake. With

the decrease of gas injection velocity, the distribution map of

terminal rising velocity moves to the bottom left as a whole and

finally gets gathered at the bottom left at a very low gas injection

velocity. After the increase of release depth, the distribution is

more dispersed than that in Figure 9B.

Figures 10E,F show the effect of release depth on the

distribution of bubble terminal rising velocity with equivalent

diameter at vg � 1m/s and vg � 0.5m/s. At the gas injection

velocity of 1 m/s, the difference of the distribution is not

obvious by the change of release depth: when the equivalent

diameter is greater than 4 mm, the terminal rising velocity

decreases; when the equivalent diameter is below 4 mm, the

terminal rising velocity is divided into a higher branch and a

lower branch. At the gas injection velocity of 0.5 m/s, the

bubbles are smaller than 4 mm, and the bubbles with an

equivalent diameter of 3.4–4.0 mm have close terminal rising

velocities before and after the increase of release depth. The

increase of release depth can cause the generation of smaller

bubbles within a shorter duration, making these

bubbles more easily accelerated by the wake of the upper

bubble.

Effect of gas injection angle

In the reactor, the fuel rods are in a vertical position. Under a

postulated severe accident, the damage could happen on a

vertical surface, in which the shear force applied on the

bubble would be different. Hence, the gas injection angle is to

be studied. The orifice with a diameter of 1 mm is located on the

midline of a vertical wall, and the distance to the bottom surface

is 10 mm. The gas injection velocities of 1 m/s, 0.5 m/s, and

0.05 m/s are applied.

Figure 11 shows the snapshots of simulation of the bubbles

generated by gas injection at the wall orifice in molten LBE. It can

be observed that the bubbles released at the wall orifice will rise

and attach to the wall. The bubbles with a large gas volume tend

to form half-cut bubbles, while the bubbles with a smaller gas

volume tend to form gas films and the tiny bubbles on the wall

surface. Compared to the previous cases where the orifice is on

the bottom surface, more bubbles are generated at the orifice on

the wall, and the bubbles that attach to the wall are more

favorable to the coalescence of bubbles.

Figure 12A shows the instantaneous rising velocities of

bubbles numbered by the order of detachment when

vg � 1m/s. There are nine bubbles released within 0.335 s,

indicating that the bubbling frequency is higher than previous

cases. The instantaneous rising velocity of the bubble is similar to

those of the bubbles released at the orifice on the bottom surface;

that is, the rising velocity of the bubble accelerates at the

beginning and then fluctuates within a certain range. The

bubbles attaching to the wall generally have higher rising

velocities because of the guidance of the wall. Before the

coalescence of bubbles, the wake of the upper bubble has an

acceleration effect on the bubble below so that the bubble can

reach a higher instantaneous rising velocity. The breakpoint of

the curve in Figure 12A indicates the coalescence of bubbles. It is

observed that the instantaneous rising velocity of the bubble after

coalescence is lower than that of the trailing bubble and slightly

higher than that of the original leading bubble. At the same time,

it is found that sometimes, the phenomenon of bubble

coalescence occurs the very moment after a bubble is just

released from the orifice. For example, after bubble No. 5 is

separated from the orifice, it accelerates to a high rising velocity

so that it merges quickly with bubble No. 4.

The detachment time and equivalent diameter of bubbles

generated by gas injection at the wall orifice in molten LBE at the

gas injection velocities of 1 m/s and 0.5 m/s are shown in Figures

12C,D. The first bubble released at the orifice takes a longer

waiting time than the rest of the bubbles, and therefore, more gas

is accumulated to form a bigger bubble. Meanwhile, the flow field

for the first bubble is tranquil, so its rising velocity is relatively

low. The rest of the bubbles are smaller, and the time intervals

between the bubble detachments are shorter; then these bubbles

have short distances with each other. Therefore, theses bubbles

are more easily accelerated under the effect of the wake of upper
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bubbles and the coalescence of bubbles is facilitated. It should be

noted that some of the bubbles merge right after their

detachment with tiny bubbles, which detach almost at the

same time, or with the gas column underneath, such as

bubble No. 5 when vg � 1m/s, and it is not shown in Figure 12C.

Figure 12B shows the detachment time and equivalent

diameter at different gas injection velocities at the wall orifice.

Compared with the results of the bubbles released at the orifice

on the bottom surface in Figure 9A, it is found that bubbles are

more easily released at the wall orifice and the bubbles are

smaller. When vg � 1m/s, the range of equivalent diameters

decreases from 3.6–4.6 mm to 2.9–4.5 mm; when vg � 0.5m/s,

the range of equivalent diameters decreases from 3.4–4.0 mm to

2.0–3.4 mm; when vg � 0.05m/s, the equivalent diameter drops

from 3.1 mm to about 1.9 mm. The decrease of gas

injection velocity delays the detachment time and the number

of bubbles. In addition, the equivalent diameter decreases, and

the fluctuation of the bubble equivalent diameter is less violent.

Figure 12E shows the distribution of terminal rising

velocity with equivalent diameter of the bubbles generated

by gas injection at the wall orifice in molten LBE. The

existence of two zones which depend on the influence of

the bubble wake is observed referring to the previous cases.

Most of the small bubbles tend to chase after bigger bubbles;

then these small bubbles are accelerated and reach higher

rising velocities. The bubbles with larger diameters usually

formed after merging with other bubbles, and their terminal

rising velocities maintain around 0.20 m/s. With the decrease

in the gas injection velocity, the equivalent diameter of the

bubble decreases, and the terminal rising velocity decreases,

which is equivalent to moving the overall distribution to the

bottom left. Finally, when the gas injection velocity is very

low, the data point converges at the bottom left of the

diagram. Compared with Figure 9B, the terminal rising

velocity of the bubble released by the wall orifice is

generally higher than that of the bubble released by the

orifice on the bottom surface.

Theoretical analysis

Numerical simulation provides a more economical and

feasible path for more difficult and complex experimental

research, especially for the molten LBE of opaque and

complicated operations to carry out general experimental

research. However, in order to discuss the rationality and

accuracy of numerical simulation results, it is still useful to

compare the results of numerical simulation with theoretical

analysis.

Grace’s graphical empirical correlation (Clift et al., 1987)

describes the shape and rising characteristics of the bubble by the

dimensionless numbers, namely, the Reynolds number (Re),

Morton number (Mo), and Eötvös number (Eo), as follows:

Re � ρlUd

μl
(9)

Mo � gμ4l
ρlσ

3
(10)

Eo � ρlgd
2

σ
(11)

where the subscript l denotes the liquid phase, σ denotes the

surface tension coefficient, d denotes the equivalent diameter of

the bubble, μ denotes the dynamic viscosity coefficient,U denotes

the rising velocity of the bubble, and g denotes the acceleration of

gravity.

FIGURE 11
Snapshots of simulation of the bubbles generated by gas injection at the wall orifice in molten LBE, vg � 1m/s.
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Grace did not provide the curves at an extreme density ratio.

The ranges of the dimensionless numbers includingMo, Re, and

Eo are respectively 8.2 × 10−14, 2.1 × 103 – 1.1 × 104, and

0.8 − 10. The high density and low viscosity of molten LBE

result in the extreme situation of a high Reynolds number and a

low Morton number. Therefore, the simulation results are

located at the blank area of Figure 13, but the points tend to

distribute with a similar tendency to the closest curve, where the

Reynolds number increases with the Eötvös number. In addition,

the shape of the bubbles is generally ellipsoidal with wobble,

which agrees with the description of the bubbles located in the

nearby region. The results of the cases of gas injection velocity

and release depth almost have the same distributions. However,

the distribution of the case of the wall orifice is wider and higher

due a larger range of bubble sizes and a higher bubble terminal

rising velocity. Hence, Grace’s graphical empirical correlation

FIGURE 12
Release and migration behavior the bubbles generated by gas injection at the wall orifice in molten LBE. (A) Instantaneous rising velocity. (B)
Equivalent diameter. (C) Equivalent diameter, vo = 1 m/s. (D) Equivalent diameter, vo = 0.5 m/s. (E) Terminal rising velocity.
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and the results of simulation are still comparable, and it may be

possible to predict the migration behavior of the bubbles in

molten LBE, such as bubble shape and terminal rising velocity, by

completing Grace’s graphical empirical correlation at a higher

Reynolds number.

Conclusion

In this paper, a 3D numerical study on the release and

migration behavior of the fission gas bubbles in the molten

LBE pool of LFR is carried out based on the VOF method.

The acceleration effect of the wake of the upper bubble is

confirmed, and coalescence of bubbles could be facilitated.

The distribution of the terminal rising velocity with equivalent

diameter of the bubble has no simple and linear relationship, and

it depends on the influence of bubble wake. Decreasing the gas

injection velocity delays the detachment time, decreases the

bubbling frequency, and releases smaller bubbles. The increase

of release depth tends to decrease the lower limit of the range of

the bubble equivalent diameters, and the variation of bubble size

may be more intense. The bubbles released at the orifice on the

wall would reach higher rising velocities under the guidance of

the wall and the acceleration effect of the bubble wake. The

results of simulation are still comparable to Grace’s graphical

empirical correlation at the area of a higher Reynolds number,

and the distribution of the terminal rising velocity with

equivalent diameter may predict the migration characteristics

of the bubbles in molten LBE. This paper contributes to

deepening the understanding of the mechanism of the release

and migration behavior of fission gas bubbles in the molten LBE

pool of LFR and provides references for the system design

optimization and safety analysis of LFR.
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Research on core power
maximization method of natural
circulation lead-bismuth cooled
fast reactor

Yingjie Xiao1, Junkang Yang1, Pengcheng Zhao1,2*, Tao Yu1* and
Zijing Liu1

1School of Nuclear Science and Technology, University of South China, Hengyang, Hunan, China,
2Science and Technology on Reactor System Design Technology Laboratory, Nuclear Power Institute
of China, Chengdu, Sichuan, China

To improve the inherent safety and cost-effectiveness of lead-bismuth

cooled fast reactors, the SPALLER-100 reactor designed by the University of

South China has been selected as the research object to determine the

maximum power it can produce. This is a multi-objective, complex, multi-

dimensional, nonlinear, and constrained optimization problem. To maintain

the transportability, material durability, and long-term operation stability of

the reactor core and ensure safety under accident conditions, three steady-

state limitations and three accident limitations are proposed. The platform

used to calculate themaximum neutronic power produced by the reactor at

different core heights has been built using Latin hypercube sampling and

the Kriging proxy model. Meanwhile, the cooling power of the reactor at

different core heights is calculated by considering its natural circulation

capacity. Finally, a design scheme is obtained that meets the requirements

of neutronic and thermal-hydraulic assessments, while producing

maximum power. Consequently, during the entire life-cycle of SPALLER-

100, a safety analysis of three typical accident scenarios (unprotected loss

of heat sink, unprotected transient over power, and unprotected coolant

inlet temperature undercooling) is performed using a Quasi-Static

Reactivity Balance (QSRB) approach. The results show that the platform

used to calculate the maximum neutronic power exhibits high accuracy,

and that the design scheme with maximum power is safe and economical.

Overall, this study can provide reference ideas for designing natural

circulation reactors that can maximize power output.

KEYWORDS

lead-bismuth reactor, maximum neutronic power, natural circulation, quasi-static
reactivity balance approach, SPALLER-100
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1 Introduction

Although new energy sources are being continuously

developed globally, nuclear energy is still one of the

important energy sources for humans. Currently, the

development and commercialization of small- and medium-

sized reactors is increasing since they exhibit a short

construction cycle, low investment risk, and flexible layout

(Cao et al., 2014). Small natural circulation lead-bismuth

reactors are novel nuclear reactors that are safe, compact,

cost-effective, and exhibit a long service life; thus, they have

good development prospects.

A long-life nuclear reactor requires a sustainable core and

fast neutron spectrum for reducing its refueling cost, which

allows it to utilize uranium more efficiently than thermal

neutron reactors. Moreover, the structural materials of the

reactor should be able to withstand irradiation for a long time.

The cladding materials of current reactors, such as HT-9 or T-

91 steel, can withstand material irradiation of 200 dpa (Cheon

et al., 2009). Lead-bismuth eutectic (LBE) exhibits the

advantages of stable chemical properties, high thermal

conductivity, and favorable natural circulation. However,

for a lead-bismuth reactor, LBE has two main

disadvantages as a coolant (Zhao, 2017): first, LBE seriously

corrodes the structural materials in the reactor; second, LBE

leads to the production of radionuclide 210Po with a half-life of

138 days. Zrodniko et al. (2006) have developed a method for

treating 210Po during the refueling and maintenance of the

reactor. Meanwhile, Muller (Müller et al., 2002) and Rivai

(Rivai and Takahashi, 2008) have developed coating materials

for aluminum and silicon that can overcome the corroding

effect of LBE. A decreased fuel loading in the core and small

core size are essential for meeting the national road

transportation regulations. Thus, miniaturization

technology enables the transportation of reactors and

allows a flexible reactor layout. Furthermore, to ensure

natural circulation, a significant difference between the heat

levels of the heat exchanger and core is necessary. Owing to

the balance between buoyancy and resistance, steady-state

natural convection leads to a uniform core temperature

distribution, which effectively avoids overheating and even

burning accidents of fuel components and core structures, and

reduces material damage caused by thermal stress.

To achieve the above-mentioned objectives and improve

the safety and cost-effectiveness of reactors, this study uses the

Small Passive Long-life LBE-cooled fast Reactor (Liu et al.,

2020) (SPALLER) designed by the University of South China

(USC) as the research object to achieve maximal output

power. First, this study analyzes various design limitations

of the LBE reactor under natural circulation. Second, we build

a platform that determines the maximum power produced by

the reactor, while considering the physical and thermal

performance of the reactor. Finally, an accident analysis is

performed through the Quasi-static Reactivity Balance

(QSRB) approach (Wade and Chang, 1988) proposed by

Argonne National Laboratory (ANL). The results show that

the proposed reactor scheme exhibits a good thermal safety

performance, which can be used to engineer other reactors.

2 Core model and related theory

2.1 SPALLER-100 reactor

The SPALLER-100 reactor has been independently

designed by the USC. The thermal power of the reactor

core is 100 MW, and the refueling cycle is 20 years. The

operating temperature is 320–480°C, and its coolant is LBE.

The height of the reactor core active zone is 1.5 m, and the

equivalent diameter is 1.7 m. The reactor fuel is PuN-ThN.

Furthermore, the reactor exhibits a loading capacity of

5475.88 kg, with fuel assemblies in the inner and outer

zones. There are 61 fuel rods in each fuel assembly, with a

4 mm assembly box in the outer layer. The pellet cladding

material is made of HT-9 steel. Meanwhile, BeO is used as the

moderator, which is filled between the assembly box and the

outermost fuel rod.

The SPALLER-100 reactor is shown in Figure 1. The core

is composed of 48 fuel assemblies (including inner and outer

zones), 66 reflector assemblies, and 126 shielding assemblies.

Moreover, the core is also equipped with 3 shutdown

assemblies and 10 control assemblies. Among them, the

inner zone contains 12 fuel assemblies (Pu mass fraction is

20.5%), and the outer zone contains 36 fuel assemblies (Pu

mass fraction is 30.8%).

In a reactor, the effective multiplication factor keff
(defined via the neutron equilibrium relationship) is the

ratio of the neutron production rate to the total neutron

disappearance rate. To quantitatively analyze the effect of

changes in the SPALLER core reactivity on reactor operation,

the following definitions of reactivity ρ and reactivity swing Δρ
are used:

ρ � keff − 1

keff
(1)

Δρ � keff(Max) − keff(Min)
keff(Max)keff(Min) (2)

2.2 Latin hypercube sampling

Sampling points are the basis of proxy model construction.

In this study, the Latin Hypercube Sampling (LHS) method (Li

and Zhang, 2011) is used for data collection. The Monte Carlo

(MC) method is often used for reactor physics calculations,
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which is a traditional sampling method that utilizes the

probability distribution of random numbers or

pseudorandom numbers. However, low probability results

lead to the aggregation of MC sampling data. In contrast to

the MC method, LHS can achieve nonoverlapping and space-

filling sampling to effectively avoid the problem of sample

point aggregation.

The main aim of employing the LHS method is to stratify

the input probability distribution (that is, to extract the

samples with sample size n from multiple variables) for

maximizing the stratification of samples for each single

variable. Its general calculation formula is:

xij �
[xj(i) − Uij]

n
, 1≤ i≤ n, 1≤ j≤d (3)

where xj(1) . . .xj(n) is a random arrangement of integers 1 to n,

Uij ~ U[0, 1] is a uniform random distribution obeying U[0, 1] ,
n is the number of samples, and d is the sample dimension.

2.3 Kriging proxy model

Kriging (Kempf et al., 2012) interpolation is implemented

using the following steps: for any point in the specified area, x0

FIGURE 1
Cross-sections of the SPALLER-100 core.
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is set as the point to be predicted, x1, x2 . . . xn are selected as

the observation points near x0 the corresponding observation

values are y(x1), y(x2) . . .y(xn) , and the prediction value of

the point to be predicted is recorded as ŷ(x0). Then, the
predicted value is obtained by determining the weighted sum

of the observed values:

ŷ(x0) � ∑N

i�1λiy(xi) (4)

where λi is the undetermined weighting coefficient. The key to

kriging prediction is that the weighting coefficient λi must satisfy

the following two conditions:

(1) Assuming that the actual value of the measured point is

y(x0), the unbiased estimation conditions are as follows:

E[ŷ(x0) − y(x0)] � 0, ∑N

i�1λi � 1 (5)

(2) The variance between the estimated value and true value

y(x0) is minimal.

The kriging model is mainly composed of a regression

model and residual error. Its mathematical expression is as

follows:

y(x) � F(β, x) + Z(x) � fT(x)β + Z(x) (6)

where β is the regression coefficient; fT(x) is a regression

model used to simulate global approximation; and Z(x) is the
residual error, which is used to simulate local error

approximation.

3 Design limitations of analysis

To explore the method that maximizes the power produced

by the natural circulation LBE reactor, it is necessary to ensure

the safety of the reactor during long-term operation. Therefore,

this study elucidates the original design limitations (Liu et al.,

2020) of SPALLER-100 and puts forward many safety-related

guidelines related to accident status and normal operation.

Overall, this section mainly includes steady-state limitations

and accident limitations.

3.1 Steady state limitations

Steady-state limitations can be divided into three categories

based on road transportation, structural materials, and reactor

physics: transportation limitations, material limitations, and

neutronic limitations (Table 1).

3.1.1 Transportation limitations
According to China’s road transportation restrictions (Geng,

2004), the width of transportation vehicles should not exceed

2.5 m and their height should not be more than 4 m. The initial

design goal of SPALLER-100 is to achieve a height of less than

2 m for the active zone of the core, with an equivalent diameter of

less than 2 m. To explore the maximum power that can be output

from the core, design limitations (an active zone height of less

than 2.5 m and an equivalent diameter of less than 2.5 m) have

been established by considering the above factors and widely

referring to the design scheme of international long-life small

natural circulation reactors.

3.1.2 Material limitations
Material limitations are greatly affected by fuels, structural

materials, coolants, etc. SPALLER-100 utilizes PuN-ThN as the

fuel and its melting point (corresponding to an enrichment of

30% and a burnup of 50 MWd/kgHM) is selected as the

maximum temperature limit (2300°C). The cladding material

of SPALLER-100 is composed of HT-9. To ensure that cladding

materials are damaged and melted under normal and accident

conditions, 550°C and 650°C are selected as the maximum

cladding temperature limits under normal and accident

TABLE 1 Steady-state limitations.

Design criterion Principle Design parameters Design limitations

Transportation limitations (China) Road transportation width limit Active zone core diameter <2.5 m

Miniaturization design limit Active zone core height <2.5 m

Material limitations Coolant melting point Coolant temperature >124.5°C
Corrosion of oxide film without cladding Coolant flow rate <2 m/s

Melting without cladding (normal condition) Maximum cladding temperature <550°C
Melting without cladding (accident condition) <650°C
Pellet melting point Maximum fuel temperature <2300°C

Neutronic limitations Passive safety Reactivity swing <8$
Shutdown depth Excess reactivity <8$
Embrittlement without cladding Displacement per atom <200 dpa
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conditions, respectively, based on an extensive investigation of

the temperature limits of lead cooled fast reactors with HT-9

cladding. Each channel design must ensure that the coolant does

not boil. Meanwhile, to prevent material corrosion, the speed of

the LBE is limited to approximately 2.0 m/s (Hong et al., 2015).

3.1.3 Neutronic limitations
To provide a greater shutdown depth and meet safety

requirements, the reactivity swing and maximum excess reactivity

should be limited to less than 8 $. The delayed neutron share (β) of
the core is 0.3% (approximately 300 pcm). Since fast neutrons cause

significant radiation damage to cladding and structural materials,

the radiation resistance of claddingmaterials determines the neutron

fluence limit during reactor operation. With the operation of the

reactor, HT-9 neutron fluence will continue to accumulate. Specific

power is proportional to neutron fluence, as shown in Figure 2.

Meanwhile, the irradiation limit of HT-9 is 200 dpa and the

corresponding neutron fluence is 4 × 1023cm−2 . When the core

is operated for 20 effective full power years (EFPY), the neutron

fluence rate in the reactor is limited to 6.34 × 1014cm−2 · s−1 and the
specific power does not exceed 19.4W/gHM.

3.2 Accident limitations

In case of an expected transient accident in a nuclear power

plant, an automatic shutdown of the reactor emergency system is

needed; however, a subsequent failure of the reactor protection

system results in shutdown failure. Such an accident scenario is

termed as the Anticipated Transient Without Scram (ATWS). In

these scenarios, the reactor does not implement any shutdown

protection measures. The ATWS scenarios can be analyzed via

the QSRB approach and include five unprotected scenarios:

unprotected loss of heat sink (ULOHS) accident, unprotected

transient over power (UTOP) accident, unprotected loss of flow

(ULOF) accident, unprotected coolant inlet temperature (UCIT)

undercooling accident, and unprotected pump over-speed (UPOS)

accident. The following equation shows the QSRB equation

applicable to natural circulation (Cho et al., 2015):

∑Δρ � (P − 1)A + (P
F
− 1)B + δTinC � 0 (7)

where P is the normalized power, F is the normalized flow, A is the

reactive power coefficient (cents), B is the reactive power/flow

coefficient (cents), and C is the reactive inlet temperature

coefficient (cents/°C). δTin is the change in the coolant inlet

temperature.

A � (αD + αA)ΔTFC (8)
B � (αD + αA + αC + 2αR)ΔTC/2 (9)

C � αD + αA + αR + αC (10)
A′ � αDΔTFC (11)

αD is the fuel Doppler coefficient, αA is the core axial expansion

reactivity coefficient, αR is the core radial expansion reactivity

FIGURE 2
Fast neutron fluence for different EFPY.
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coefficient, αc is the reactivity coefficient of coolant density,

ΔTFC is the difference between the average fuel temperature

and the average coolant temperature under normal scenarios,

and ΔTc is the temperature rise of core coolant under normal

scenarios.

The QSRB approach has an applicable assumption; that is,

the reactor can reach its equilibrium state with a total reactivity of

0 through self-regulation after any accident or transient

operation for a significant time. The temperature rise at the

coolant outlet δTout can be expressed using the following

formula:

δTout � δTin + (P
F
− 1)ΔTC (12)

SPALLER-100 is driven via natural circulation without a

coolant pump. It is assumed that the relationship between flow

(F) and power (P) under natural circulation is represented as

follows: F ~ P1/3 (Duffey and Sursock, 1987). Therefore,

ULOFS and UPOS accidents will not occur; however,

ULOHS, UTOP, and UCIT accidents may still occur. For

UTOP and UCIT, it should be noted that coefficient A is

applicable to Eq. 11.

3.2.1 Unprotected loss of heat sink
In ULOHS, the heat removal function of the primary

coolant system is lost, core heat cannot be exported in

time, and average circulation coolant temperature keeps

increasing; this leads to a negative reactivity in the core.

The decay heat power after the accident depends on the

fuel burn-up. It is conservatively assumed that the core

power after a long transition is reduced to 7% of the

normal full operating power (Todreas Neil and Kazimi

Mujid, 1990), which ensures that reactivity stays at 0. If the

effect of reactor residual heat is considered, the temperature

rise of the coolant at the core exit according to Eqs 7, 12 is:

δTout � 0.93A + 0.83B
C

− 0.83ΔTC (13)

3.2.2 Unprotected transient over power
In UTOP, assuming that certain control fuel rods operating

at maximum power become out of control and cannot be

withdrawn, the reactor core introduces additional positive

reactivity, resulting in a rapid increase in core power; the

negative reactivity arising from the power rise will eventually

smooth out the total core reactivity to 0. In this accident, it is

assumed that the core power increases by 10% of the normal

operating power due to reactivity insertion. The reactor generates

more heat due to the increase in power, and the primary heat trap

is unable to effectively absorb the excess heat, causing the average

primary coolant temperature to rise; the resulting decrease in

reactivity will be compensated for by a reduction in core power,

thereby ultimately causing the reactor to shut down. If residual

heat is considered, the outlet temperature fluctuation at this point

can be expressed as:

δTout � −ΔρTOP − 0.1A − 0.07B
C

+ 0.07ΔTc (14)

3.2.3 Unprotected coolant inlet temperature
undercooling

In UCIT, the inlet temperature of the primary coolant

decreases; the resulting positive reactivity is compensated by

boosting the core power, assuming that the relationship between

F and P is F ~ P1/3. At this point, no external reactivity is

introduced and the rise in coolant temperature at the coolant

outlet is:

δTout � δTin − δTinCΔTC

A + B
(15)

To ensure the inherent safety of SPALLER-100 and allow the

reactor to stop safely under accident conditions, three passive

safety design limitations are proposed:

(1) The parameters A, B, and C consist of reactivity coefficients

such as αD, αA, αR, αC . Therefore, in addition to

αD, αA, αR, αC being negative, A, B, and C need to be less

than 0.

(2) The cladding material (HT-9 steel) has a temperature

limitation under accident conditions: Tct = 650°C.

Assuming that the temperature rise at the core coolant

outlet is approximately equal to the rise in the coolant

pipe surface temperature, the maximum temperature rise

of the coolant at the core outlet is less than

Tct: δTout <Tct − Tout;

(3) The bubbles generated during coolant boiling result in

reduced neutron absorption and increased neutron

leakage from the moderator; the void coefficient αV needs

to be less than 0.

4 Maximum power calculation
analysis

For a given reactor, the output power can be theoretically

infinite when not considering its fuel consumption and lifecycle.

When considering other factors, such as operating life, material

life, and the maximum power consumed by the reactor, the

reactor output power will be limited to the maximum. Therefore,

achieving the maximum output power of a reactor is a multi-

objective, complex, multidimensional, nonlinear, and

constrained optimization problem. The proxy model is an

analytical model with high computational efficiency and

computational accuracy, which has been proposed to solve the

problems of excessive computation and slow convergence during

simulation and simulation experiments.
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4.1 Maximum neutronic power

4.1.1 Development of the neutronic power
calculation platform

The platform developed in this study to calculate the

maximum neutronic power of the reactor is based on Python;

this platform utilizes the Monte Carlo code RMC (Liang et al.,

2014) to calculate the initial sample points generated using the

LHS method, thus generating data that will be used for training a

Kriging model to produce a proxy model.

In this study, the SPALLER-100 reactor is taken as the

research object. In fact, both the fuel mass fraction and the

core height affect the fuel loading, which further influences the

neutronic power of the core. Moreover, to ensure the safety of the

reactor during operation, the reactivity swing should be as small

as possible. Therefore, based on the steady-state limit, the fuel

FIGURE 3
Flow chart of the platform used to calculate the maximum neutronic power.
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mass fraction, core height, and specific power are selected as the

sampling variables, while the reactivity swing, initial excess

reactivity, and power are constrained. Figure 3 demonstrates

the steps used to design the platform.

According to the steady-state limitations, the height of the

core ranges from 1 to 2.5 m; the mass fractions in the inner zone

and outer zone of the reactor are 20.5% and 30.8%, respectively.

To ensure suitable material irradiation (200 dpa), 19.4 W/gHM is

selected as the upper limit for specific power. By considering the

sampling error caused by significant variations and ensuring a

high neutronic power, the lower limit of specific power is

assumed to be 12 W/gHM according to experience.

4.1.2 Platform prediction and verification
Figure 4 shows that with an increase in the fuel mass fraction

of the Kriging model (also known as the neutronic power

calculation platform, which is based on 1200 training sets at

different specific powers), the predicted reactivity swing has

minimum value (corresponding mass fraction is the optimal

mass fraction).

Figure 5 shows that under different specific powers, the

predicted reactivity swing of Pu mass fraction (26.5%–28.5%)

is relatively small (less than 2500 pcm), which is conducive to the

smooth operation of the reactor. Meanwhile, an increase in

specific power tends to augment reactivity swing. When the

specific power is approximately 19 W/gHM, the optimal mass

fraction is 27%.

Twenty sample points were randomly generated via LHS,

and the prediction results obtained using the platform were

compared with the RMC calculation results to determine the

accuracy of the values predicted by the platform. As shown in

Figure 6, the absolute error between the reactivity swing and

excess reactivity predicted by the platform and those calculated

using the RMC procedure is 367 pcm at maximum. To ensure the

safety of the reactor at maximum power, the reactivity swing

should be as small as possible.

As seen from Figure 7, the maximum absolute error between

the power predicted by the platform and the power calculated by

the RMC is 5.4 MW for individual sampling points. This error

may be due to an insufficient number of training sets for the

Kriging model; however, the overall compliance is good, and a

solution can be provided by increasing the number of training

FIGURE 4
Plot of reactivity swing, specific power, and mass fraction.

FIGURE 5
Plot of reactivity swing, specific power, and mass fraction
(26.5%–28.5%).
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sets. Therefore, the proposed platform exhibits decent accuracy

as well as credibility.

4.1.3 Calculate the maximum neutronic power
Finally, based on the kriging proxy model, the maximum

power that meets the permitted limits for burnup reactivity swing

and excess reactivity at each height is determined. The fuel

loading increases with rise in the active zone height of the

reactor core, which in turn augments the neutronic power.

Figure 8 shows that the maximum neutronic power of the

reactor almost exhibits a linear relationship with the active

zone height.

FIGURE 6
Comparison of the reactivity swing and excess reactivity. Predicted using the platform with the corresponding RMC results.

FIGURE 7
Comparison of the power predicted by the proposed
platform with that predicted using RMC.

FIGURE 8
Maximum neutronic power of the SPALLER reactor at
different heights.
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4.2 Natural circulation power

In the reactor, natural circulation refers to the circulation

that occurs without the driving force provided by the pump,

which in turn depends on the driving force generated by the

differences in density and height that brings out the core

power. The pressure drop caused by various resistances has a

significant influence on the calculation of cooling power

produced via natural circulation because it is the most

difficult to predict among many uncertain factors. Since the

pressure drop in the primary circuit system is mainly sourced

from the core and heat exchanger, this study only considers

the friction pressure drop and local pressure drop of the core

and heat exchanger for simplification (Figure 9).

4.2.1 Natural circulation capacity principle
In the reactor, the coolant flows into the lower chamber

from the inlet connecting pipe, flows through the reactor core

from bottom to top, carries the heat generated by nuclear

fission in the reactor core, flows out from the outlet

connecting pipe of the upper chamber, enters the steam

generator through the rising section for heat exchange, and

the cooled fluid flows out from the outlet of the steam

generator. It then flows from the reactor inlet nozzle

through the descending section to complete the natural

circulation flow of the primary reactor circulation.

The pressure drop in the core mainly occurs due to the

friction loss in the coolant channel and the core inlet and outlet.

In addition, the pressure drop in the heat exchanger mainly

includes the friction loss in the heat exchanger and the inlet and

outlet losses.

The driving force of natural circulation is the buoyancy

generated by the differences in density and height. The

driving head Pd is given using Eq. 16:

Pd � gH(ρin − ρout) (16)

where g is the gravitational acceleration (m/s2), H is the natural

circulation height (m), and ρin and ρout are the coolant densities

at the inlet and outlet of the core (kg/m3), respectively.

By employing Boussinesq approximation and ignoring the

axial heat conduction, heat dissipation of the system, and work

done by spatial pressure change, the above formula can be

expressed as:

Pd � ρcgβcHΔT (17)

where ρc is the coolant density, βc is the coefficient of thermal

expansion (K−1), and ΔT is the temperature difference in the

coolant between the inlet and outlet (°C).

Therefore, to develop a method that maximizes the power

generated by the reactor at a conceptual design level, it is

necessary to satisfy the equation associated with a coolant

natural circulation design. In steady-state operations, the

driving force of natural circulation should be equal to the

total pressure drop in the primary system; this ensures that the

basic relationship between buoyancy (left) and resistance

(right) is maintained:

ρcgβHΔT � ∑ 1
2
ρcV

2
i(ki + fi

li
di
) (18)

where Vi, ki, fi, li, and di represent the coolant flow rate, form

resistance coefficient, friction coefficient, flow length, and

hydraulic diameter of the i − th area, respectively. The above

formula shows that there are two values that have a great impact

on the natural circulation power of the primary circulation

system. The first is the pressure drop loss caused by the

friction coefficient and local resistance coefficient in the

primary circulation system; the second is the circulation

height: the height difference from the center of the core to the

center of the heat exchanger.

The natural circulation power is expressed using Eq. 19 as

follows:

Pcore � WCPΔT � ρcAiViCPΔT (19)

where Pcore is the natural circulation power, W is the coolant

mass flow, Cp is the specific heat capacity at constant pressure,

and Ai represents the coolant flow area of the i − th area.

According to Eqs 18, 19, the functional relationship of Pcore

can be derived via natural circulation:

FIGURE 9
Natural circulation diagram.
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2C2
pρ

2
cgβ

ΔT3

P2
core

� ∑ 1
H · A2

i

(fi
li
di

+ ki) (20)

4.2.2 Calculate the natural circulation power
By solving the above-mentioned theory and Eq. 20, Figure 10

shows the relationship between the natural circulation power and

the active zone height in the core.

The corrosion and erosion limitations are considered to

determine the natural circulation power. Since the pressure

drop mainly occurs in the core, the active zone height of the

core has a great influence on the total pressure drop. When

calculating the natural circulation power, the circulation height

must remain unchanged to ensure the advantage of

miniaturization. As the active zone height increases, the core

pressure drop and pitch-to-diameter ratio also increase. Because

an increase in the pitch-to-diameter ratio reduces the total

pressure drop in the system, the relationship between natural

circulation power and core height is nonlinear. Therefore, based

on the maximum neutronic power, these two factors (core height

and pitch-to-diameter ratio) are critical for maximizing core

power.

5 Power maximization and accident
safety analysis

5.1 Maximum power research scheme

The actual maximum power of the reactor core is determined

using the natural circulation power. As shown in Figure 11, the

neutronic power and natural circulation power tend to be

maximum at the same core height. If the reactor core height

continues to increase, the rise in natural circulation power

becomes negligible and the neutronic power improves

significantly; however, this is not conducive to improving the

cost-effectiveness of the reactor.

To determine neutronic power (red line), the influences of

transport limitation, material irradiation limitation, and reactivity

limitation are considered; meanwhile, to determine natural

circulation (blue curve), the influences of corrosion limitation

and temperature limitation are considered. The area below the

intersection of the two lines meets the requirements for the

natural circulation power and maximum neutronic power. When

considering the maximum power constraints and miniaturization

constraints of these reactors, increasing the core height implies

further increasing the active zone height of the fuel, which leads to

increased costs. Therefore, based on a comprehensive consideration

of the safety and economical aspects associated with different

limitations, the maximum power of SPALLER determined in this

study is approximately 120.69 MW, optimal fuel mass fraction is

27%, and corresponding core height is approximately 1.72 m.

According to the above-mentioned research results, Table 2

shows themain design parameters used formaximizing the power of

SPALLER. In Section 5.2, accident analysis applicable to the natural

circulation QSRB approach has been carried out.

5.2 Accident safety analysis based on
quasi-static reactivity balance

Compared with the original design, by implementing RMC

modeling while ensuring maximum power, the relevant dynamic

parameters at the beginning of life (BOL), middle of life (MOL),

FIGURE 10
Natural circulation power of SPALLER at different heights.

FIGURE 11
Maximum power of SPALLER.
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and end of life (EOL) are calculated in Table 3, such as A, A′, B,
C, β, αD, αA, αR, and αC.

According to the dynamic parameters and QSRB

equations, Table 4 lists the relative power and rise in

coolant outlet temperature when the reactor core reaches

the quasi-static state by relying on its own reactivity

feedback after the ULOHS, UTOP, and UCIT accidents.

Assuming that the rise in temperature at the outlet of the

core coolant is approximately equal to the temperature rise on

the surface of the coolant pipe, the maximum temperature of

the cladding surface under accident conditions can be

estimated.

TABLE 2 Necessary parameters for maximizing the reactor power.

Design parameters Units Original design values Current design values

Power MWt 100 120.69

Refueling cycle a 20 20

Mass fraction of Pu % (20.5,30.8) 27

Circulation height m 4 4

Active zone height m 1.50 1.72

Pitch-to-diameter ratio / 1.70 1.91

Specific power W/gHM 18.26 19.2

TABLE 3 Dynamic parameters of SPALLER under different life cycles.

Parameters BOL MOL EOL

Original Current Original Current Original Current

β (pcm) 307 307 288 288 322 322

αD (cents/°C) −0.5208 −0.4290 −0.5927 −0.5550 −0.6047 −0.4973

αC (cents/°C) −0.3788 −0.6141 −0.3712 −0.7631 −0.3407 −0.6927

αA (cents/°C) −0.0635 −0.0631 −0.0580 −0.0709 −0.0472 −0.0601

αR (cents/°C) −0.0658 −0.0165 −0.0688 −0.0101 −0.0273 −0.0063

αV (cents/1%) — −30.14 — −34.37 — −31.32

A (cents) −153.11 −167.02 −170.49 −212.43 −170.80 −189.18

A′ (cents) −136.45 −145.60 −155.29 −188.37 −158.44 −168.78

B (cents) −93.05 −91.14 −98.55 −112.74 −89.01 −101.02

C (cents/°C) −1.03 −1.12 −1.09 −1.40 −1.02 −1.26

TABLE 4 Accident safety analysis of SPALLER under maximum power.

Accident Parameters BOL MOL EOL

Original Current Original Current Original Current

ULOHS Relative power 0.07 0.07 0.07 0.07 0.07 0.07

δTout (°C) 72.13 72.93 79.41 75.28 87.06 73.97

UTOP Relative power 1.10 1.10 1.10 1.10 1.10 1.10

δTout (°C) 89.42 81.62 83.06 63.57 88.30 71.73

UCIT Relative power 1.40 1.40 1.40 1.40 1.40 1.40

δTout (°C) −21.85 7.59 −24.81 8.62 −27.96 8.54

Tct − Tout Tct = 650, Tout = 480 <170 <170 <170 <170 <170 <170
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The maximum temperature limit of the cladding under the

SPALLER accident condition has been designed to be 650°C, as

mentioned in the steady-state limitations. It can be seen from

Table 4 that for the original design scheme and the another, the

UTOP accident (introducing reactivity of 1 $) at BOL has the most

serious consequences among the three accident conditions. The rise

in coolant temperature at the outlet are 89.42°C and 81.62°C,

respectively; thus, the maximum temperature on the coolant

pipeline surface are predicted to be 569.42°C and 561.62°C. This

value is slightly higher than the steady-state temperature limit of the

cladding (550°C); however, it is far lower than the accidental

temperature limit of the cladding (650°C).

Three accident limitations have been considered in the accident

limitations analysis, and the calculation results meet the above

conditions. First, in addition to the fuel Doppler coefficient αD,

axial expansion reactivity coefficient of fuel αA, core radial expansion

reactivity coefficient αR, and coolant density reactivity coefficient αC
are less than 0; the coefficients A, B, and C calculated in Table 3 are

also less than 0. Second, under ULOHS, UTOP, and UCIT accident

conditions, δTout does not exceed Tct − Tout. Third, the void

coefficient αV is negative. All the above conditions are within the

permitted limits, thereby further revealing the safety characteristics

of the SPALLER.

6 Conclusion

To explore themaximum power that the reactor can output, the

SPALLER-100 reactor is selected as the research object. The initial

samples are generated using the LHSmethod andmany training sets

are trained. The Kriging proxy model is constructed and the

neutronic power calculation platform is built to reduce the actual

amount of calculations while ensuring accuracy. To improve the

economy and safety, the maximum neutronic power and natural

circulation power at different core heights are calculated by utilizing

three steady-state limitations and three accident limitations as

constraints. Considering the maximum power that can be

achieved via natural circulation, the design scheme that

maximizes the power output and meets both the rector thermal-

hydraulic and rector physical requirements is finally obtained. The

main conclusions of this study are as follows:

(1) The design scheme increases the power of SPALLER-100

from 100 MW thermal power to 120.69 MW maximum

power (by more than 20%), which greatly improves the

cost-effectiveness of the reactor and provides a reference

method for designers.

(2) Three typical reactor accidents (ULOHS, UTOP, and UCIT)

are analyzed by using the QSRB approach suitable for natural

circulation. The results show that the proposed design

scheme exhibits a good safety performance and can be

used in future reactor engineering designs.
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Development of drift-flux
correlations for vertical forward
bubble column-type gas-liquid
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Bubble columns represent an extreme case of gas-liquid two-phase flow,

where net liquid velocity is zero and the gas simply bubbles up through the

liquid. The bubble column-type gas-liquid metal two-phase flow always

appears in an accident scenario for pool-type lead-bismuth eutectic cooled

fast breeder reactors. To accurately predict the void fraction for the accident

evaluation and design of a reactor system, nine existing drift-flux type

constitutive correlations are evaluated with a nitrogen-liquid heavy metal

two-phase flow test. Few correlations give a relatively good prediction and

the basic assumption in the distribution parameter calculation is not applicable

for a bubble column. To solve this problem, analysis based onClark’s theoretical

model is carried out. The results show that the distribution parameter assumes

very high values at a low Re number. As the Froude number increases, the

distribution parameter tends to decrease. At lower void factions, the distribution

parameter is also assumed to be at high values. This indicates that the pipe size,

flow rate, and void fraction can all influence the distribution parameter.

Considering the quantitative laws of these influence factors obtained by

theoretical analysis and fitting the data of Ariyoshi’s test, a new correlation

for a bubble column-type gas-LBE two-phase flow is developed and evaluated.

The results of the statistical analysis show that the new correlation gives the best

prediction for gas-LBE two-phase flow in the void fraction range of

0.018–0.313.

KEYWORDS

gas-LBE two-phase flow, drift-flux model, fast reactor, void fraction, bubble column

1 Introduction

Gas-liquid two-phase flow is a kind of fluid mixture that is capable of efficiently

transporting mass, momentum, and heat energy in various engineering fields (Han et al.,

2020). A bubble column represents an extreme case of gas-liquid two-phase flow, where

net liquid velocity is zero and the gas simply bubbles up through the liquid (Clark and

Egmond, 1990). This phenomenon is frequently encountered, especially in chemical
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engineering and metallurgy. With the development of nuclear

power technology, the bubble column-type gas-liquid metal two-

phase flow has attracted more attention as a typical thermal-

hydraulics phenomenon during a hypothetical accident in pool-

type liquid metal cooled fast breeder reactors (FBRs). For

instance, in the long-term stage (i.e., the main pump has been

shut down) of a steam generator tube rupture (SGTR) in a lead-

bismuth eutectic (LBE) alloy cooled fast reactor, steam released

from the break of the tube into the reactor vessel may transport

upward through the active section from the bottom inlet of the

reactor core and introduce additional activity due to the

moderation effect of water, which threatens the reactor’s

safety. During a severe accident scenario in FBRs, the gas

generated from the melting and boiling of fuel, cladding, and

liquid metal coolant may also form a multi-phase flow in a static

liquid metal pool and relocate the fuel, which causes the risk of

re-criticality in the molten core. Meanwhile, the gas-phase fission

product may transport upward through the liquid metal into the

cover gas and cause a risk of radioactivity release. The basic

characteristic of these phenomena during an accident is a bubble

column-type gas-liquid two-phase flow. Therefore, to determine

the core activity introduced by gas bubbles and to evaluate the

consequences of an accident, the void fraction in the vertical flow

channel of the reactor core should first be obtained. Therefore,

reliable prediction of the void fraction is necessary.

The one-dimensional correlation based on the drift-flux

model has been often used for void-fraction prediction (Abbs

and Hibiki, 2019), and is one of the most practical and accurate

models to solve many engineering problems. In the past few

decades, various correlations for calculating the drift-flux model

parameters have been developed based on gas-water two-phase

flow test with relatively high liquid velocity. Ishii (1977) first

considered a fully developed bubbly flow, and assumed that the

distribution parameter C0 would depend on the density ratio and

Reynolds number (Hibiki and Ishii, 2003), and also gave the

correlations applied to fully developed flow in small diameter

round pipe. The modified equations considering the Sauter mean

diameter (Hibiki and Ishii, 2002) and for boiling bubbles (Ishii,

1977) were then developed. For large diameter pipes, Hills

(1976), Shipley (1984), and Clark and Flemmer (1985)

measured the void fraction of air-water and developed some

correlations. Then, Kataoka and Ishii (1987) found the effect of

tube diameter, pressure, gas flux, and fluid physical properties on

drift velocity and develop a correlation of about vgj
+. In Ishii’s

research, C∞, the asymptotic value of C0 is approximated to be

constant (C∞ = 1.2) for upward flow in a round pipe based on the

water test data. Under this assumption, the C0 only depends on

the density ratio between gas and liquid. However, the

applicability of the assumption of constant in a bubble

column-type gas-liquid metal two-phase flow remains to be

discussed. Shen and Hibiki (2020) evaluated the problem with

several gas-liquid metal experimental data and showed that the

distribution parameter correlation of Ishii with C∞ = 1.2 or 1.35

(rectangular tube) predicted well the N2-Na/K two-phase flow

with high gas-to-liquid density ratio but cannot give reasonable

predictions for the large C0 values in the other two-phase flows

with low gas-to liquid density ratios. Their study also pointed out

the extremely high C0 value may appear when the pipe’s diameter

is greater than 0.06 m in a N2-Pb/Bi mixture. In another study of

bubble column-type two-phase flow, Clark and Egmond (1990)

found that the constants vary significantly due to the effect of

buoyancy and low liquid velocity. Compared with water, the

density of liquid lead-bismuth is about 10 times higher.

Therefore, the buoyancy effect is more significant, which may

lead to a higher distribution parameter. Consequently, the

existing correlation can be further improved by considering

the effect of liquid density, Reynolds number, and buoyancy

to extend its applicability in bubble column-type gas-liquid metal

flow. However, their work is limited by the lack of test data

number of existing bubble column-type gas-LBE two-phase flow

test because of the difficulty of void fraction and velocity

measurement in a non-transparent liquid medium. This

makes it difficult to analyze the gas bubble flow mechanism in

liquid metal with high density. The existing method is to obtain a

certain value of the parameter in a drift-flux model by directly

fitting all of the available data points, such as in Mikityuk et al.’s

TABLE 1 Summary of the nine correlations.

Description of correlation Equation number Allocated number

Ishii’s correlation for bubbly flow (7, 8) 1

Ishii’s correlation for slug flow (7, 8) 2

Ishii’s correlation for churn flow (7, 8) 3

Kataoka and Ishii’s correlation (7, 9) 4

Kocamustafaogullari and Ishii’s correlation (7, 11) 5

Mikityuk’s pool correlation (12) 6

Mikityuk’s loop correlation (12) 7

Shen’s correlation for low wettability wall (13) 8

Shen’s correlation for high wettability wall (13) 9
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(2005) study, or by combining different correlations based on

gas-water two-phase flow by interpolation to approximate the

experimental data, such as the modified application in SIMMER-

III code (Suzuki et al., 2003).

A method that combines theoretical analysis with

experimental data is adopted in this study to clarify the effect

of buoyancy, Reynolds number, and so on, on the distribution

parameter. Therefore, a theoretical model for velocity radial

distribution in bubble columns was proposed by Clark and

Egmond. (1990), derived for gas-liquid metal two-phase flow

to quantitatively achieve the effect of the above parameter. Based

on the calculated result with the theoretical model and Ariyoshi

et al.’s (2017) gas-LBE test data, a set of new correlations were

applied for bubble column-type gas-liquid lead-bismuth two-

TABLE 2 Experiment study of liquid metal two-phase flow.

Institute/
Researchers

Flow channel
geometry

Dh(m) P
(MPa)

T (°C) jf (m/s) jg (m/s) α

JNC & KyotoU Rectangular 0.033 0.1 200 (LBE) 0 0.0014–0.29 0.018–0.313

Saito-Ga/H2O Circular 0.1 0.1 80(Ga)/20(H2O) 0 0.005–0.39/0.002–0.323 0.012–0.264/
0.006–0.36

Ariyoshi Circular 0.1023 0.1 200 (LBE) 0 0.013–0.09 0.017–0.11

TABLE 3 Physical property parameter of liquid in the experiment.

Fluid material Density (kg/m3) Surface tension (N/m) Viscosity (Pa·s)

LBE (200°C) 10,460 0.401 0.00170

Ga (80°C) 6060 0.735 0.00163

H2O(20°C) 998 0.0732 0.001

FIGURE 1
Diagram of the JNC & KyotoU test facility (Hibiki et al., 2000).

FIGURE 2
Diagram of Saito’s test facility (Saito et al., 1998).
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phase flow in the drift-flux model and developed and verified by

comparing them with test data and other existing correlations.

2 Literature survey

2.1 Summary of the existing drift-flux
model correlations

Zuber and Findlay (1965) were the first to take into account

both the effect of nonuniform flow and concentration profiles, as

well as the effect of the local relative velocity between the phases

in analysis, and developed the following one-dimensional drift-

fluxmodel to predict the cross-sectional averaged void fraction in

a flow channel:

〈〈vg〉〉 � 〈jg〉
〈α〉 � C0〈j〉 + 〈〈vgj〉〉 � C0(〈jg〉 + 〈jf〉) + 〈〈vgj〉〉

(1)
Where vg, α, j, jg, jf, C0, and vgj are gas velocity, void fraction,

mixture volumetric flux, superficial gas velocity, superficial liquid

velocity, distribution parameter, and drift velocity,

respectively. < > and << >> are the area-averaged and void-

fraction weighted mean quantities. The distribution parameter

and drift velocity are defined as

C0 � 〈αj〉
〈α〉〈j〉

〈〈vgj〉〉 � 〈αvgj〉
〈α〉

(2)

The non-dimensional expression is shown as follows, which

is derived by dividing Equation 1 by the factor

of (σg(ρf − ρg)/ρ2f )0.25.
〈j+g〉
〈α〉 � C0〈j+〉 + 〈〈v+gj〉〉 (3)

where

X+ � X

(σg(ρf − ρg)/ρ2f )0.25 (4)

X represents superficial gas and liquid velocity and drift

velocity.

C0 and vgj represent the effect of void distribution and

the relative velocity between phases. A number of

constitutive correlations of C0 and vgj have been

developed based on air/steam-water two-phase flow

experimental data. In addition, several new correlations

have been derived from the data of gas-liquid metal two-

phase flows in recent years.

As mentioned in the introduction, Ishii has indicated that the

distribution parameter is modeled by considering the density

ratio of gas and liquid phases:

C0 � C∞ − (C∞ − 1)
��
ρg
ρf

√
(5)

where C∞ is the asymptotic value of the distribution parameter as

the density ratio near zero. Meanwhile, as the density ratio

approaches unity, the distribution parameter should also

become unity. According to the experimental data of the fully

developed flow in a round tube (Ishii, 1977), we have

FIGURE 3
Diagram of Ariyoshi’s test facility (Ariyoshi et al., 2017).
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C∞ � 1.393 − 0.0155ln(Re) (6)

Over a wide range of Reynolds numbers, this equation can be

approximated by C∞ = 1.2 for a flow in a round tube. Thus, the

following correlation for flow in small size tube:

C0 � 1.2 − 0.2

��
ρg
ρf

√
, circular channel

C0 � 1.35 − 0.35

��
ρg
ρf

√
, rectangular channel

(7)

Drift velocity correlations for different flow regimes are

developed by Ishii based on drag law (Ishii, 1977).

〈〈vgj〉〉 � �
2

√ (1 − α)1.75(σg(ρf − ρg)/ρ2f )0.25, bubbly flow
〈〈vgj〉〉 � 0.35

��������������
gDh(ρf − ρg)/ρf√

, slug flow

〈〈vgj〉〉 � �
2

√ (σg(ρf − ρg)/ρ2f )0.25, churn flow
(8)

Compared with medium size channels, the different flow

phenomena observed in large size channels are the formation of

liquid recirculation (secondary flow) patterns in a bubbly flow

and the disintegration of large bubbles due to surface instabilities

(Abbs and Hibiki, 2019). Kataoka and Ishiii (1987) took the

secondary flow in gas-water two-phase flow under the stagnant

liquid conditions into account and developed the following

correlations:

FIGURE 4
(Continued).
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〈〈vgj〉〉 � 0.0019D*0.809
h (ρg/ρf )−0.157N−0.562

μf
(σgΔρ/ρ2f )0.25 , Nμf ≤ 0.0225, D*

h ≤ 30

〈〈vgj〉〉 � 0.03(ρg/ρf )−0.157N−0.562
μf

(σgΔρ/ρ2f )0.25, Nμf ≤ 0.0225, D*
h > 30

〈〈vgj〉〉 � 0.92(ρg/ρf )−0.157(σgΔρ/ρ2f )0.25, Nμf > 0.0225, D*
h > 30

(9)

where Nμf is viscosity number

Nμf � μf�����������������
σρf

������������
σ/[g(ρf − ρg)]√√ (10)

Kocamustafaogullari and Ishiii. (1985) considered the

dominant effect of large cap bubbles on the drift velocity in

two-phase flow and developed the following correlations for

cap bubbly flow in vertical flow channels:

〈〈v+gj〉〉 � ⎧⎨⎩ 0.54
���
D*

h

√
, D*

h ≤ 30

3.0, D*
h > 30

(11)

As for gas-liquid metal two-phase flow, Mikityuk et al.

(2005) analyzed five sets of experimental data with different

geometries, working fluids, flow rates, and void fraction

ranges and compared four types of correlations for pool-

type (average superficial liquid velocity is zero) and loop-

type channels. The recommended correlations are given by

Equation 12. Because the high value of C0 in the correlations

for pool data shows that the liquid’s velocity has a significant

effect on the drift-flux parameter, their study indicated that

the use of the correlation should be based not on the local

characteristic length (bubble size) but on the pool diameter to

reflect the fact that the multi-dimensional flow patterns, in

this case, influence the two-phase flow parameters. In

Mikityuk et al.’s study, the distribution parameter C0 is a

certain value, which is obtained by fitting test data directly:

C0 � 2.4, 〈〈vgj〉〉 � 0.61
���������
gDhΔρ/ρf√

, for pool data

C0 � 0.9, vgj � 2.33
�������
gσΔρ/ρ2f4

√
, for loop data

(12)

Shen and Hibiki. (2020) developed two correlations for the

low and high wettability between the liquid metal and channel

wall surface, respectively, as shown in Equation 13.

For the low wettability wall surface

FIGURE 4
(Continued). Comparisons between the measured (JNC experiment) and predicted void fraction. (A) Ishii correlation for bubbly flow. (B) Ishii
correlation for slug flow. (C) Ishii correlation for churn flow. (D) Kataoka and Ishii correlation. (E) Kocamustafaogullari and Ishii correlation. (F)Mikityuk
correlation based on pool type data. (G) Mikityuk correlation based on loop type data. (H) Shen’s correlation for low wettability wall. (I) Shen’s
correlation for high wettability wall.
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C0 � ⎡⎣1 + 〈j+g〉
0.00102

0.0667〈j+g〉
0.690 + 1.36〈j+f 〉

3.29
⎤⎦(1 + 4.82e−0.186D

p
h)

[1 − (ρg
ρf
)0.0181] + (ρg

ρf
)0.0181

〈〈vgj〉〉 � ⎧⎨⎩ 0.548
���
Dp

h

√ (σgΔρ/ρ2f )0.25, Dp
h ≤ 30

3.0(σgΔρ/ρ2f )0.25, Dp
h > 30

(13)

and for the high wettability wall surface

C0 � ⎡⎣1 + 〈j+g〉
0.143

0.0853〈j+g〉
0.719 + 0.115〈j+f 〉

1.08
⎤⎦(1 + 1.40e−0.0296D

p
h)

[1 − (ρg
ρf
)0.0137] + (ρg

ρf
)0.0137

〈〈vgj〉〉 � ⎧⎨⎩ 0.508
���
Dp

h

√ (σgΔρ/ρ2f )0.25, Dp
h ≤ 30

2.78(σgΔρ/ρ2f )0.25, Dp
h > 30

Up to now, we have surveyed a total of nine correlations.

Each correlation is allocated a number for comparison in Section

4, as shown in Table 1.

2.2 Summary of bubble column-type gas-
liquid heavy metal two-phase flow
experiments

Although many steam, nitrogen, and air-water two-phase flow

tests have been carried out over the last few years, the number of gas-

liquid LBE two-phase flow tests is much less due to the limitation of

measurement difficulty and applied range, especially the bubble

column. Three sets of bubble column-type tests are available and

have been adopted for correlation evaluation and

development, which is summarized in Table 2. In these

tests, LBE and the similar heavy metal Gallium are used.

The physical property parameters of liquid metal and water in

tests are shown in Table 3.

2.2.1 JNC & KyotoU test
This test was performed under a joint research project by

Japan Nuclear Cycle Development Institute (JNC) and Kyoto

University (KyotoU) (Hibiki et al., 2000). Figure 1 shows a

schematic diagram of the test facility. The test section is a

rectangular tank whose inner height, width, and thickness are

530, 100, and 20 mm, respectively. Molten lead-bismuth eutectic

is contained in the tank and nitrogen is injected uniformly from

seven vertical nozzles that are mounted on the bottom of the

tank. The experiment is conducted by varying gas superficial

velocity jg over range of 0.005–0.3 m/s while keeping the

temperatures of nitrogen and molten lead–bismuth constant

at 473 K.

In the experiment, high frame-rate neutron radiography

technology is adopted to observe the flow regime and bubble

shape. Void fraction can be also measured by the post process of

the picture taken by a silicone intensifier target (SIT) tube camera

(Hibiki et al., 2000). The test results show that a spherical or

ellipsoidal bubble can be observed at a low gas velocity. As jg
increases, large slug bubbles or cap like bubbles appeared

together with highly deformed small bubbles. The 35 sets of

databases (time and space averaged void fraction vs. gas

superficial velocity) from the three cases are used for

correlation evaluation and validation in the current analysis.

2.2.2 Saito test
This experiment was performed by Saito et al. (1998) in the

Tokyo Institute of Technology to study the hydraulic

characteristics of a gas-liquid two-phase flow. As shown in

Figure 2, the test section is a cylindrical vessel with an inner

diameter of 10 cm. Through a plate with 2 mm diameter holes,

nitrogen is injected into gallium and water in two cases. This

allows the effect of liquid’s physical property on two-phase flow

to be compared directly. The void fraction is measured with a

differential pressure gauge. The 68 and 43 sets of database (time

and space averaged void fraction vs. gas superficial velocity) from

gas-water and gas-gallium test cases are used for correlation

evaluation and validation in the current analysis.

2.2.3 Ariyoshi test
This experiment was performed by Ariyoshi et al. (2017) at

Kyoto University. Figure 3 shows the facility. A vertical circular

pool is formed by a pipe with an inner diameter of 0.102 m. A

three vertical annular pool is established by a combination of the

pipe and inner concentric pipes with three different outer

diameters. Nitrogen is injected from the bottom of the test

section through the gas injector, which consists of 60 stainless

steel needle tubes with 0.15 mm in inner diameter. The

differential pressure was measured to estimate the time and

space averaged void fraction at the measurement section. The

database of the circular pool is used for new correlation

development in the current analysis.

2.3 Evaluation of the applicability of the
existing correlations of bubble-
column flow

The void fraction under different gas superficial velocities can be

predicted by Equation 1 with each of the above drift-flux

correlations. A comparison between the predicted value of void

fraction and the test data in the JNC & KyotoU test is shown in

Figure 4. The void fraction calculated by Ishii correlation only agrees

relatively well in the range of the void fraction lower than 0.05.

When the void fraction is higher than 0.05, Equation 8 for bubbly

flow overpredicts significantly. Although the Ishii correlations for
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slug and churn flow are more applicable to the flow regime under a

higher void fraction compared to the bubbly flow, the relative error

is greater than 30% in gas-LBE two-phase flow.

In the range of 0.018–0.313, the void fraction is 30%

underestimated by Kataoka and Ishii’s correlation, as shown in

Figure 4D. When the void fraction is lower than 0.05, this

discrepancy increases to 80%. As a whole, as the void fraction

increases, the prediction by Kataoka and Ishii’s correlation is

improved. This tendency is consistent with the research by

Schlegel et al. (2010), who recommended the Kataoka and Ishii

correlation for slug flow with cap bubble in gas-water two-phase

flow. This happens because, in liquid heavymetal, a bubble is more

likely to deform to a cap-shaped in higher gas fluxes (Suzuki et al.,

2003), due to the high density ratio between phases.

A comparison between the prediction of

Kocamustafaogullari and Ishii correlation and test data is

shown in Figure 4E. The result indicates that in the range of

0–0.05, the correlation underpredicts the void fraction. As the

void fraction increases, the overestimation is about 30%, which is

less than that by Ishii correlations for different flow regimes.

FIGURE 5
(Continued).
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For the drift-flux model based on gas-liquid metal two-phase

flow, Mikityuk’s pool-type correlation gives a good consistency

with the test data. However, the loop-type correlation

overestimates the void fraction, as shown in Figures 4F,G. This

indicates that the distribution parameter tends to be greater than

1.0 when liquid velocity is relatively low so that the fitting value

reaches 2.4 in Equation 12. It should be pointed out that the

database of the JNC&KyotoU and Saito test has been also used for

fitting in Mikityuk’s correlations. Therefore, other independent

tests are recommended for evaluation in the future.

Figures 4H,I show the comparisons between the void fraction

calculated by Shen’s correlation andmeasured in the JNC&KyotoU

test. A little underestimation is observed in the void fraction range of

0.018–0.313. This demonstrates that the predictions of the drift-flux

type correlation are in better agreement with the collected data than

the correlations that only consider the density ratio in distribution

parameter calculation.

Comparisons between predicted void fraction with drift-flux

correlations and Saito’s nitrogen-gallium two-phase flow test

data are shown in Figure 5. The overall prediction trend is

consistent with that observed in the JNC & KyotoU test with

liquid lead-bismuth. All of the drift-flux models derived from the

gas-water database give more than ±30% deviation of the

predicted value. Among the correlations based on gas-liquid

metal, Mikityuk’s pool-type correlation and Shen’s correlation

for low wettability wall are in good agreement with the test data.

Correlations based on gas-water two-phase flow database are

used to enhance the adequacy of the evaluation; that is, Equations

7–11 are further compared with the data obtained by the Saito-

H2O test. The predicted deviation by Ishii (for slug flow),

Kataoka and Ishii, and Kocamustafaogullari and Ishii

correlations is less than ±30%, which is improved compared

with the prediction for nitrogen-gallium two-phase flow. It must

be pointed out that this comparison is not intended to verify the

applicability of these correlations in gas-water two-phase flow

(because they have been fully demonstrated with large amounts

of test data), but is intended to indicate that the density ratio

between phases indeed affects flow characteristics and the drift-

flux parameter can be improved when applying to void-fraction

prediction in a gas-liquid metal two-phase flow.

FIGURE 5
(Continued). Comparisons between the measured (Saito-Ga experiment) and predicted void fraction. (A) Ishii correlation for bubbly flow. (B)
Ishii correlation for slug flow. (C) Ishii correlation for churn flow. (D) Kataoka and Ishii correlation. (E) Kocamustafaogullari and Ishii correlation. (F)
Mikityuk correlation based on pool type data. (G)Mikityuk correlation based on loop type data. (H) Shen’s correlation for lowwettability wall. (I) Shen’s
correlation for high wettability wall.
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In summary, it can be observed that the density difference

between liquid metal and water shows an obvious effect on the

drift-flux parameter by comparing the predicted void fraction by

two types of correlations derived from gas-water and gas-liquid

metal two-phase flow database, respectively. For the correlations

for gas-liquid metal two-phase flow, Mikityuk’s pool-type model

agrees well with the test data. It should be noted that the test data

has been also used for data fitting during the correlation

development process, the application of which is beyond the

range of the experimental parameter and should be further

discussed. Other correlations can be further improved to

apply better in bubble column-type gas-LBE two-phase flow,

see Figure 6.

3 The influence factor of distribution
parameter C0

3.1 Clark’s theoretical model

According to Clark and Van Egmond’s (1990) model, the

two-phase flow along axial direction in a round tube is assumed

FIGURE 6
Comparisons between the measured (Saito-H2O experiment) and predicted void fraction. (A) Ishii correlation for bubbly flow. (B) Ishii
correlation for slug flow. (C) Ishii correlation for churn flow. (D) Kataoka and Ishii correlation. (E) Kocamustafaogullari and Ishii correlation.
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to be one-dimensional and the void-fraction profile along radial

direction r is assumed as in the following equation:

α(r) � αc[1 − (r
R
)p] (14)

where αc is the void fraction at the center of the tube and R is the

radius of the flow channel.

The density of two-phase mixture ρ(r) is given by

ρ(r) � ρf(1 − α(r)) + ρgα(r) (15)

where ρf and ρg is liquid and gas density. Generally, ρg can be

neglected due to order of magnitude difference. Substitute α(r)
into Equations 2 and 3,

ρ(r) � ρf[1 − αc + αc( ���
r/R

√ )p] (16)

the shear stress τ(r) can be calculated using force balance (Levy,

1963; Clark et al., 1987). It should be noted that in Clark and

Flemmer’s derivation, there is a clerical error in that the R is

wrongly written in the denominator, which can be easily derived

by dimensional analysis. The correct equation is shown as

follows:

τ(r) � τw
r

R
+ 1
2
rg[�ρ − ρi(r)] (17)

where g is the gravitational acceleration and τw is wall shear

stress, �ρ − ρi(r) is the difference between the average density over
the whole radius and the average density within radius r, which is

given by integrating Equation 16. The result is shown in the

following equation:

�ρ − ρi(r) � ρf( 2αc

p + 2
)[1 − (r

R
)p] (18)

As for τ(r), a rheological mixing length model which takes into

account turbulent momentum transfer has been proposed by Clark

and Egmond (1990). The shear stress was accordingly taken as

τ(r) � −μdU
dr

− l2
∣∣∣∣∣∣∣dUdr

∣∣∣∣∣∣∣ dUdr (19)

where μ is dynamic viscosity, U is the liquid velocity, l is the

mixing length used by Clark and Egmond (1990).

l

R
� 0.14 − 0.08(r

R
)2 − 0.06(r

R
)4 (20)

By combining Equations 17 and 19, a formula as follows

about the U along radius is obtained by introducing Equation 21.

0 � τw
r

R
+ 1
2
rg[�ρ − ρi(r)] + μ

dU

dr
+ l2

∣∣∣∣∣∣∣dUdr
∣∣∣∣∣∣∣ dUdr (21)

In Equation 21, the wall shear stress τw is unknown.

Therefore, an assumed initial value should be input to obtain

dU/dr by solving the quadratic equation. Then,U = 0 at r = R, the

liquid velocity profile U(r) can be found by integrating from the

wall boundary condition.

The average liquid velocity can be solved by integrating U(r)

over the whole cross section of the channel, as shown in

Equation 22:

Wf � 2
R2
∫R
0

U(r)(1 − α(r))rdr (22)

For the convenience of solving, Equation 21 is converted into

a dimensionless form:

0 � [Nτw +
Ga
2

α

p + 2
]r′ + 2

du′
dr′ + ( l

R
)2

(1 − α)Ga
∣∣∣∣∣∣∣∣du′dr′

∣∣∣∣∣∣∣∣ du′dr′
(23)

FIGURE 7
Calculation flow chart of Clark’s theoretical model.

FIGURE 8
Calculated velocity along radial direction.
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where

Nτw � τw
μ

��
D

g

√

u′ � U���
gD

√
r′ � r

R

Ga �
���
gD

√
Dρf
μ

(24)

where Ga is Galileo number, D is the channel diameter, and

Equation 22 can be rewritten as

Wf���
gD

√ � 2∫1
0

u′(1 − α)r′dr′ (25)

We iterate the wall shear stress until the calculated Wf is

equal to the real value (Wexp � 0 in pool-type two-phase flow),

and then the assumed τw and corresponding velocity profile is

correct. Therefore, the distribution parameter C0 can be

determined by definition; that is, Equation 2:

FIGURE 9
The effect of Ga on the distribution parameter.

FIGURE 10
Velocity distribution along radial direction under different
Reynolds numbers (Fr = 0.38, αc = 0.18, p = 2.0).

FIGURE 11
The effect of Re on the distribution parameter.

FIGURE 12
The effect of the void fraction on the distribution parameter.
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FIGURE 13
Comparisons between measured and predicted void fraction. (A) JNC experiment. (B) Saito-Ga experiment.

FIGURE 14
Statistical analysis of the predicted void fraction by correlations (1—Ishii for bubbly, 2—Ishii for slug, 3—Ishii for churn, 4—Kataoka and Ishii,
5—Koca and Ishii, 6—Mikityuk for pool, 7—Mikityuk for loop, 8—Shen for low wettability wall, 9—Shen for high wettability wall, 10—New developed
model). (A) Gas-LBE test data. (B) Gas-Ga test data.

TABLE 4 Comparison of the predicted performance of all of the correlations, in terms of the benchmark coefficient ξj.

Correlations number, j ξj for gas-LBE test ξj for gas-Ga test

1 0.168 0.066

2 0.215 0.117

3 0.210 0.080

4 0.322 0.186

5 0.489 0.261

6 0.685 0.995

7 0.433 0.144

8 0.530 0.625

9 0.442 0.488

10 0.939 0.528

The bold value is the maximal value among corresponding column.
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C0 �
∫1
0
[αu′ + α2

1−α Fr]r′dr′
αc(1 − 2

p+2)∫10[u′ + α
1−α Fr]r′dr′ (26)

where Fr is the Froude number. To solve the problem of the

unknown local drift velocity for Fr calculation due to lack of

measured data, we refer the reader to the study by Ariyoshi et al.

(2017), and the void-fraction-weighted mean drift velocity is

applied to Equation 27 as the approximate value of the local drift

velocity vgj:

Fr � 〈〈vgj〉〉����
gDh

√ (27)

3.2 Calculation results

A program based on Fortran90 is coded to solve the

distribution parameter by using this theoretical model. The

calculation flow chart is shown in Figure 7, the centric void

fraction (0.18), channel radius, and Froude number (0.38) are

referred from the experiment case with a round tube that was

conducted by Ariyoshi et al. (2017).

The calculated liquid velocity profile over radius is shown in

Figure 8. In the center of the flow channel, the liquid metal is

entrained by rising bubbles and flows upward. Correspondingly,

liquid metal near the wall flows downward to fill the vacancy after

the fluid in the center area leaves. A flow circulation over radius

forms. Because the liquid metal is contained in a static pool

during the experiment, the overall volume flux over channel cross

section and the liquid Reynolds number based on average

velocity are zero.

The distribution parameter calculated with Equation 26

versus Galileo number Ga is shown in Figure 9. Under the

same Fr number, with Ga increasing, C0 increases significantly

when Ga is in the range of 0–1.0×105. When Ga > 1.0×105, C0

remains almost unchanged. As shown in Equation 24, the

definition of Ga includes liquid phase density and dynamic

viscosity. It can be seen that the dynamic viscosity of the two

kinds of liquid metal (LBE and Gallium) is close to that of water,

and the density is about 5–10 times that of water. Therefore,

under the same channel diameter, the Ga number of liquid heavy

metal tends to be also larger than that of water, which leads to

higher distribution parameters. This result is consistent with the

phenomena observed in Saito et al.’s (1998) experiment.

Velocity profile along radial direction under different liquid

Reynolds numbers (i.e., the velocity, viscosity, and density are

based on liquid phase) is shown in Figure 10. The greater value of

the Reynolds number represents a larger liquid velocity in the

same channel. Figure 11 shows that as the Reynolds number

increases, the distribution parameter reduces. When the

Reynolds number is 100,000, the C0 has reached 1.28. It can

be inferred from this that in the pool-type test conducted by JNC

and KyotoU, Saito, or Ariyoshi, the liquid superficial velocity and

Reynolds number of which are zero, the liquid velocity profile is

significantly affected by buoyancy and the distribution parameter

could be much higher than 1. This indicates that existing

correlations are not suitable for lower liquid velocity two-

phase flow. Furthermore, another factor is the Fr

number—under larger Fr, the distribution parameter tends to

be near 1.

The effect of the void fraction on distribution is shown in

Figure 12. Under the same power law (p = 2.0), for the calculated

case (Fr = 0.38, Re = 0), when the center void fraction increases

from 0.04 to 0.4, the distribution decreases from 6.3 to 2.45.

4 New correlation development and
validation

Through the influence analysis of the distribution parameter

based on Clark’s theoretical model, it can be seen that the

distribution parameter is not only affected by the density ratio

of gas and liquid phase but is also affected by the liquid phase

velocity, void fraction, and Fr number. In this regard, the

following analysis is carried out to consider these factors and

develop new correlations. First, the theoretical method in Section

3.1 is used to calculate velocity distribution, as shown in Figures 8

and 10. Based on the velocity distribution and assumed void

fraction distribution, C0 is calculated with Equation 26, so the

relationship between C0 and Re, Fr, the void fraction can be

obtained in the form of calculated datasets, as shown in Figures

11 and 12. In this section, the functions that C0 about Re, Fr, and

void fraction is obtained by data fitting.

FIGURE 15
The effect of void fraction on distribution parameter
considered in each correlation (JNC & KyotoU test).

Frontiers in Energy Research frontiersin.org14

Wang et al. 10.3389/fenrg.2022.964171

90

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2022.964171


4.1 Development of the correlations

Ishii’s (1977) study on gas-water two-phase flow, distribution

parameter can be represented by replacing Equation 7, as follows:

C0 � f(Re) − [f(Re) − 1]
��
ρg
ρf

√
(28)

According to the calculated result shown in Figure 11, the

distribution parameter decreases with the increase of Re. At the

same time, with the increase of Fr, the distribution parameter

corresponding to different Re numbers decreases totally.

Therefore, it can be assumed that the f (Re) under different

Fr meets

f(Re) � { X1g1(Fr), lg(Re)< 3.26
X2g2(Fr) −X3g3(Fr)lg(Re), 3.26≤ lg(Re)< 5

(29)
By fitting the calculated C0 versus Re dataset under the Fr is

0.38, the coefficients X1, X2, and X3 are given

f(Re) � { 3.4g1(Fr), lg(Re)< 3.26
6.63g2(Fr) − 0.99g3(Fr)lg(Re), 3.26≤ lg(Re)< 5

(30)
Furthermore, the functions g1, g2, and g3 about the Fr number

are given by fitting the calculated result of C0 versus Fr, as shown

in following equation:

g1(Fr) � 0.391 − 0.632ln(Fr)
g2(Fr) � 0.449 − 0.58ln(Fr)
g1(Fr) � −0.286 + 0.755ln(Fr)

(31)

where the Fr number is obtained from Equation 27.

As can be seen from Figure 12, the distribution parameter

decreases with the increase of the void fraction in the center of

the flow channel. The function of C0 about void fraction when

Fr is 0.38 is given by fitting the dataset of void fraction and

distribution parameter, as shown in Equation 32:

C0 � 1.82 − 0.62lg(αc) + 2.03[lg(αc)]2 (32)

When p, the exponent of the power law of void fraction

distribution along the radius, is 2.0, αc is equal to 2.0<α>,
and <α> is given by fitting the dataset from the nitrogen-LBE

two-phase flow test case in circular channel conducted by

Ariyoshi et al. (2017), as shown in Equation 33:

〈α〉 � j+g
3.92j+ + 3.5

(33)

Consider the influence of void fraction in Equation 28, that is:

C0 �
⎧⎨⎩f(Re) − [f(Re) − 1]

��
ρg
ρf

√ ⎫⎬⎭h(α) (34)

h(α) � 0.535 − 0.182lg(αc) + 0.597[lg(αc)]2 (35)

As for the gas drift velocity, referring to Shen and Hibiki’s

(2020) evaluation result of v+gj data variation with dimensionless

hydraulic diameter, Kocamustafaogullari and Ishii correlations

could give the best prediction v+gj among chosen correlations.

Consequently, this model is adopted:

〈〈v+gj〉〉 � ⎧⎨⎩ 0.54
����
gD*

h

√
, D*

h ≤ 30
3.0, D*

h > 30
(36)

Finally, the new correlations consist of Equations 28, 30, and

31 and Equations 33–36.

4.2 Evaluation of the newly developed
correlations

Figure 13A shows the comparison between the void fraction

predicted by newly developed correlations and JNC & KyotoU

test data. After considering the influence of liquid phase velocity,

Froude number, and void fraction on the distribution parameter,

the predicted results with new correlations show agreement with

gas-LBE two-phase flow test data. In the void fraction range of

0.018–0.313, most data points fall into the error band of −30% to

30%. A similar predicted result is also observed in the

comparison with the Saito-Ga test, as shown in Figure 13B.

For statistical analysis, the relative error of the jth correlation

when predicting the ith data point, εij, is defined as

εij � αpredicted
αmeasured

− 1 (37)

The statistical mean and root-mean-square (RMS) value of εij
are defined for a set of N data points in Equations 38 and 39:

�εij � 1
N
∑N
i�1
εij (38)

εRMSj �

������
1
N
∑N
i�1
ε2ij

√√
(39)

These statistical relative errors are shown in Figure 14. It can

be observed that the newly developed correlation (No. 10) tends

to give the smallest mean relative error for predicting the void

fraction in gas-LBE two-phase flow. The RMS of new correlations

is also relatively small and comparable to Mikityuk’s (for pool,

No. 6) correlation and Shen’s (for low wettability wall, No. 8)

correlation. As for the evaluation with the Saito-Ga test, the new

correlations also show good agreement with experimental data

with a relatively small error.

To determine the best correlation for gas-liquid metal two-

phase flow in a bubble column from the statistical result in

Figure 14, a benchmark coefficient ξj is used which refers to the

method adopted in the evaluation of convective heat transfer

correlations (Pacio et al., 2015), as shown in Equation 40. In this

coefficient, both the absolute mean relative error and RMS value
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of correlation are considered. A larger value of the coefficient in

the range of 0 ≤ ξj ≤ 1 indicates a better prediction performance:

ξj � 0.5[minj

∣∣∣∣εj∣∣∣∣∣∣∣∣εj∣∣∣∣ + minjεRMSj

εRMSj
] (40)

From Table 4, it can be seen that the new correlation (No. 8)

gives a much better prediction for gas-LBE two-phase flow in the

bubble column case than any other correlations. For gas-Ga two-

phase flow, the prediction performance of the new model ranks

third among all of the correlations. When compared with

correlation No. 6, although the new model is developed as the

best fit of relatively few data points, it has the smallest mean

relative error, and the effect of liquid velocity and a void fraction

(which generally increase with rising superficial gas velocity) on

distribution parameter is considered. In addition, the gas-Ga test

data are used for fitting to get the correlation. However, the

applicability should be further evaluated beyond the range of 0 <
jg<0.4 m/s and α ≤ 0.3. Therefore, the conclusion proposed by

Clark’s study that C0 assumes very high values at a low net flow

rate can be verified, as shown in Figure 15.

5 Conclusion and prospects

The drift-flux model is very important for gas-liquid two-

phase flow analysis in the safety evaluation of an advanced

nuclear system during an accident process. To study the bubble

column-type gas-liquid lead-bismuth two-phase flow

phenomenon, nine existing drift-flux type correlations are

reviewed and evaluated. Based on one-dimensional theory

analysis, the distribution parameter is estimated and the

effect is quantitatively discussed. A new correlation is then

developed. The obtained conclusions and prospects are as

follows:

1) To predict the void fraction in a bubble column-type gas-

liquid heavy metal two-phase flow, the evaluation result based

on the data from JNC & KyotoU and Saito’s test shows that

only Mikityuk’s correlation for pool-type flow and Shen’s

correlation for low wettability wall give relatively good

prediction among the nine correlations. In Mikityuk’s

model, the distribution parameter is assumed to be a

constant, the applicability of which can be further

evaluated under a wider parameter range.

2) The analysis result based on Clark’s theoretical model shows

that the distribution parameter assumes very high values at a

low Re number. As the Froude number increases, the

distribution parameter tends to decrease. At lower void

factions, the distribution parameter is also assumed to be a

high value. This indicates that the pipe size, flow rate, and

void fraction can all influence distribution parameter.

3) Considering the quantitative laws of the influence factors

obtained by theoretical analysis and fitting the data of

Ariyoshi’s test, a new correlation for bubble column-type

gas-LBE two-phase flow is developed and evaluated with JNC

&KyotoU and Saito’s test. The statistical analysis result shows

that the new correlation gives the best prediction for gas-LBE

two-phase flow in the void fraction range of 0.018–0.313.

In future work, a separated effect test of the gas-LBE bubble

column in which the void fraction and liquid velocity along the

radius are accurately measured is necessary to further verify or

modify the initial assumption of the void-fraction profile in the

existing theoretical analysis. In addition, an experiment with an

extended range of void fractions and Froude numbers is required.
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Nomenclature

C0 distribution parameter

C∞ the asymptotic value of C0

D diameter of the flow channel (m)

Dh hydraulic diameter (m)

f function in new developed model

Fr Froude numberg

g ggravitational acceleration (9.8 m/s2)

g1 function in new developed model about Fr

g2 function in new developed model about Fr

g3 function in new developed model about Fr

Ga Galileo number

h function in new developed model about void fraction

j mixture volumetric flux (m/s)

jg gas superficial velocity(m/s)

jf liquid superficial velocity(m/s)

l mixing length (m)

N number of data points

Nμf viscosity number

Nτw non-dimensional wall shear stress

p exponent (in Clark’s model)

R radius of the flow channel

Re Reynolds number

r radial axis

r’ non-dimensional radius

U liquid velocity (m/s)

vg gas velocity (m/s)

vgj drift velocity of gas phase (m/s)

Wexp real liquid average velocity in test case(m/s)

Wf liquid average velocity(m/s)

X velocity in general non-dimensional equation

X1 fitting coefficient in new developed model

X2 fitting coefficient in new developed model

X3 fitting coefficient in new developed model

Subscripts

f liquid-phase

g gas-phase

c center of the tube

Superscripts

+ non-dimensional parameter

* non-dimensional parameter

Greek symbols

α void fraction

εij the relative error of the jth correlation when predicting the ith

data point

εRMSj the root-mean-square of the jth correlation

ξj benchmark coefficient

σ surface tension(N/m)

μ dynamic viscosity (Pa·s)
ρ density (kg/m3)

τ shear stress (N/m2)

τw wall shear stress (N/m2)

Mathematical symbols

< > area-averaged quantity

<< >> void-fraction weighted mean quantity
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Experimental and numerical
investigations into molten-pool
sloshing motion for severe
accident analysis of
sodium-cooled fast reactors: A
review

Ruicong Xu and Songbai Cheng*

Sino-French Institute of Nuclear Engineering and Technology, Sun Yat-Sen University, Zhuhai,
Guangdong, China

Safety issues are particularly crucial for sodium-cooled fast reactors (SFRs). Data

obtained from SFR safety analyses over recent years have shown that a specific

type of sloshing motion probably occurs in the molten pool during core

disruptive accidents (CDAs) of SFRs due to local neutronic power excursion

or pressure developments, thereby significantly influencing recriticality.

Recognizing the importance of improving the evaluation of CDAs of SFRs,

extensive knowledge about this phenomenon has been garnered through

experimental studies of their thermal-hydraulic mechanism and

characteristics. Based on these studies, simulations using various numerical

approaches, such as SIMMER code, the finite volume particle method, and the

smoothed particle hydrodynamic method, have attempted to reproduce the

sloshing motion under various experimental conditions to verify their

reasonability and applicability, thereby promoting the development of SFR

safety analysis. To provide useful references for future SFR safety analyses

and assessments, we have systematically reviewed and summarized these

experimental and numerical investigations into the thermal-hydraulic aspect

of molten-pool sloshing motion. In addition, to enhance deeper and more

comprehensive research into sloshing motion, we have also discussed future

prospects. Knowledge gained from experimental and numerical investigations

into molten-pool sloshing motion is valuable not only for improving and

verifying SFR safety analysis codes but also for providing reference data for

studies of sloshing motion in other fields of engineering.
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experiments, numerical simulations, molten-pool sloshing motion, safety analysis,
sodium-cooled fast reactor, review, thermal-hydraulics
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1 Introduction

Sodium-cooled fast reactor (SFRs) are considered to be

predominant among Generation IV nuclear reactor systems

due to their outstanding breeder characteristics and the

considerable experience accrued in their construction and

operation (Raj et al., 2015). Nevertheless, for the nuclear

power industry, safety is always an important issue for its

developments, and SFRs are no exception. Therefore, to

accelerate SFR developments and applications, analysis of

their safety is crucial, particularly for severe accidents such

as core disruptive accidents (CDAs) (Tentner et al., 2010;

Ohshima and Kubo, 2016). In the initiation phase of CDA,

due to the specific core design of SFRs, the nonenergetic initial

power transient could be generally brought by the negative

reactivity effect as a result of fuel dispersion with pin disruption,

which would be superior to the positive reactivity effects such as

void reactivity (Maschek et al., 1992a; Suzuki et al., 2014). In

such nonenergetic case, the accident scenario may proceed

from the initiating phase to a transition phase (Maschek

et al., 1992a; Suzuki et al., 2014; Suzuki et al., 2015). In this

phase, due to the melting of the reactor core, a large molten pool

at the whole-core scale can be formed, with an adequate molten

fuel spatial configuration to exceed prompt criticality (see

Figure 1). Within the molten pool, a complex system with

multiphase flows is believed to form, including molten fuel,

molten structure, refrozen fuel, liquid coolant, fission gas, fuel

vapor, solid fuel pellets, and other materials (Liu et al., 2006,

2007; Tentner et al., 2010). Results calculated using SIMMER-II

code (a Euler-based code for fast-reactor safety analysis)

revealed that in the large molten pool, a specific flow pattern

might exist that could trigger the central compacting fluid

motions (Bohl, 1979; Maschek et al., 1982; Kondo et al.,

1985; Theofanous and Bell, 1986). As shown in Figure 1,

during the extension of the molten pool, portions of liquid

coolant may be entrapped in the pool, thereby leading to a local

fuel–coolant interaction (FCI), which could cause bubble

expansion and pressure development, disturbing the stability

of the pool by pushing the liquid fuel away from the central core

region toward the peripheral regions, then impelling it back to

the center through gravity (Maschek et al., 1992a; Yamano et al.,

2009; Zhang et al., 2018; Cheng et al., 2019d). Therefore, taking

into consideration the sensitivity of SFRs to dimensional

variations or core-material relocations, such bubble

expansion and subsequent centralized, inward sloshing

motion could potentially promote recriticality and lead to an

energetic power excursion due to fuel compactions in the

molten pool (Theofanous and Bell, 1986; Maschek et al.,

1992a; Yamano et al., 2009; Tatewaki et al., 2015). This

could lead to the accident progressing to the core expansion

phase, thereby threatening the structural stability of the reactor

vessel. It should be noted that although the sloshing motion is

also of great importance and has attracted great attention in

fields other than nuclear energy (e.g., the steel industry,

volcanology, Earth sciences, and fluidized beds) (Sakai et al.,

1984; Bi, 2007; Hatayama, 2008; Namiki et al., 2016; Thaker

FIGURE 1
Molten pool formation and sloshing motion.
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et al., 2020), this review will concentrate on investigations into

molten-pool sloshing motion in relation to CDAs of SFRs due

to its special pattern and mechanism compared with those seen

in other science and engineering fields.

In recent decades, it has become clear that an understanding

of molten-pool sloshing motion is very important for the

improved evaluation of SFR severe accident scenarios,

particularly regarding energetic recriticality. A series of

experimental investigations was carried out at Karlsruhe

Institute of Technology (KIT), Kyushu University, and Sun

Yat-Sen University (SYSU) that considered various conditions,

such as dam-break, fluid-step, and gas-injection conditions

(Maschek et al., 1992a; Maschek et al., 1992b; Morita et al.,

2014; Cheng et al., 2018c; Cheng et al., 2018d; Cheng et al.,

2019a; Cheng et al., 2019b; Cheng et al., 2019c; Cheng et al.,

2020; Xu et al., 2022). Basic mechanisms (e.g., peripheral

pushing of molten fuel and gravitation-induced inward

centralized sloshing) and important sloshing characteristics

(e.g., the maximal inward and outward sloshing liquid

heights) were phenomenologically observed via dam-break

and fluid-step experiments (Maschek et al., 1992a; Maschek

et al., 1992b), in which the outward and inward sloshing

motions were both triggered by gravity. However, it should

be pointed out that in an actual scenario of a CDA in an SFR, as

the molten pool forms and enlarges (e.g., as a result of the

failure of control rod guide tubes), and due to the possibility for

a portion of the liquid sodium coolant to be entrapped in it,

outward sloshing motion could be initiated by rapid vapor

generation and pressure buildup around the central pool region

through local FCI (Cheng et al., 2014; Cheng et al., 2015; Zhang

et al., 2018). Therefore, it is reasonable to assume that the use of

the gas-injection method for simulating vapor expansion can

achieve more realistic conditions for the molten-pool sloshing

motion triggered by local FCI. Furthermore, the vaporization of

fuel or structural materials in cases of large power depositions

may also contribute to the sloshing motion. In a preliminary

study of molten-pool sloshing motion while taking into

consideration thermal-hydraulic or neutronic disturbances,

Morita et al. (2014) carried out gas-injection experiments to

investigate the overlaying (i.e., mitigating or augmenting)

effects of various modes of hydraulic disturbance.

Furthermore, aimed at a deeper and more comprehensive

understanding of the sloshing motion initiated by local FCI,

a series of experimental investigations using the gas-injection

method without hydraulic disturbances in pure liquid pools was

conducted by Cheng et al. (2018c), to investigate the flow-

regime patterns of sloshing motion in more detail. While

observing that it is possible to find the co-existence of

molten structural materials and fuel under actual accident

conditions, Cheng et al. (2020) performed further

experimental investigations into sloshing motion in pools

with liquid stratification. In addition to experiments in

liquid pools without solid phases and considering the fact

that, in an actual reactor accident, solid phase materials may

be present in the pool as a result of incomplete melting of

structural materials and fuel pellets (Liu et al., 2006, 2007),

experiments in liquid pools with solid phases (such as solid

particles and solid obstacles with rod-shaped structures) have

also been performed under dam-break and gas-injection

conditions to accumulate valuable knowledge concerning the

effects of solid phases on sloshing characteristics (Maschek

et al., 1992a; Maschek et al., 1992b; Cheng et al., 2018d; Cheng

et al., 2019a; Cheng et al., 2019b; Cheng et al., 2019c; Xu et al.,

2022). These previous experimental investigations into sloshing

motion are summarized in Figure 2.

In recent decades, however, to better reproduce sloshing

motions and thereby improve the assessment of the evolution

of severe SFR accidents, in addition to experimental

investigations, numerical simulations and validations of

molten-pool sloshing motion have been developed and

greatly progressed by employing various computational

fluid dynamics (CFD) codes and methods. Based on the

dam-break and fluid-step experiments performed by

Maschek et al. (1992a, 1992b), SIMMER-II, AFDM, and

IVA3 codes were used by Munz and Maschek (1992) and

Maschek et al. (1992a) to create a preliminary simulation of

sloshing motion. Then, to improve the reliability and accuracy

of SFR safety analysis, Pigny (2010) and Yamano et al. (2012)

employed SIMMER-IV code to perform numerical

simulations at the Commissariat à l’Energie Atomique et

aux Energies Alternatives (CEA) and the Japan Atomic

Energy Agency (JAEA), respectively. It was verified that

experimental sloshing characteristics (such as compaction

velocities) can be rationally reproduced by SIMMER-IV for

both dam-break and fluid-step cases. The applicability of

particle methods for simulating sloshing motion was also

validated in accordance with dam-break experiments. For

instance, the simulation rationality of the finite volume

particle (FVP) method was demonstrated by Guo et al.

(2010, 2012) at Kyushu University through simulations for

dam-break sloshing with/without solid particles. Vorobyev

et al. (2010, 2011) and Vorobyev (2012) at KIT, Buruchenko

and Crespo (2014) at South Ural State University (SUSU) and

University of Vigo (UVigo), and Jo et al. (2019, 2021) at Seoul

National University (SNU) confirmed the reliability of

simulation results obtained using the smoothed particle

hydrodynamic (SPH) method. Furthermore, Morita et al.

(2014) carried out SIMMER-III numerical simulations

related to gas-injection experiments with hydraulic

disturbances. These numerical investigations into sloshing

motion are also summarized in Figure 2, where a brief

introduction of each simulation code/method is provided.

Understanding and knowledge obtained from experiments

and numerical simulations about the mechanisms and

characteristics of molten-pool sloshing motion are of great

importance for improving the safety evaluations of SFRs (e.g.,
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FIGURE 2
Previous experiments and numerical investigations regarding sloshing motion.
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improvement and verification of SFR safety analysis codes with

proper neutronic models) and providing reference data for

investigations into sloshing motion in other fields of

engineering. Considering these aspects, we aimed to carry out

a comprehensive systematic review and discussion of previous

experiments and numerical simulations of molten-pool sloshing

motion in cases of CDAs in SFRs. In Section 2, the experimental

and numerical investigations for dam-break and fluid-step

sloshing are introduced, while investigations involving gas-

injection conditions are discussed and summarized in Section

3. In Section 4, conclusions are described, and some future

prospects are discussed to provide a valuable reference and

guidance for encouraging deeper and more comprehensive

investigations on this topic in the future.

2 Dam-break and fluid-step sloshing
motions

2.1 Dam-break and fluid-step sloshing
motions in pure liquid pools

2.1.1 Description of experiments
To provide experimental evidence for the numerical analysis

of sloshing motion, Maschek et al. (1992a, 1992b) conducted

several dam-break and fluid-step sloshing experiments. Figures

3A–C show the main experimental devices, which included two

Plexiglas containers of cylindrical shape. For the dam-break and

fluid-step experiments, the inner container was filled with water

and rapidly pulled up to release this water so that the subsequent

FIGURE 3
Main devices used for dam-break and fluid-step experiments under different conditions (containers that are open at the top). (A) Symmetrical
dam-break condition. (B) Asymmetrical dam-break condition. (C) Fluid-step condition. (D)Dam-break condition with symmetrically distributed rod-
shaped obstacles. (E) Dam-break condition with asymmetrically distributed rod-shaped obstacles. (F) Dam-break condition with ring-shaped
obstacles. (G) Dam-break condition with a particle ring. (H) Dam-break condition with a central particle bed.
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sloshing motion could be initiated through the gravitation. From

symmetrical dam-break experiments, it was observed that the

liquid would first slosh out toward the peripheral area of the

outer container and then slosh inward to pile up in the central

region, finally resulting in a central liquid peak (see Figure 4A). It

was confirmed that, due to gravity, an inner container of larger

diameter (Din) or higher initial water height (Hin), which resulted

in greater inertia of the liquid, increased the sloshing intensity, as

characterized by the maximal water heights of peripheral

outward and centralized inward sloshing motion (Maschek

et al., 1992b). However, if the sloshing system was

asymmetric, not only did the inward sloshing motion become

chaotic with no centralized sloshing peak observed but the

maximal peripheral sloshing heights were also observably

different between the left and right sides due to the different

lengths of the propagating liquid waves (see Figure 4B). This

difference in peripheral sloshing heights increased when an

asymmetric system with greater off-centeredness (Roff) was

employed.

In addition to dam-break experiments, fluid-step

experiments were performed to more comprehensively clarify

the sloshing characteristics, by introducing additional liquid of

various heights within the outer container (Hout) (see Figure 3C)

and coloring the inner water to visually distinguish it from the

FIGURE 4
Typical dam-break and fluid-step sloshing motion (Maschek et al., 1992b; Yamano et al., 2012; Jo et al., 2021). (A) Symmetric dam-break
sloshing motion (Din = 11 cm, Hin = 20 cm). (B) Asymmetric dam-break sloshing motion (Din = 11 cm, Hin = 20 cm, off-centeredness = 8.25 cm). (C)
Fluid-step sloshing motion (Din = 11 cm, Hout = 5 cm, Hin = 20 cm).
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outer water. As shown in Figure 4C, experimental results showed

that the inner colored water pushed the clear, outer water to the

peripheries of the outer container after being discharged, before

being compressed by the inward sloshing clear water to form a

water hump. This would then collapse due to gravity, resulting in

a second, outward sloshing motion in the deeper region,

subsequently leading to a second inward sloshing motion that

extruded a centralized sloshing peak. It was found that a higher

Hout can lead to more repeats of sloshing as a result of less energy

being dissipated in the deeper water region (Maschek et al.,

1992b). Furthermore, a similar effect of a liquid’s inertia on the

enhancement of sloshing intensity was observed in experiments

conducted under fluid-step conditions.

Briefly, based on the dam-break and fluid-step sloshing

experiments using pure liquid pools, it was concluded that the

symmetricity and the overall inertia of the liquid in a sloshing

system noticeably affects the characteristics of the sloshing

motion.

2.1.2 Numerical simulations
To reproduce the symmetric dam-break and fluid-step

sloshing motions, three CFD codes, SIMMER-II (Smith, 1978;

Bohl and Luck, 1990), AFDM (advanced fluid-dynamics model)

(Bohl et al., 1990), and IVA3 (Kolev, 1993), were examined first

(Munz and Maschek, 1992). However, although the basic

sloshing process could be rationally reproduced, relatively

inaccurate results were obtained, especially for the methods

with a first-order differencing scheme (i.e., SIMMER-II and

IVA3). With developments in computing science and

technology, in recent years a SIMMER-IV code with a higher-

order differencing scheme (Yamano et al., 2003a), the FVP

method (Zhang et al., 2007), and the SPH method (Gingold

and Monaghan, 1977) were used to simulate dam-break sloshing

and obtain more accurate simulation results (Guo et al., 2010,

2012; Vorobyev et al., 2010; 2011; Vorobyev, 2012; Yamano et al.,

2012; Buruchenko and Crespo, 2014; Jo et al., 2019, Jo et al.,

2021). The SIMMER-IV code was also used in an attempt to

simulate fluid-step sloshing motion (Pigny, 2010). Tables 1 and 2

summarize the results of simulated sloshing characteristics using

different numerical methods for dam-break and fluid-step cases,

respectively.

Simulation snapshots for the SIMMER-IV and SPHmethods

under dam-break conditions are shown in Figure 4A. It can be

seen from these figures that the sloshing motion could be

rationally reproduced by the simulations. The simulation

results shown in Tables 1 and 2 further validate the

TABLE 1 Comparison of sloshing characteristics for experiments and numerical simulations under dam-break conditions with water at room
temperature (Din = 11 cm) (Maschek et al., 1992a; Maschek et al., 1992b; Munz and Maschek, 1992; Guo et al., 2012; Yamano et al., 2012;
Buruchenko and Crespo, 2014; Jo et al., 2021).

Casea Hin [cm] Roff [cm] Outward sloshing motionb Inward sloshing motionc

Arrival time [s] Time of max H [s] Max H [cm] Time of max H [s] Max H [cm]

Case 1: Symmetric dam-break

Experiment 1 20 0 0.20 ± 0.02 0.42 ± 0.02 16 ± 1 0.88 ± 0.04 40 ± 5

SIMMER-II 20 0 0.18 - 9.0 0.62 16.0

AFDM 20 0 0.18 - 13.0 0.61 50.0

SIMMER-IV 20 0 0.19 0.40 15.3 0.89 42.0

SPH 20 0 0.20 0.42 15.5 0.87 41.0

Experiment 2 10 0 0.21 ± 0.02 0.36 ± 0.02 9 ± 1 0.84 ± 0.04 25 ± 5

FVP 10 0 0.20 0.36 13.6 0.88 21.0

Case 2: Asymmetric dam-break

Experiment 20 8.25 - 0.36 ± 0.02 14 ± 2 0.48 ± 0.02 24 ± 2

SIMMER-IV 20 8.00 - 0.36 17.25 0.48 21.0

FVP 20 8.25 - 0.34 16.0 0.47 23.0

SPH 20 8.25 - 0.36 14.5 0.48 21.5

aAlthough for one specific method (such as the SPH method) many simulations have been carried out for the numerical analysis, in this table the simulation cases were chosen by

considering the most accurate simulation results in comparison with experimental data.
bFor symmetric dam-break cases, outward sloshing motion means the sloshing at the wall of outer container, while for asymmetric ones it means the sloshing at the left wall (the wall closer

to the inner container, as shown in Figure 3).
cFor symmetric dam-break cases, inward sloshing motion represents the sloshing at the pool center, while for asymmetric ones it signifies the sloshing at the right wall (the wall closer to the

inner container, as shown in Figure 3).
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simulation accuracy of SIMMER-IV, SPH, and FVP. According

to simulations performed by Yamano et al. (2012) using the

SIMMER-IV code, it was found that the sloshing characteristics

could be better simulated by using 3D R-θ-Z geometry (see the

data in Table 1), while the centralized maximal height of sloshing

and its time were both overestimated in 2D R-θ-Z simulations

due to the larger momentum of inward sloshing liquid resulting

from the lack of circumferential energy dissipation. On the other

hand, compared with simulations with X-Y-Z geometry, the R-θ-

Z simulations can effectively avoid the non-smooth curved

boundary of liquid when sloshing outward (Yamano et al.,

2012), thereby providing more reliable results for maximal

sloshing heights. Nevertheless, irrespective of the simulation

geometry, SIMMER-IV can generally provide reliable

simulation results regarding the times of maximum heights,

which represent that the compaction velocities determine

significantly the ramp rates in CDA of SFR.

For simulations using particle methods (i.e., SPH and FVP

methods), more information about the flow shape and

fragmentation of the liquid was obtained (see Figure 4A). In

addition, it was confirmed that simulations with a higher

resolution showed greater agreement with experimental

results; this is because lower resolution would generally lead

to a lower particle number density for inward sloshing motion,

causing a diminished bulk flow of liquid piling up motion,

thereby underestimating the centralized sloshing height (Guo

et al., 2010, 2012; Vorobyev, 2012; Buruchenko and Crespo, 2014;

Jo et al., 2019; Jo et al., 2021). Furthermore, by referring to

Richardson’s extrapolation and the grid convergence index

(GCI) (Roache, 1972, Roache, 1998), it was found that as the

resolution increased (i.e., a larger particle number (Np) was

applied in calculations), the maximal centralized sloshing

height tended to increase and converge to a maximal value

close to the experimental data when the particle number

became infinite, indicating the necessity of sufficient

resolution for accurately reproducing sloshing motion (Jo

et al., 2021). The FVP simulations conducted by Guo et al.

(2010, 2012)showed that the choice of cut-off radius, which is

a defined length characterizing the range of influence of each

particle in a simulation, seemed to only have a slight impact on

the simulation results. Additionally, it was determined that

simulations that considered air particles (i.e., two-phase

simulations) showed the best agreement with experiments due

to the prevention of local numerical errors from particle

deficiency in the free surface area, especially for the

centralized sloshing peak (Jo et al., 2021). Through two-phase

SPH simulations, it was found that gas might be entrapped in the

water during the centralized sloshing motion, revealing the

possibility of pressure buildup resulting from vapor trapped

during the sloshing motion. Overall, more accurate simulation

results were obtained using the SPH method.

2.2 Dam-break and fluid-step sloshing
motions with solid obstacles

2.2.1 Description of experiments
To study the influence of the presence of solid obstacles (due

to the possible incomplete melting of structural materials) on the

sloshing motion, two types of obstacles, namely, rod- and ring-

shaped obstacles, were employed. In the case of rod-shaped

obstacles, as shown in Figures 3D,E, symmetrical (12 rods)

and asymmetrical (half-symmetrical, 6 rods) distributions of

rods around the inner column were considered, with varying

distances from the centers of the rods to the center of the

container, while the diameter of the rods was geometrically

scaled down based on their blockage ratio (Maschek et al.,

1992a; Maschek et al., 1992b). Figure 5B shows the sloshing

motions seen in some typical cases with rod-shaped obstacles. It

was found that the rod-shaped obstacles had no significant

impact on the outward sloshing characteristics, but greatly

dampened the inward sloshing (see Figures 4A, 5B, and

compare the data with those of experiment 1 shown in

Table 1 and experiments 1 and 2 shown in Table 3). This is

because rod-shaped structures may impact on the inward

centralized sloshing intensity to augment the inherent

unsteadiness of the converging liquid waves moving inward.

Such a dampening impact on inward sloshing intensity was

TABLE 2 Comparison of sloshing characteristics for experiments and numerical simulations under fluid-step conditions (Din = 11 cm, Hin = 20 cm,
Hout = 5 cm) (Maschek et al., 1992a; Maschek et al., 1992b; Pigny, 2010).

Case Outward sloshing motion Inward sloshing motion

Time of
max H [s]

Max H [cm] Time of
first max H [s]

First max H [cm] Time of
second max H [s]

Second max H [cm]

Experiment 0.36 ± 0.02 11 ± 1 0.62 ± 0.04 15 ± 3 1.24 ± 0.04 22 ± 2

SIMMER-II - 16.0 - - - 18.0

AFDM - 12.0 - - - 28.0

SIMMER-IV 0.34 11.5 0.61 16.0 1.22 22.0
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FIGURE 5
Typical dam-break and fluid-step sloshing motion with solid obstacles/particles (Maschek et al., 1992b; Guo et al., 2012; Vorobyev, 2012). (A)
Dam-break experiment with ring-shaped obstacles (Din = 11 cm, Hin = 20 cm, Hring = 3 cm). (B) Dam-break experiment and simulation with
symmetrically distributed rod-shaped obstacles (Rc = 9.9 cm, Din = 11 cm, Hin = 20 cm) (for the simulation case, rods are hidden in the snapshots to
allow better visualization). (C) Particle-ring dam-break experiment and simulation (Hpb = 1 cm, Din = 11 cm, Hin = 20 cm). (D) Central-particle
dam-break experiment and simulation (Hpb = 7 cm, Din = 11 cm, Hin = 23 cm).
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restrained to some degree when a longer Rc (i.e., greater distance

between the rods and the center) or asymmetrical distribution of

rods was employed. For fluid-step cases, the effect of rod-shaped

obstacles restricting inward sloshing motion seemed to be less

evident. This is because in general, based on fluid-dynamics

theory (Stoker, 1957), in such an oscillating sloshing system,

most of the damping is relevant to the surface waves, and the

kinetic energy is mostly stored in these wave packages. Therefore,

compared with the dam-break cases, there was less energy

dissipation in such oscillating sloshing systems with

interactions between surface waves and deepwater waves

(Maschek et al., 1992b).

For the experiments using ring-shaped obstacles, as shown in

Figures 3A,G, Plexiglas rings of a specific height (Hring = 2 or

3 cm) were placed at the bottom of the pool between the outer

container and the inner liquid column. As can be seen from the

dam-break sloshing motion with ring-shaped obstacles that is

shown in Figure 5A, due to deflection by the ring-shaped

obstacles, a bowl-type liquid structure formed first during the

outward sloshing motion, and the intensity of the outward

sloshing at the peripheral area of the outer container and the

inward sloshing at the pool center was observably diminished.

Similarly, the diminishing effect of ring-shaped obstacles on

sloshing intensity could also be seen in fluid-step experiments.

In summary, the dampening influence of solid obstacles on the

intensity of pool sloshing motion was confirmed, suggesting it

might be difficult to achieve an intensive, centralized sloshing

motion in cases where solid obstacles were present in a molten

pool under accident conditions.

2.2.2 Numerical simulations
To simulate sloshing motions in the presence of solid

obstacles, the SIMMER-II, AFDM, and SPH methods were

employed. As shown in Figure 5B, the dam-break sloshing

motion with symmetrically distributed rod-shaped obstacles

was rationally reproduced by the SPH method, and the

dampening effect of these obstacles could be well described by

SPH simulations (Vorobyev et al., 2010; Vorobyev et al., 2011;

Vorobyev, 2012; Buruchenko and Crespo, 2014; Jo et al., 2019; Jo

et al., 2021). In particular, Vorobyev et al. (2011) found that the

effect of wall friction caused by rod-shaped obstacles, which is

related to momentum dissipation, played an essential role in the

sloshing motions. Generally, as shown in Table 3,

underestimating the wall friction would lead to an

overestimate of sloshing intensity. On the other hand, Munz

and Maschek (1992) determined that SIMMER-II and AFDM

can provide reasonable phenomenological simulations of dam-

break sloshing motions with ring-shaped obstacles. Nevertheless,

an obvious overestimate of sloshing intensity (e.g., maximal

sloshing height) was observed (see Table 3), which may have

been due to the 2D simulation conditions, although the

dampening impact of ring-shaped obstacles on the centralized

TABLE 3 Comparison of sloshing characteristics for dam-break experiments and numerical simulations with solid obstacles (Din = 11 cm,Hin = 20 cm)
(Maschek et al., 1992a; Maschek et al., 1992b; Munz and Maschek, 1992; Vorobyev et al., 2011; Vorobyev, 2012).

Case Rc

[cm]
Hring

[cm]
Outward sloshing motiona Inward sloshing motion

Arrival
time [s]

Time of max
H [s]

Max H [cm] Time of max
H [s]

Max
H [cm]

Case 1: Symmetrical distribution, rod-shaped obstacles

Experiment 1 9.9 0 0.22 ± 0.02 0.44 ± 0.02 15 ± 1 0.90 ± 0.04 3 ± 2

SPH (without extra wall
friction)

9.9 0 0.19 0.39 18.5 0.78 4.5

SPH (with extra wall
friction)

9.9 0 0.19 0.38 15.5 0.78 5.0

Experiment 2 17.6 0 0.20 ± 0.02 0.42 ± 0.02 15 ± 1 0.88 ± 0.04 15 ± 3

SPH (without extra wall
friction)

17.6 0 0.20 0.42 21.0 0.82 17.0

SPH (with extra wall
friction)

17.6 0 0.20 0.41 18.5 0.84 15.5

Case 2: Ring-shaped obstacles

Experiment 0 3 - 0.32 ± 0.02 14 ± 1 0.60 ±
0.06

5 ± 3

SIMMER-II 0 3 - - - - 13.0

AFDM 0 3 - - - - 10.0

aFor cases of ring-shaped obstacles, the data for outward sloshing motion was recorded for the upward deflection of the ring-shaped obstacles, as indicated in the third photo of Figure 5A.
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sloshing intensity could be effectively reproduced through

comparison with the simulation results for dam-break

sloshing motions in pure liquid pools.

2.3 Dam-break sloshing motions with
one-sized cylindrical solid particles

2.3.1 Description of experiments
To investigate the influence of solid particles dispersed in

the liquid pool, Maschek et al. (1992a, 1992b) carried out

several dam-break experiments using cylindrical acrylic

particles (ρp = 1130 kg/m3) of height and diameter 3 and

2.5 mm, respectively, to form particle beds with a porosity of

40% (see Figure 3H). In the experiments, two types of initial

particle location conditions (namely, particle-ring and central

particle conditions) were applied. For the particle-ring

experiments, a particle bed with a height (Hpb) of 1 or 2 cm

was initially located in a ring, of which the inner diameter was

29 cm and the outer diameter was the same as Dout. As for the

central particle experiments, a particle bed with a height of 7 or

22 cm was located on the bottom of the inner container. Figures

5C,D show the typical dam-break-sloshing motions under

particle-ring and central particle conditions, respectively.

According to Figure 5C, it can be observed that in case of

particle-ring conditions, the released liquid would first push the

particles outward and then slosh inward together with the

particles to form an asymmetric multiphase centralized peak,

which involved gas, liquid, and solid particles, thereby

destroying the coherent sloshing motion and weakening the

intensity of inward sloshing. Similarly, asymmetric multiphase

centralized sloshing motion occurred in the central-particle

experiments using a particle bed with a low height (7 cm), so

that the inward sloshing intensity was diminished (see

Figure 5D). However, it was found that if the particles

dominated the pool (e.g., if the inner column was composed

of water and a particle bed of the same height), the multiphase

flow would slosh outward but no inward sloshing motion could

be observed (Maschek et al., 1992b), indicating the complete

dampening of centralized sloshing motion. Hence, based on

these findings, it can be concluded that greater particulate

domination plays a crucial role in diminishing the intensity

of sloshing.

2.3.2 Numerical simulations
Regarding the simulations for dam-break sloshing

motions involving solid particles, SIMMER-IV (for particle-

ring cases) and FVP (for both particle-ring and central particle

cases) were applied (Guo et al., 2012; Yamano et al., 2012). For

the Eulerian-based SIMMER-IV code, the solid particles were

represented by the volume fraction with a porosity of 40%, and

their size was specified so that the same volume-equivalent

diameter could be ensured in accordance with that of the

particles used in the experiments. However, for this reason,

the differences in the maximum sloshing height between solid

particles and liquid were not identified. From the SIMMER-IV

TABLE 4 Comparison of sloshing characteristics for dam-break experiments and numerical simulations with solid particles (Din = 11 cm) (Maschek
et al., 1992b; Guo et al., 2012; Yamano et al., 2012).

Case Hpb

[cm]
Hin

[cm]
Outward sloshing motion Inward sloshing motion

Arrival
time [s]

Time of max
H [s]

Max
Ha [cm]

Time of max
H [s]

Max
H [cm]

Case 1: Particle-ring condition

Experiment 1 1 20 0.28 ± 0.02 0.40 ± 0.02 10/8 ± 1 0.80 ± 0.04 25 ± 5

SIMMER-IV (without a momentum diffusion
term)

1 20 0.21 0.36 11/11 0.82 32

SIMMER-IV (without a particle viscosity model) 1 20 0.21 0.35 10/10 0.83 36

SIMMER-IV (with a momentum diffusion term
and particle viscosity model)

1 20 0.21 0.36 10.5/10.5 0.82 27

FVP 1 20 0.22 0.38 14/3 0.85 38

Case 2: Central particle condition

Experiment 7 23 0.24 ± 0.02 0.40 ± 0.02 15.0 ± 1 0.84 ± 0.04 30 ± 8

FVP 7 23 0.20 0.41 19 0.92 65

aIn this column, the maximal sloshing heights shown in the case of particle-ring conditions were identified for liquid and solid particles, respectively (e.g., 10/8 means the maximal sloshing

height for liquid was 10 cm, while for solid particles it was 8 cm).
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FIGURE 6
Experimental system for gas-injection experiments in liquid pools (Morita et al., 2014; Cheng et al., 2018c; Cheng et al., 2019b). (A) Pure liquid
pool with hydraulic disturbances. (B) Pure liquid pool without hydraulic disturbances. (C) Liquid pool without hydraulic disturbances and with a solid
particle bed.
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simulations, the necessity for implementing the particle

viscosity model and the momentum diffusion term in the

momentum conservation equation (utilized to model the

increase in fluid viscosity following the increment of

particle volume fraction) was validated, so that the effect of

solid particles on sloshing motions can be better reproduced

(Yamano et al., 2012). As shown in Table 4, it was found that if

the momentum diffusion term and the particle viscosity

model were not involved in the calculations, the centralized

sloshing intensity would be significantly overestimated due to

the larger compaction of the multiphase sloshing mixture. On

the other hand, although the sloshing motion could be

qualitatively reproduced in the FVP simulations (see

Figures 5C,D), it should be highlighted that, as shown in

Table 4, the sloshing intensity was overestimated by FVP,

which was probably due to the lack of models for the

interaction of solid particles (Guo et al., 2012). In short,

the lack of consideration of multiphase interactions, which

may induce momentum and energy dissipation, seems to lead

to the overestimation of sloshing intensity. Therefore, to

better reproduce the experimental sloshing motion and

achieve more accurate calculations under actual reactor

conditions, multiphase interactions should be modeled

more appropriately.

3 Sloshing motion under gas-
injection conditions

3.1 Gas-injection sloshing motion with
hydraulic disturbances in pure liquid pools

3.1.1 Description of experiments
Aimed at preliminarily studying the effect of thermal-

hydraulic or neutronic disturbances on sloshing motions,

Morita et al. (2014) conducted several experiments that

involved introducing hydraulic disturbances by injecting

nitrogen gas into a 2D water pool. Figure 6A shows the

experimental devices. Before each experiment, the water level

and the nitrogen gas pressure and flow rate were initially set at

400 mm, 56 kPa, and 230 L/min, respectively. In the experiments,

gas was injected into the pool within 0.2 s through a square

nozzle with a side length of 10 cm located at the bottom of the

tank. This was performed 10 times with a fixed period (T) of

0.86 s. Then, additional gas at a similar flow rate and pressure

(230 L/min and 56 kPa, respectively) was injected at different

times (0.25 T or 0.75 T) after the 10 periodic injections, to induce

hydraulic disturbances in the liquid pool.

Figures 7A–C compare the central and peripheral water-level

variations in cases under different types of disturbance in the

FIGURE 7
Water-level variations indifferent areas of the pool for gas-injection conditions with hydraulic disturbances (Morita et al., 2014). (A) Type
0 experiments: no disturbance. (B) Type 1 experiments: disturbance at 0.25 T (7.955 s). (C) Type 2 experiments: disturbance at 0.75 T (8.385 s). (D)
Central water-level variations in experiments. (E) Central water-level variations in simulations. (F) Lateral momentum variations in simulations (a
negative lateral momentum means an overall outward sloshing motion of liquid, while a positive one means an overall centralized inward
sloshing motion of liquid).
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experiments. It can be seen that the sloshing motion without

disturbances (see Figure 7A) is relatively stationary, while

observable variations in the water level can be seen after

external disturbances were introduced (see Figures 7B,C). In

more detail, it can be seen that the disturbance in Type 1 (see

Figure 7B) would strengthen (augment) the sloshing motion but

in Type 2 (Figure 7C) the sloshing intensity was weakened

(mitigated). This was because in Type 1, the gas was injected

at the moment when liquid sloshed out toward the wall, then the

reflected inward sloshing liquid moved to the central area and

joined with the upward gas, which subsequently detached from

the liquid and enhanced (augmented) the outward sloshing

motion to the peripheral areas (Morita et al., 2014). For Type

2, on the other hand, after being injected the gas reached the

liquid surface at the moment when the outward sloshing motion

occurred. As a result, the subsequent inward sloshing liquid wave

interacted with the wave resulting from the gas detaching from

the liquid, leading to a dampened (mitigated) sloshing motion.

According to these typical cases of sloshing motion with

hydraulic disturbances, the overlaying (namely augmenting or

mitigating) effect resulting from interactions between local liquid

flows was identified.

To sum up, although the thermal-hydraulic or neutronic

disturbances resulting from local expansion in the molten

pool could not be comprehensively represented through the

introduced external disturbances triggered by injected gas in

the experiments (e.g., the reactivity insertion resulted from the

fuel compaction caused by the sloshing motion), it was

confirmed that the timing of any external disturbances that

were introduced would determine the (mitigating or

augmenting) effects on the sloshing intensity.

3.1.2 Numerical simulations
Aiming to provide a deeper understanding of the effect of

external disturbances, Morita et al. (2014) applied SIMMER-

III codes to perform further analyses. The reliability of

SIMMER-III for simulating sloshing motion initiated by

injected gas with hydraulic disturbances was validated

through comparisons with experimental water-level

variations for different types of disturbance. The

augmenting and mitigating effects were reasonably

simulated as observed in the experiments (see Figures

7D,E). To more comprehensively investigate the

characteristics of the entire sloshing system, the lateral

liquid momentum was focused on, which was equal to the

sum of the products of liquid velocity and liquid mass of all

mesh cells (Morita et al., 2014). As shown in Figure 7F, there

was generally good agreement between water-level and lateral

momentum variations. In addition, Figure 7F shows that the

introduction of external disturbances could augment the

outward sloshing motion but mitigate the inward sloshing

motion. This may indicate that the occurrence of

augmented or mitigated sloshing motion following the

introduction of an external disturbance could depend on the

type of sloshing motion (i.e., outward or inward) at the timing

of the disturbance, although further investigations are required

to clarify this (e.g., Fourier analysis of signals collected from

FIGURE 8
Typical sloshing motions in gas-injection experiments
without disturbances (ΔT = 0.1 s, p = 4 bar) (Cheng et al., 2020). (A)
Pure water pool (Hw = 60 cm, Ho = 0 cm). (B) Pure cleaning oil
pool (Hw = 0 cm, Ho = 60 cm). (C) Stratified liquid pool (Hw =
30 cm, Ho = 30 cm).
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experiments along with an evaluation of the impulse of a single

bubble to obtain fundamental quantities of the oscillator for

such a quasi “forced oscillating system”). In addition, further

studies that consider neutronic feedback are necessary to

rationally evaluate the energetic potential of the molten pool

and elucidate the sloshing motions in response to neutronic or

thermal-hydraulic disturbances.

3.2 Gas-injection sloshing motion without
hydraulic disturbances in liquid pools

Focusing on the sloshing motions induced by local FCI,

extensive experiments without hydraulic disturbances were

conducted by Cheng et al. (2018c, 2020), who injected

nitrogen gas into narrow 2D liquid pools (including pure and

stratified liquid pools) to obtain better visualization (see

Figure 6B). To simulate the co-existence of molten fuel and

molten stainless steel, the stratified liquid was composed of

transparent oil and colored water, which possessed

comparable density and viscosity ratios to those expected to

be crucial parameters affecting sloshing characteristics (Fauske

and Koyama, 2002; Cheng et al., 2020). Various parameters, such

as the pressure of injected gas (P, 1.5–4.5 bar), the duration of gas

injection (ΔT, 0.06–0.1 s), nozzle size (Dn, 10–50 mm), and initial

liquid (water or cleaning oil) depth (Hw or Ho, 10–60 cm), were

investigated in experiments to comprehensively study the

parametric effect on the sloshing motion. Typically, the gas-

injection durations were set with consideration of the durations

of vapor expansion triggered by local FCIs, according to past

investigations of FCIs (Cheng et al., 2014; Cheng et al., 2015;

Zhang et al., 2018; Cheng et al., 2019d).

The transient sloshing motions under gas-injection

conditions without disturbances are shown in Figure 8. From

Figures 8A,B, it can be seen that the shape of the injected gas

bubble initially had a concave lower surface following its

detachment from the pool bottom, indicating a relatively

higher (lower) pressure inside the bubble in comparison with

the liquid static pressure at its upper (lower) surface. As the gas

bubble rose up, probably due to this difference in pressure, two

symmetric vortices with an upward trailing flow, as well as the

continuous enlargement and geometrical elongation of the

bubble, were observed. When the bubble arrived at the liquid

surface, it tended to break up immediately, possibly as a result of

the huge difference in pressure between the static water pressure

at its base and the atmospheric pressure. Due to this rapid bubble

bursting, the two symmetric vortices accelerated and moved to

the peripheral areas, simultaneously impelling the central liquid

out toward the peripheral areas. After that, the liquid was pushed

back to the center of the pool under the gravitational effect and

formed a centralized sloshing peak.

The sloshing flow-regime characteristics described above

were found to be common for various experimental cases, but

a comparatively larger bubble was observed in cases of lower

liquid density (see Figures 8A,B). Nevertheless, compared with

the cases with pure liquid pools, in the cases of pools with

stratified liquid it was seen that during the process of the

FIGURE 9
Influence of injected gas pressure on sloshing intensity (Dn =
50 mm, ΔT = 0.1 s) (Cheng et al., 2020). (A)Maximal liquid sloshing
height. (B) Residence time. (C) Peripheral ΔHmax for stratified liquid
(Hpool = 60 cm).
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bubble rising upwards, much water was entrained upward by the

two vortices along with the upward trailing flow and

subsequently diluted the upper cleaning oil region (see

Figure 8C). Although a centralized water peak emerged due to

the entraining effect of the bubble (see the photo at 0.88 s in

Figure 8C), recognizing the thinned colored region near the peak,

it should be pointed out that the compaction of water in such

situations was very limited. This is because compared with the

initial depth of water, the vertical location of water peak was not

obviously elevated, and was even lower than the initial water

depth for some specific cases (Cheng et al., 2020). It was also

verified that, in addition to the injected gas pressure, the ratio of

the depth of the different liquids (Hw/Ho) played a prominent

role in the abovementioned water entrainments (Cheng et al.,

2020). For instance, in cases of a lower depth ratio (i.e., more oil

and less water), the water region could remain more static under

the influence of the weakened entrainment effect resulting from

the greater distances from the water region to the upper surface of

the liquid (Cheng et al., 2020). For cases with a greater water

depth and a lower oil depth, although the entrainment effect

caused by the generated vortices was strengthened, a large

majority of the water was diluted and redistributed. Therefore,

the above analysis reveals that if liquid stratification occurs under

real accidental conditions in a reactor (i.e., a layer of molten

structural materials covers the upper surface of molten fuel),

regardless of the depth ratio, the fuel compaction may be

generally diminished.

For the quantitative analyses of parametric effects, Figure 9A

shows the influence of injected gas pressure on the peak height of

the liquid level (ΔHmax) in the central and peripheral areas of the

FIGURE 10
Typical sloshingmotion under gas-injection conditions with solid particles (spherical glass particles, ΔT=0.1 s) (Cheng et al., 2019b). (A) Regime
I (dp = 0.125 mm,Hpb = 15 cm, p = 3 bar). (B) Regime II (dp = 0.5 mm,Hpb = 15 cm, p = 3 bar). (C) Regime II (dp = 0.5 mm,Hpb = 30 cm, p = 3 bar). (D)
Regime II (dp = 0.5 mm, Hpb = 30 cm, p = 2 bar). (E) Regime III (dp = 6 mm, Hpb = 15 cm, p = 3 bar).
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pool. From this figure, it can be observed that with increasing gas

pressure, the sloshing intensity at the center and peripheral areas

increased until a critical pressure was reached (i.e., approximately

3.5, 3, and 4 bar for pure water, pure cleaning oil, and stratified

liquid, respectively) and subsequently tended to diminish,

indicating a possibly saturated sloshing intensity. This may be

understood through the fact that during the inceptive stage of

increasing pressure, a more significant influence on the variations

in liquid-level height could occur as a result of the much greater

lifting force on the rising bubble caused by the higher pressure of

injected gas. However, if the injected gas pressure became

sufficiently high (such as larger than the critical value), as

shown in Figure 9B, the time that the bubble resides in the

liquid pool could be noticeably reduced by the much-increased

velocity of the rising bubble, resulting in a dampening effect on

the sloshing intensity. In Figures 9A,B, a similar tendency in the

variation of the residence time of the bubble with gas-injection

pressure can be seen. This may be the reason that although the

speed of the rising bubble was expected to accelerate with

increased injected gas pressure, some transient processes (e.g.,

bubble bursting as well as deformation and elongation) are likely

to play a more prominent role during the bubble rising process

(when the pressure was below the critical value). These transient

processes therefore result in a longer residence time (Cheng et al.,

2018c). Nevertheless, as the injected gas pressure augmented over

the critical value, though such effect on extending the bubble

residence time resulted from the transient processes still existed

to some degree, the overall bubble rising velocity should become

a more dominant factor on the residence time.

One more important point that can be seen from Figures

9A,B is that for experiments in pure liquid pools, a greater liquid

density seemed to diminish the maximal elevation of the liquid

level due to the larger resistance force on the rising bubble caused

by greater inertia of the liquid. With cases of stratified liquid, as

shown in Figure 9C, the sloshing intensity was clearly weakened

by employing a greater water–oil depth ratio, which signified

more fraction of larger-density water in the pool to restrain the

upward movement of rising bubble due to its relatively larger

liquid inertial force. Furthermore, due to this larger inertial force

of liquid, the critical pressure was found to become relatively

larger in cases of larger water–oil ratios (see Figure 9C), revealing

that the a much intensive sloshing motion was difficult to

attained in this case. It has been demonstrated that the

sloshing intensity tended to be strengthened first then

diminished afterward with the increasing initial depth of

liquid in the pool (Hpool). This may be explained by the fact

FIGURE 11
Illustrations for different flow-regime characteristics under different experimental conditions.
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that a greater depth of liquid could enhance the liquid’s inertia

(restricting effect) and prolong the bubble residence time

(positive effect) within the liquid pool in such cases (Cheng

et al., 2018a). Additionally, it was generally found that smaller

nozzle size and longer gas-injection duration could effectively

enhance the sloshing motion due to the much more violent

hydraulic disturbances to the static liquid pool. However, more

analyses are required to quantitatively considering the time-scale

couplings and momentum injection rate during the sloshing

motion for clarifying the correlations between sloshing intensity

and varying parameters.

On balance, owing to the more comprehensive and detailed

experiments conducted by Cheng et al. (2018c, 2020), various

parametric effects on the sloshing intensity were validated e.g.,

depth ratio of stratified liquids, injected gas pressure, liquid

depth, and gas-injection duration as well as nozzle size.

Additionally, a possible way to mitigate fuel compaction in

actual reactor accidents was identified, if a layer of molten

structural materials exists at the upper area of the molten

fuel pool.

3.3 Gas-injection sloshing motion with
solid particles

Figure 6C shows the experimental system employed for

investigations with solid particles by utilizing gas injection.

Considering the probable situations that might occur in a

CDA of an SFR, particle beds with different compositions

(such as particles of different density, size (dp, 0.125–8 mm),

shape (spherical and non-spherical), components (single size and

density, bicomponent mixed-size, bicomponent mixed density),

and different initial height (Hpb, 5–30 cm) were used and placed

on the bottom of pool, and gas-injection duration (0.06–0.1 s) as

well as injected gas pressure (2–4 bar) were also treated as

experimental parameters to obtain valuable experimental data

for further numerical validation (Cheng et al., 2019a, 2019b,

2019c; Xu et al., 2022).

From the basic experiments with single-sized spherical

particles, three stages of development for the sloshing process

with solid particles were observed. The first and second

experimental snapshots in Figures 10A–E illustrate Stage 1, in

which the gas bubble entered at the bottom of a particle bed and

rose to the top of the particle bed. In the third and fourth

experimental snapshots in Figures 10A–E, Stage 2 is shown, in

which the bubble detached from the particle bed with some

possibility that particles could be pushed up and subsequently

roll down along the edge of the bubble. After that, as displayed in

the fifth and sixth experimental snapshots in Figures 10A–E, the

bubble moved upward in the upper free liquid area to

subsequently induce the outward peripheral and inward

centralized sloshing motions. In addition, according to the

multiphase interaction mechanism involving liquid, injected

gas, and solid particles, three typical flow regimes (Regime I:

bubble-impulsion dominant regime; Regime II: transitional

regime; and Regime III: bed-inertia dominant regime), as

shown in Figure 10, were specified and resulted in three

corresponding final particle bed geometries. It should be

noted that such characteristics might not emerge for fluidized

beds (Didwania and Homsy, 1981; Bai et al., 1999), as under these

experimental conditions the particles were far from being

fluidized beds (i.e., no fluidization). Based on experimental

analyses, as shown in Figure 11, the remarkable parametric

effects on the flow-regime transitions and sloshing intensity

were investigated and validated. In general, the flow-regime

transitions were dictated by two important factors: particle-

bed inertia and gas-bubble impulsion.

In the extended experiments with single-sized non-spherical

particles, which were conducted considering the fact that various

shapes of solid particles may be encountered in an actual CDA,

particles of cylindrical, triangular prism, and irregular shapes

were taken into account (Cheng et al., 2019c). Based on

experimental observations, it was found that as the particle

sphericity increased, due to the additional particle–particle

friction and collisions resulting from some shape-relevant

properties (Cheng et al., 2018b), not only was the overall

particle-bed inertia diminished in Stage 1 but also the rolling-

down process tended to be prevented in Stage 2, while

interactions between the fluid flow and solid particles were

enhanced, as a result facilitating regime transitions from a

higher number to a lower one.

Recognizing that solid particles may also occur in various

sizes in the molten pool of an actual CDA of an SFR, a large

number of extended experiments using bicomponent mixed-

sized spherical solid particles at the same densities but with

different volumetric mixing ratios were conducted by Cheng

et al. (2019a) to elucidate the effect of mixed sizes on sloshing

motion. From the experiments, although the abovementioned

key parametric effects on the flow-regime transitions were in

general validated, typically the flow-regime characteristics

tended to shift from a higher (e.g., Regime III) to a lower

one (e.g., Regime II) if larger weights of smaller particles were

employed in the particle mixtures. In addition, compared with

the experimental results using single-sized solid particles, an

incongruity could be found, especially for experiments

employing more smaller particles within the particle

mixtures. In the mixed-sized experiments, a quasi-flat bed

was not only found in the transitional regime (namely

Regime II) but also emerged in Regime II/III and Regime

III/II, which signified the flow regimes involving the

characteristics of Regime II and Regime III. Particularly, the

symbols III/II and II/III were marked for such experimental

cases which had more characteristics of Regimes III and II,

respectively. The reason for this incongruity may be that

although the overall impact of particle-bed inertia was

comparatively somewhat larger than that of the gas-bubble
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impulsion in cases of Regime III/II or II/III, the impulsion of the

rising bubble might still exceed the inertia of smaller particles

within the particle mixtures. This can cause the separation of

particles of different sizes in the particle mixtures, which could

lead to flow-regime deviation from a strict Regime II for

instance (Cheng et al., 2019a). This may also explain why

the in-between flow regimes were mostly emerged when

more particles with small size presented in the particle

mixtures. Noticing this point, further dimensional analysis

may therefore be needed to classify the flow regimes and

patterns more elaborately.

Considering the co-existence of other non-melted or refrozen

materials (e.g., control rods and structures) in the molten pool

during an actual scenario of a CDA in an SFR, further

experiments were carried out by Xu et al. (2022) using

bicomponent mixed-density particles of identical sizes. In

general, they re-confirmed the fundamental effects of

experimental parameters (such as particle size, injected gas

pressure, and height of the particle bed) on the flow-regime

transitions. For the effect of mixed-density particles, it was found

that if the particle mixtures were composed of more high-density

particles, the flow regimes would transit from a lower one to a

higher one due to the relatively larger overall particle-bed inertia.

However, compared with the mixed-size cases, the

aforementioned in-between flow regimes were not found. This

may be due to the smaller particles being more likely to pass

through the larger gaps (or void spaces) among larger particles,

while for mixed-density cases, due to the identical size of each

component, the capability of lighter particles to pass through the

gaps between heavier ones was thought to be largely restrained.

In short, based on experiments using gas injection with solid

particles, it was demonstrated that through increasing the overall

particle-bed inertia by particle-bed-related parameters (e.g.,

particle density, particle size, and height of the particle bed),

not only would the gas-bubble impulsion effect in Stage 1 be to

some extent limited within the particle bed but also the rolling-

down effect of solid particles along with their sedimentation

effect lifted by upward moving injected gas in Stage 2, resulting in

the flow regimes shifting from lower to higher ones.

4 Conclusion and future prospects

4.1 Conclusion

Studies into molten-pool sloshing motion are important for

the improved evaluation of the transition phase of CDAs in SFRs.

Knowledge gained from experimental and numerical

investigations into the mechanisms and characteristics of

molten-pool sloshing motion are valuable not only for the

improvement and verification of SFR safety analysis codes

(which can invoke the simulation using actual materials in

reactors and coupling with neutronic models) but also to

provide reference data for studies of sloshing motion in other

fields of engineering. We have systematically reviewed and

discussed experimental and numerical studies into sloshing

characteristics that have been performed in the past, focusing

on thermal-hydraulics aspects under various conditions,

including dam-break, fluid-step, and gas-injection conditions.

Based on these studies, the important characteristics necessary

for evaluating sloshing intensity (e.g., the maximal heights that

emerge during peripheral outward and centralized inward

sloshing motions) were identified, and the applicability of

various simulation approaches (such as SIMMER code, SPH,

and FVP methods) were validated through comparisons of both

qualitative and quantitative experimental observations.

In the pioneering dam-break and fluid-step sloshing

experiments in pure liquid pools, it was found that the

sloshing characteristics were significantly affected by the

overall liquid inertia and symmetricity of the sloshing system.

With the further consideration of the non-melted or refrozen

solid materials (e.g., control rods and structural materials) that

may be present in a molten pool during an actual CDA in an SFR,

dam-break and fluid-step experiments with solid phases

(including rod- and ring-shaped obstacles, and solid particles)

were conducted, and the dampening effect of the presence of

solid phases on sloshing intensity was confirmed. This illustrated

the difficulty of obtaining an intensive sloshing motion when

sufficient amount of solid phases still existed in the molten pool

during the CDA of SFR. As for the numerical simulations, the

reasonability and applicability of SIMMER-IV code, SPH, and

FVP methods for reproducing a dam-break along with the fluid-

step sloshing motions in pure liquid pools (particularly for the

compaction velocity) were validated. In general, for Eulerian-

based methods (such as SIMMER code), the notable influences of

the spatial differencing order and simulation geometries on the

numerical accuracy were found. For the particle methods, more

accurate results could be attained, with higher resolution, but this

also caused an unavoidable reduction in numerical efficiency. In

addition, it was revealed that vapor-trapping phenomena might

occur during centralized sloshing motion, in accordance with the

two-phase SPH simulations. However, from the simulations of

dam-break experiments with solid phases, the necessity for

modeling the multiphase interactions (particularly for those

on solid phases) to obtain adequate simulation rationality and

accuracy was demonstrated, whereas the dampening effect of

solid phases on sloshing intensity could not observed or were

underestimated.

As sloshing motion might be encountered as a result of

rapid vapor generation and pressure buildup due to local FCIs

within a large-scale molten pool during its formation and

enlargement, the gas-injection method was used to study this

type of sloshing motion. To study the effect of thermal-

hydraulic disturbances on sloshing motions, several

experiments using the gas-injection method were carried out

with hydraulic disturbances in a pure-water pool. Based on
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these experiments, the mitigating and augmenting effects on the

sloshing intensity were found to depend on the timing of the

external disturbances that were introduced, due to the

interactions between local liquid flows; these could also be

reproduced well through the SIMMER-III calculations. On

the other hand, to more deeply and comprehensively

elucidate the sloshing mechanism and the characteristics

triggered by a local FCI, several experiments were conducted

using the gas-injection method without hydraulic disturbances

in liquid pools without solid phases, and various parametric

effects were taken into account. Based on qualitative and

quantitative experimental observations, it was confirmed that

a maximal sloshing intensity was likely to emerge a critical

pressure of injected gas, whose value is up to the liquid inertia

(e.g., liquid density and liquid depth) as well as the depth ratio

of stratified liquids, was reached. Moreover, it was revealed that

fuel compaction might be diminished in real reactor accidents

in cases where the stratification of molten fuel and molten

structural materials was present, although the possibility of

reactivity insertion due to molten-pool stratification should be

noted for the real accidents. In the gas-injection experiments

with solid particles, three typical flow regimes, referred to as the

bubble-impulsion dominant regime, the transitional regime,

and the bed-inertia dominant regime, were identifiable and

were dominated by the overall gas-bubble impulsion and

particle-bed inertia in different stages during the sloshing

process. However, in the cases with mixed-size particles,

some in-between flow regimes were found to appear due to

the different prominence of larger-size particles and smaller-

size particles in the particle bed against the gas-bubble

impulsion, indicating a different time scale for momentum

dissipation between larger and smaller particles.

4.2 Discussion and future prospects

Although much valuable knowledge and understanding

concerning molten-pool sloshing motion have been gained

through experiments and numerical simulations with their

analyses of thermal-hydraulics mechanisms, in general, the

analyses and discussions are lacking in their consideration of

momentum dissipation processes (e.g., interfacial dynamics

between fluid and particles). The contributors to the

dissipation of momentum (e.g., particle size, particle density,

particle components, intensity of gas-impulsion, and liquid

properties) should be studied. In addition, the behaviors of

the fluid and solid mixture may be different with the different

time scale of impulsion built-up. Therefore, more elaborate

studies into the initiators of sloshing motion (e.g., local FCIs

and fuel or steel vapor generation) should be performed to better

understand the mechanism and characteristics of molten-pool

sloshing. On the other hand, it should be pointed out that

compared with the parametric conditions that were

considered in the experiments, the actual conditions in reactor

accidents are more complicated. Furthermore, as experiments at

real scale with real materials are difficult to perform, the

verification of safety analysis codes/methods is of great

significance if it is based on more elaborate experiments that

clarify the mechanism of sloshing motion under the possible

conditions that may occur during a CDA. The numerical

accuracy for reproducing the sloshing motion (particularly for

cases with solid phases) should also be further improved for the

improved assessment of severe SFR accidents. In addition,

investigations should focus on the sloshing intensity and fuel

compaction velocity, which are anticipated to be of great

importance to the power deposition and recriticality issues

during a CDA of an SFR.

In the future, experimental and numerical studies into the

sloshing mechanism and characteristics could include but are not

limited to the following aspects.

1) Further gas-injection experiments with external disturbances

that consider more complete parametric conditions.

Although it has been confirmed that the timing of

insertion of external disturbances is a key factor for

augmenting or mitigating the sloshing intensity, it remains

necessary to conduct additional experiments with a variety of

other parameters (such as gas-injection duration period along

with pressure, intensity of disturbances, and location of

disturbance insertion) to gain a deeper clarification of the

effect of external disturbances to study the determining

regular for the overlaying (namely augmenting or

mitigating) effects and the timing of introducing external

disturbances.

2) Further experiments and validations for multicomponent

(i.e., more than three components) mixed solid particles

(including mixed-sized and mixed-density particles) using

gas-injection methods. Although some important sloshing

characteristics were captured in past investigations by using

mixed-sized and mixed-density spherical particles under gas-

injection conditions, it should be noted that only

bicomponent particle mixtures were used. Therefore, to

obtain more information regarding the sloshing motion

under a more realistic particulate situation, further

experimental investigations should be performed with

multicomponent mixed particles. In addition, considering

the incongruities found in the previous bicomponent

mixed-sized experiments, elaboration of some dimensional

analyses may be necessary to evaluate the flow-regime

characteristics and identifications during the sloshing

motion with particle bed consisted of multicomponent

mixed particles.

3) Further gas-injection experiments in large-scale 3D pools. In

earlier experiments that focused on sloshing motions initiated

by local FCIs, 2D liquid pools were used to ensure sufficient

experimental visualization so that the basic and essential
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sloshing mechanisms and characteristics could be identified

and understood. By referring the previous experimental

studies regarding the debris bed self-leveling behavior by

using gas-injection method for the CDA analysis of SFR

(Cheng et al., 2011; Cheng et al., 2013a; Cheng et al.,

2013b), it may be feasible that insights and fundamental

understandings obtained through 2D experiments can be

validated in large-scale 3D experiments, although some

deviations or changes concerning the specific values of

parameters (such as the critical gas-injection pressure) may

occur due to the dimensional and scale changes (e.g., the

length scale of the ratio of liquid pool height to diameter, and

the time scale of bubble influence) and wall effects. Thus, to

obtain a more comprehensive understanding of the molten-

pool sloshing motion initiated by a local FCI, it will be

necessary to perform large-scale 3D experiments with

proper scale and dimensional analysis for space-, mass-,

energy-, and time-scales to assess similarity rules. These

large-scale 3D studies may validate the knowledge of the

sloshing mechanism and characteristics accumulated from

2D experiments, while any changes in critical values following

the dimensional and scale variations should also be

investigated.

4) Numerical simulations for sloshing motion under gas-

injection conditions without disturbances. In the earlier

numerical studies, a variety of numerical approaches was

attempted and validated in the dam-break and fluid-step

sloshing experiments. However, the applicability of these

approaches or other numerical methods, e.g., the moving

particle semi-implicit (MPS) method that is applicable in the

simulation of multiphase flows with various interfaces

between phases (Park et al., 2016; Liu et al., 2021), should

be continuously examined to obtain more reliable analysis for

the evaluation of the sloshing motion in a CDA of an SFR

based on the gas-injection experiments for simulating the

sloshing motion triggered by local FCIs, during which the

high-velocity gas flow along with large bubble deformation

should be considered.

5) Further numerical simulations for sloshing motion with solid

phases by appropriate treatment of the multiphase

interactions involving the solid phases. In earlier numerical

simulations for sloshing motion with solid phases, the need to

appropriately estimate the multiphase interactions was

demonstrated. Although reasonable simulation results

could be obtained by employing some macroscopic models

(such as the particle viscosity model) and technical

approaches (e.g., adding a momentum diffusion term and

wall friction), it should be recognized that the solid phase still

played a less prominent role in the sloshing motion in such

cases compared with other phases. Thus, the development

and use is anticipated of more effective models or methods for

reproducing the sloshing motion with a significant amount of

solids (e.g., for gas-injection experiments with solid particles).

For sloshing motion with solid particles, taking into account

the past numerical investigations into particle-related

phenomena for the assessment of severe accidents in SFRs

(Shamsuzzaman et al., 2014; Tagami and Tobita, 2014; Guo

et al., 2017; Tagami et al., 2018; Sheikh et al., 2020), in which

solid particles played a major role in the multiphase

behaviors, microscopic models for inter-particle collisions

and contacts or the discrete element method (DEM) may

additionally be considered in the simulations to provide

appropriate estimates of particle–particle interactions.

6) Further investigations into the effect of coupling between

nuclear power deposition as well as recriticality and pool

sloshing motion based on the knowledge obtained from

thermal-hydraulics studies. Some investigations have been

performed to study the coupling between nuclear power

deposition as well as recriticality and pool sloshing motion

(e.g., a SIMMER-III simulation to study the power deposition

and criticality during sloshing motion by assuming a mass of

molten fuel fragment falls into the molten pool (Tatewaki

et al., 2015)), and the effect of the power excursion and

recriticality on the sloshing intensity were preliminarily

studied. However, it should be noted that the knowledge

from the studies into the thermal-hydraulic aspect of sloshing

motion is of great importance to verify the reasonability and

reliability of the simulation studies regarding power

deposition and recriticality, which will also influence the

sloshing characteristics in an actual CDA. Therefore, in the

future, based on thermal-hydraulic experiments,

investigations may be performed using the verified SFR

safety analysis codes/methods coupled with reliable

neutronic models for the further comprehensive evaluation

of the transition phase of CDAs in SFRs.
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Nomenclature

Symbols

Din inner diameter of the inner cylinder

Dout inner diameter of the outer cylinder

dp diameter of solid particles

Hin liquid height in the inner cylinder

Hout liquid height in the outer cylinder

Hpb particle-bed height

Hring height of ring-shaped obstacle

Hw water depth

Ho depth of cleaning oil

Hpool total depth of liquid in the pool

ΔHmax maximum liquid-level elevation

Np particle number

P gas-injection pressure

Rc distance of rods from the center of the container

Roff off-centeredness

T gas-injection period

ΔT gas-injection duration

Greek letters

ρp density of solid particles
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CFD analysis of Fe transfer on
roughened wall caused by
turbulent lead-bismuth
eutectic flow

Xiaolin Chen1 and Tao Wan1,2,3*
1Advanced Energy Science and Technology Guangdong Laboratory, Huizhou, China, 2Institute of
Modern Physics, Chinese Academy of Sciences, Lanzhou, China, 3School of Nuclear Science and
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Structural material compatibility with lead bismuth eutectic is one of the main

challenges for design and operation of the LBE-cooled nuclear systems. To

better understand the mechanisms of stainless steel corrosion behavior in LBE

flow, the iron mass transfer phenomenon on roughened walls under various

LBE pipe flow conditions are numerically investigated in this study. CFD

simulations are performed, by applying a low Reynolds number k-ε model,

in a range of Reynolds number from 5 × 103 to 105. Meanwhile, various pipe wall

roughness conditions are considered, which are simulated by crests with

different depths and periodic lengths. Effects of roughness dimensions and

Reynolds numbers on the near-wall mass transfer rate are investigated. Results

showed that higher flow velocities and shorter crest length led to higher mass

transfer coefficient. On the basis of the results, themass transfer coefficients are

proposed both for smooth wall and roughened walls. The mass transfer

enhanced by wall roughness is characterized by the ratio of rough-to-

smooth mass transfer coefficient, and this ratio is demonstrated by a

regression equation, in which dimensionless roughness number, Reynolds

number and geometrical ratio of the roughness are included. Moreover, it is

found that the ratio of rough-to-smooth mass transfer coefficient is relatively

more dependent on Reynolds number.

KEYWORDS

LBE, corrosion, mass transfer, wall roughness, numerical simulation

Introduction

Lead-bismuth Eutectic (LBE) is a prominent candidate coolant for Lead-cooled Fast

Reactors (LFRs) and Accelerator Driven Systems (ADS) due to its favorable thermal and

physical properties (Zhang, 2014). However, the compatibility of structure material (e.g.,

stainless steel) with LBE is one of the key issues for design and operation of LBE-cooled

nuclear systems. Stainless steels could be severely corroded when exposed to flowing LBE,

which would challenge the structural integrity of and operation safety, especially at high

working temperature.
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To better understand the mechanism and characteristics of

steel corrosion in LBE, many studies have been carried out in last

two decades (Barbier et al., 2001; Benamati et al., 2006; Doubková

et al., 2008; Zhang and Li, 2008; Del Giacco et al., 2014; Heinzel

et al., 2014; Lambrinou et al., 2017; Chen et al., 2019). The state-

of-art of steel corrosion in LBE pointed out four main

mechanisms: oxidation, dissolution, erosion-corrosion and

fretting wear (Ballinger and Lim, 2004; Zhang and Li, 2008;

Zhang, 2009; Gong et al., 2022). Oxidation of steel occurs if

oxygen concentration in LBE reaches appropriate value, Fe3O4-

based oxide film or layer could be formed at the metal surface,

which could be protective or rather non-protective to the metallic

surface. Dissolution corrosion is facilitated when the oxygen

concentration in LBE locates at a sufficient low level, steel

elements dissolve directly into LBE since there is no protective

oxide layer at surface. The dissolution is driven by the

temperature-dependent chemical potential differences of

elements in steels and those in LBE. Erosion-corrosion is also

termed as flow-assisted corrosion, it is caused by the LBE

penetration into grain boundaries of steel when dissolution of

elements occurs, then the loose grains are stripped by high wall

shear stress under high velocities, which leads to further

penetration of LBE into steel. Fretting wear is considered as

an interaction of flow-induced vibration and corrosion processes,

which occurs most likely at fuel pins in core or heat exchanger

tubes in steam generator.

The surface condition is one of the addressed factors that

affects the LBE corrosion behavior (Gong et al., 2022).

Discrepancies of liquid metal corrosion behavior of steels

under different surface conditions were reported. Doubková

et al. (2008) observed a different corrosion resistance for

T91 steel specimens with ground and passivated surfaces in

the same LBE environment. Tsisar et al. (2018) investigated

effect of structure state and surface finishing of austenitic

1.4970 (15-15 Ti) steel on the corrosion under flowing

oxygen-containing LBE condition, and they found out that

specimens with polished surfaces were less resistant to

dissolution corrosion. Ilinc�ev et al. (2004) carried out

corrosion/oxidation behavior studies of 304 and

316 Austenitic steel in LBE with different oxygen

concentrations, differences of corrosion rates were reported

between specimens with ground, passivated, and as-produced

surfaces. Thus, it is reasonable to consider that surface roughness,

which could represent the surface condition, plays an important

role in corrosion/oxidation behavior of steel in LBE.

The effect of surface roughness on mass transfer behavior has

been investigated under different Reynolds numbers and

Schmidt numbers. Mass transfer on various roughened

surfaces including V-shaped grooves (Dawson and Trass,

1972; Tantirige and Trass, 1984; Grifoll et al., 1986; Zhao and

Trass, 1997), erosion-corrosion roughness (Postlethwaite and

Lotz, 1988), sandpaper-roughness (Lolja, 2005) and square

ribs (Berger and Hau, 1979) have been studied by applying

electrochemical method (Selman and Tobias, 1978). Equations

of Sherwood number, Reynolds number and Schmidt number

were proposed. Dimensionless wall roughness was considered as

a factor enhancing the mass transfer. Recently, researchers

investigated mass transfer enhancement on sinusoidal wavy

wall, in which a plaster dissolution method was applied to

measure the mass transfer coefficient (Fujisawa et al., 2017,

2020; Yamagata and Fujisawa, 2021). Meanwhile, CFD studies

of roughness effect on mass transfer by using low Reynolds

number (LRN) models are reported as well. Mass transfer

behavior on a sinusoidal wavy wall was simulated and

compared with the experimental results by Yamagata and

Fujisawa (2021) and Fujisawa et al. (2017, 2020), respectively.

Lari et al. (2013) investigated the mass transfer behavior on

d-type rough wall under high Schmidt number by applying a

LRN k-εmodel, they concluded that mass transfer could be either

enhanced or weakened by the roughness.

Mass transfer of elements in LBE is a crucial phenomenon in

steel corrosion process. Due to the technical difficulties in

experimental measurement, the CFD investigation is

considered as a highly effective way. Zhang et al. (2021) used

Ansys FLUENT code to simulate oxygen mass transfer for a

packed bed of PbO spheres in flowing LBE in the CRAFT

experiment. Ito and Sakai (2004) evaluated the oxygen

concentration controllability in a LBE-cooled natural-

circulation reactor using COCOA code. Feng et al. (2021)

proposed a coupling method between the oxidation model

and Ansys CFX code to simulate the oxidation reaction in

fuel assemblies under flowing LBE. Marino et al. (2018)

investigated the oxygen concentration profiles through the 19-

pin scaled fuel assembly of MYRRHA reactor core with Ansys

CFX tool and identified the regions which are prone to LBE

corrosion. The investigation of oxygen transfer in LBE is

necessary in environment of high oxygen concentration, while

in environment of low oxygen concentration, the study of iron

transfer is crucial when dissolution of iron occurs at the interface

of structural steel and LBE. Investigation on iron mass transfer in

dissolution corrosion under different surface states of steel, could

provide considerable values for evaluation of dissolution damage

of LBE to steel, like corrosion rate. However, to the best of the

authors’ knowledge, CFD investigation of iron transfer behavior

under LBE flow condition is limited, especially transfer from

roughenedwall to bulk LBE. By using STAR-CD code to simulate the

mass transfer behavior of dissolved iron, Wan and Saito (2018)

evaluated the corrosion rate of 316L steel in LBE and compared with

experimental data. More numerical investigations on iron transfer in

LBE are required for the further analysis and model development of

iron dissolution. Although experimental investigation has always

been themain approach in the research of steel corrosion behavior in

LBE, the CFD approach is thought to be an effective way to analyze

the local mass transfer phenomenon on roughened walls and is able

to provide considerable values for further development of corrosion/

dissolution model of steel in LBE.
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The aim of this study is to characterize the effect of rough

walls on iron transfer behavior in LBE flow and to further

enhance the understanding of steel dissolution in LBE. For

this purpose, d-type roughened pipe wall geometries are

chosen, numerical simulation of iron transfer in LBE flow at

different Reynolds numbers is carried out. By applying LRN k-ε

model, the mass transfer coefficient is obtained through the

calculated near-wall iron concentration. Effect of different

roughness is then analyzed by comparison with smooth wall,

the rough-to-smooth ratio is characterized and correlated with

several parameters.

Physical models

Corrosion and mass transfer model

In the steady state LBE pipe flow without protective oxide

layer at wall under isothermal condition, the steel corrosion

depends on the mass transfer rates and dissolution/reaction rates

of steel constituents at wall. If the mass transfer rate is greater

than dissolution rate, the corrosion is dominated by the mass

transfer, which is called mass transfer controlled corrosion. In the

other case, it is called activation controlled or dissolution

controlled corrosion (Zhang et al., 2010). The dissolved iron

at wall is firstly transferred through the diffusion boundary layer

by molecular diffusion, then the transfer rate of iron becomes

higher in the viscous sublayer. The diffusion boundary layer

could be very thin as the Schmidt number is considerably high

(order of 103).

The mass flux of iron J at wall obeys the Fick’s law and could

be expressed as follow:

J � Dm
zC

zn
� Dm

y0
(Cw − C0) (1)

where Dm is the molecular diffusion coefficient of iron, C and n

are, respectively the concentration and normal distance to wall in

Fick’s law, respectively, Cw is the concentration of iron at wall, y0
is the distance from wall and C0 is the concentration of iron at

distance y0. In general, the distance y0 represents the thickness of

the first inflation mesh layer in CFD simulation. Meanwhile, the

mass flux from dissolution location to bulk fluid can be expressed

by the following equation, where Cw denotes concentration at

wall, Cb denotes concentration in bulk fluid and K is mass

transfer coefficient of iron:

J � K(Cw − Cb) (2)

Since the mass transfer rate in diffusion boundary layer is

very low, it dominates the mass transfer from wall to bulk fluid.

Thus, the iron mass flux is the same in Eqs 1, 2, and the mass

transfer coefficient can be deduced by

K � Dm

y0

(Cw − C0)
(Cw − Cb) (3)

For the mass transfer controlled corrosion, the corrosion

rate (CR) is proportional to the mass flux and therefore

can be directly calculated as follow (Davis and Frawley,

2009):

CR � JM

ρFe
� K(Cw − Cb)M

ρFe
(4)

where ρFe and M denote the density and molar mass of iron,

respectively. In addition, many studies have found that local wall-

to-liquid mass transfer behavior and corrosion rate in practical

geometries have strong dependence on the near-wall turbulent

level (Poulson, 1999; Nešić, 2006; Ikarashi et al., 2017), the near-

wall concentration distributions of solutes are considered to be

influenced by the near-wall turbulent kinetic energy (Wan and

Saito, 2018).

For themass transfer in a steady-state or fully developed flow,

correlations between Sherwood number Sh, (Sh � Kl/Dmwith l

the characteristic length), Reynolds number Re and Schmidt

number Sc [Sc � μ/(ρDm)] were proposed as follow (Dawson

and Trass, 1972; Grifoll et al., 1986; Postlethwaite and Lotz, 1988;

Poulson, 1990):

Sh � a1Re
a2Sca3 (5)

where the coefficients a1 depends on the geometry, a2 generally

ranges from 0.5 to 1, while a3 is close to 1/3. As the near-wall

mass transfer is affected by the wall roughness, the rough-to-

smooth ratio of mass transfer coefficient Kr/Ks has been

characterized by the similarity function (Dawson and Trass,

1972; Tantirige and Trass, 1984; Postlethwaite and Lotz, 1988;

Mobarak et al., 1997; Zhao and Trass, 1997; Lolja, 2005). The

mass transfer similarity function contains several parameters,

such as the dimensionless roughness number, Schmidt number

and Reynolds number:

Kr

Ks
� f(e+, Sc, Re, ...) (6)

The dimensionless roughness number (or roughness

Reynolds number) e+ is defined by roughness height e and

friction velocity u*:

e+ � ρupe

μ
, up � U

��
f

8

√
(7)

The dimensionless friction velocity up is determined by the

stream flow velocity U and friction factor f, while the friction

factor f could be determined by the measured pressure drop for

pipe flow with roughened wall:

f � ΔP
ρU2

2D
L

(8)
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LRN turbulent model

The resolution of the near-wall iron concentration is critical

since the near-wall concentration dominates the mass transfer

behavior in LBE corrosion. To achieve a precise simulation of the

near-wall flow behavior, LRN models with damping functions

are used. LRN models have been proposed by Jones and Launder

(1972), Launder and Sharma (1974), Lam and Bremhorst (1981),

and Chien (1982). In this study, the Launder-Sharma LRNmodel

is adopted for calculation, the transport equations of the

turbulent kinetic energy and its dissipation rate are given as

follows:

zρk

zt
+ z

zxj
[ρkuj − (μ + μt

σk
) zk

zxj
] � Pk − ρε − 2μ(z �

k
√
zy

)2

(9)

zρεp

zt
+ z

zxj
[ρεpuj − (μ + μt

σε
) zεp

zxj
]

� (C1f1Pk − C2f2ρεp) εpk + 2μμt
ρ

(z2u
zy2

)2

(10)

μt � ρCμfμ
k2

εp
(11)

εp � Dε + ε (12)

In the above equations, μt and Pk denote turbulent viscosity

and production rate of turbulence respectively. σk, σε, C1, C2, and

Cμ are constants which have the same values as those in the

standard k-ε model (i.e. 1.0, 1.3, 1.44, 1.92, and 0.09,

respectively). The modified turbulent dissipation rate ε* is

related to the origin turbulent dissipation rate ε with a

damping term Dε whose value is significant near wall but can

be negligible away from the wall. With Eq. 12, equation of ε*

could be solved by applying a zero wall boundary condition,

which greatly simplifies the computation. f1, f2, and fμ are

damping functions accounting for near-wall effects:

f1 � 1.0, f2 � 1 − 0.3 exp(−Re2t ), fμ � exp[ −3.4
(1 + 0.02Ret)2]

(13)
wherein the turbulent Reynolds number Ret is defined as:

Ret � ρk2

μεp
(14)

The direct resolution of the viscous sublayer in LRN model

requires very fine grids at walls, the first node (or cell centroid)

should be located at y+ ≤ 1.

Numerical simulation

Rough wall geometry

The rough wall geometry consists of periodic square cavities,

Figure 1 shows the 2D geometry of computational domain. An axis-

symmetry model is adopted, with a radius of the cylinder pipe R =

4.9mm. λ is the periodic distance between two adjacent cavities, while

w and d denotes the width and depth of the cavity, respectively. The

width-to-depth ratio w/d is one for square cavities, hence a d-type

roughness is represented. The d-type roughness is considered as a

good representative for a natural roughness and allows for comparison

of theflowfieldwithCFDand electrochemical experiments (Lari et al.,

2013). Three different sizes of cavitiesw= 500, 250, 50 μmare adopted

and the ratio λ/d = 2 and 4 are considered, respectively. The total

length of computational domain is 80mm, which is more than eight

times of the inlet diameter, thus the pipe flow could be considered as

fully developed. The mass transfer of smooth wall with the same

radius R and length is also studied for comparison. Table 1 gives the

models with different geometrical dimensions in this study.

Mesh generation

Unstructured triangle grid was applied to the LBE bulk, with

coupled mesh inflation that consists of fine layers near the wall.

The thickness of the first inflation layer was fixed approximately

at y+ = 0.1 or below for LRN model, which is considered as the

thickness of the diffusion boundary layer (Nešić et al., 1992).

Hence, in the above geometrical models, y+ was set as

approximately 0.1 in the whole computational domain. For

the LBE flow in condition Re = 5 × 104, the thickness of the

first layer is 3.4 × 10−7 m. With extension ratio of 1.2 in normal

direction to the wall, sixteen layers were defined, which could

cover the viscous sublayer region. In the region away from the

wall, coarse triangle meshes were applied. The maximal total

number of cells does not exceed two million. A typical mesh

structure is given in Figure 2.

Simulation set up

The steady-state simulation of LBE flow and iron transfer was

carried out by the CFD code Ansys FLUENT. Table 2

summarizes the main boundary conditions applied in the

FIGURE 1
2D axisymmetric geometry of the rough wall pipe.
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computation. In each model, the inlet bulk fluid velocity ranges

from 0.07 to 1.4 m/s, correspondingly the Reynolds number

ranges from 5 × 103 to 105. With an assumption that the

oxygen concentration in LBE is sufficiently low, Fe3O4-based

oxide film does not form at the metallic wall surface, so that LBE

has direct contact with wall and the dissolution equilibrium of

iron is established at wall. Thus, a constant iron concentration of

8.978 × 10−5 wt% is imposed at wall and the iron concentration in

LBE bulk fluid is set as 9.576 × 10−6 wt% (Li, 2002). The viscosity

of LBE adopted in calculation is 0.001402 kg/m.s, the density of

LBE in simulation is 10130.2 kg/m3 at 450°C, the molecular

diffusion coefficient of iron in LBE at 450°C is 3.16 ×

10−10 m2/s, which is deduced through an extrapolation from

Robertson’s law (Abella et al., 2011; OECD, 2015). A mesh

independent check was preliminarily performed in the smooth

pipe geometry. The Figure 3 shows the radial distribution of iron

concentration at pipe outlet under Re = 5 × 104 for different

meshes number. The convergence of the resolution is reached

when the relative residuals are all below 10−7.

Results and discussion

Iron mass transfer

The radial distributions of velocity at different positions near

outlet are compared. In Figure 4, at distance of 70, 75, and 79 mm of

the pipe, high consistency of the velocity profiles consist is observed

respectively for smooth pipe and roughened pipe at Re = 105, which

could verify the developed state of flow near outlet.

Since the mass transfer coefficient K is locally determined, a

profile of K is obtained along the wall. The mass transfer

coefficient of smooth wall Ks is the averaged value of K near

the outlet. The mass transfer coefficient of rough wall Kr is the

averaged value of K along the cavity walls and crest horizontal

wall in a periodic length (see Figure 1). In addition, the mass

transfer coefficient of the crestKcr is the averaged value ofK along

the crest horizontal wall. The last periods of cavities in each

roughness geometrical models are chosen in order to neglect the

entrance effect of flow.

TABLE 1 Geometrical characteristics of considered models.

Wall type Total length (mm) w λ/d Number of cavities

Rough 80 500 μm 2 80

500 μm 4 40

250 μm 2 160

250 μm 4 80

50 μm 2 800

50 μm 4 400

Smooth 80 — — 0

FIGURE 2
Mesh employed for computational domain (w = 500 μm, λ/
d = 4).

TABLE 2 Boundary conditions used in simulations.

Boundary Boundary condition Value

Inlet Fluid velocity 0.07, 0.14, 0.25, 0.35, 0.53, 0.7, 1.05, 1.4 m/s

Iron concentration 9.576 × 10−6 wt%

Central line of pipe Axis-symmetry —

Walls Iron concentration 8.978 × 10−5 wt%

Outlet Outflow —
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The results of mass transfer data Sherwood number Sh

determined by predicted mass transfer coefficient are shown

in Figure 5. Sh increased with a higher flow velocity, this is

consistent with the fact that the diffusion boundary layer and

viscous sublayer are thinner at high Re, therefore a higher near-

wall concentration difference was formed and the mass transfer

rate was enhanced. A higher corrosion rate could be observed for

the flow at higher velocity. Berger and Hau (1977) have proposed

a correlation for fully developed flow in smooth pipe where Re

ranges from 8 × 103 to 2 × 105 and Sc varying from 1 × 103 and

6 × 103:

Sh � 0.165Re0.86Sc0.33 (15)

In previous mass transfer study, a relation between thickness

of viscous sublayer δv and thickness of diffusion boundary layer

δd was proposed (Levich, 1962; Nešić and Postlewaite, 1991):

δd � δv/Sc0.33 (16)

The diffusion boundary layer is much thinner than viscous

sublayer. In this diffusion boundary layer, the mass transfer is

dominated by molecular diffusivity, while out of this layer the

mass transfer is dominated by turbulence in viscous region. In

the correlation between Sh, Re and Sc, Re affects the viscous layer

of flow, while the relation between δv and δd depends on Sc. For

this reason, the variation of mass transfer is mainly impacted by

Re. The factor Sc0.33 in Eq. 16 is also verified by Wan and Saito

(2018) in LBE pipe flow. Thus, we assume the same exponent

value on Sc, which is the same approach as in Dawson and Trass

(1972), Berger et al. (1979), and Postlethwaite and Lotz (1988),

then the following correlation is obtained by regression:

Sh � 0.425Re0.5Sc0.33 (17)

The corrosion rate of smooth wall is also estimated and

compared with experimental data which were reported by Wan

and Saito (2018). The averaged corrosion depth of a 9.8 mm-

diameter straight pipe under LBE flow at a velocity of 0.7 m/s

ranges from 0.06–0.16 mm after 3,000 h operation. With the same

flow condition, the predicted corrosion depth calculated by Eqs 3, 4

is about 0.22 mm, which is near 1.4 to 3.6 times of the measured

value. This discrepancy may be caused by the varying surface

condition of the pipe during operation and the assumption of

saturated solute concentration at solid-fluid interface.

FIGURE 3
Radial distributions of iron concentration at Re = 5 × 104 in
mesh independent check.

FIGURE 4
Radial distributions of velocity at distance of 70, 75, and
79 mm (Re = 105).

FIGURE 5
Sh/Sc0.33 versus Re0.5 for iron transfer on smooth wall (Re
from 5 × 103 to 105).
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Ironmass transfer from roughenedwalls is different compared to

smooth wall, since the near-wall velocity field can be affected by the

rough wall. The results show that stagnant flow is formed in cavities.

Figure 6 gives the flow velocity fields in cavities under different

roughness at Re = 5 × 104 and Figure 7 gives the corresponding iron

concentration distributions. Given the same inlet condition, the

FIGURE 6
Velocity field in cavity for λ/d = 4 at Re = 5 × 104 (A) w =
500 μm; (B) w = 250 μm; (C) w = 50 μm.

FIGURE 7
Iron concentration distribution in cavity for λ/d= 4 at Re= 5 ×
104 (A) w = 500 μm; (B) w = 250 μm; (C) w = 50 μm.

Frontiers in Energy Research frontiersin.org07

Chen and Wan 10.3389/fenrg.2022.1005171

125

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2022.1005171


velocity magnitude in cavity decreased as the size of cavity decreased,

resulting in the increased near-wall concentration, which led to

weaker transfer of iron from cavity wall to LBE bulk fluid. Similar

results were observed at different Reynolds numbers as well.

The size of the crest can impose influence on the iron transfer

at crest wall since it is depended by the distribution of K along the

crest wall. The averaged coefficient Kcr of each rough geometry

are given in case of Re from 5 × 103 to 105 in Figure 8, and are

compared with Ks of smooth wall. It is shown that, as the flow

velocity increased, Kcr increased obviously and the values are

much greater than Ks. At the same ratio of λ/d, value of Kcr is

larger as the cavity has a smaller size. For the same cavity size,

value of Kcr is smaller with higher ratio of λ/d, which represents a

longer crest.

The distribution of concentration at the first node, C0, along

the crest wall depends not only on the flow velocity, but also on

the crest length. Figure 9 gives the distributions of (Cw−C0) along

the crest walls for d = 500 μm and for Re = 5 × 103, 2.5 × 104 and

5 × 104. At the same Re, compared with the relatively uniform

distribution in the case of the smooth pipe, C0 has much lower

values at the front of the crest wall, while it increases along the

crest, then it stays very close to Cw until the end of the crest wall.

This distribution is similar to that of the entrance part of the

smooth pipe wall. Hence, higher local mass transfer coefficientsK

are obtained at the front of crest wall. However, when λ/d = 4,

which represents the horizontal length of crest is three times of

that of λ/d = 2, K remains at a low level at the end of crest wall, so

the average coefficient Kcr owns a lower value. The distributions

of turbulent kinetic energy at the first node along the crest are

given in Figure 10, for d = 500 μm and for Re = 5 × 103, 2.5 × 104,

and 5 × 104. It is shown that, higher values of turbulent kinetic

energy are obtained at higher flow velocities, the turbulent kinetic

energy decreases from the front part of crest wall and then keeps

at a stable level until the end of crest wall. It could be observed

that the turbulent kinetic profiles are similar to those of (Cw−C0),

thus it is reasonable to relate the near-wall mass transfer rate to

the near-wall turbulence level.

By calculating the mass transfer coefficients along the cavity

walls and crest wall, the averaged coefficient Kr on a periodic

length λ is determined for each rough geometry. The obtained

Sherwood number for roughened walls Shr are correlated with Sc

and Re by Eq. 5, which is shown in Figure 11. Assuming that the

FIGURE 8
Mass transfer coefficient on crest wall and smooth wall, Re
from 5 × 103 to 105.

FIGURE 9
Distribution of (Cw−C0) on the crest wall (d = 500 μm).

FIGURE 10
Distribution of turbulent kinetic energy on the crest wall (d =
500 μm).
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correlation expression for Shr has the same exponent values on Re

and Sc as in Eq. 16, Table 3 gives the correlative coefficient a for

different cases. The value of a ranges from 1.810 to 2.357 for the

correlations, which is thought to be a geometry-dependent

coefficient for mass transfer in this study.

Effect of surface roughness

The mass transfer enhancement phenomenon caused by the

roughen walls was described by the rough-to-smooth ratio Kr/Ks.

The values of Kr/Ks for iron mass transfer in LBE are plotted

against the dimensionless roughness number e+ in Figure 12. At

Sc = 438, for each rough geometry, Kr/Ks increased from near two

to approximately six as e+ increased. It should be noticed that for

the same rough geometry, the increase of e+ is due to the rise of

flow velocity. Hence, Kr/Ks has low dependence on e+ but has

great dependence on the flow velocity. In previous reported

researches, the mass transfer similarity functions have been

developed and Kr/Ks was characterized under different

roughness regimes depending on e+ (Dawson and Trass, 1972;

Postlethwaite and Lotz, 1988). However, the same approach

cannot be adopted to analyze the results in this study, more

parameters are required to characterize Kr/Ks. The difference

between the results in previous studies and in this study can be

explained from several aspects. First, the properties of fluid are

involved in the definition of e+, which could induce a great

different range of e+. Secondly, the Schmidt number characterizes

the mass transfer properties of the species in fluid, the value is

relatively much lower in this study comparing with Sc =

2,000–5,000 in previous reported researches. Moreover, in this

study, Kr are determined by averaging the values along the cavity

wall and crest wall in a roughness period, which is quite different

from the electrochemical method.

In previous sections, the dimension and geometry of the crest

and cavity are found to have considerable influence on C0. The

value of Kr is actually dominated by the value of Kcr. For this

reason, a correlation of Kr/Ks is proposed with the following

parameters: dimensionless roughness number e+, Reynolds

number Re and the geometrical ratio (λ-d)/λ:

Kr

Ks
� b1 + b2(e+)b3Reb4(λ − d

λ
)b5

(18)

In the correlation expression, the value of the first constant b1
is one since it is the asymptotic value of Kr/Ks as e

+ and Re tend to

zero, which means that the mass transfer behavior on rough walls

is similar to that of smooth wall. The values of Kr/Ks are plotted

by using Eq. 18 in Figure 13, fitting values of correlative constants

in Eq. 18 are obtained with a deviation within 4%. Thus, the mass

transfer enhancement is well correlated for Re ranging from 5 ×

103 to 105:

Kr

Ks
� 1 + 0.0117(e+)0.1Re0.5(λ − d

λ
)0.1

(19)

The exponent values on e+ and Re are, respectively 0.1 and

0.5, which is consistent with the results that e+ has less

contribution while the flow velocity has higher contribution

on Kr/Ks. To a certain degree, the mass transfer enhancement

is also affected by the geometrical ratio of the crest. The effect of

Sc is not included in the correlation since all predicted results are

obtained at the same Sc = 438.

FIGURE 11
Shr/Sc

0.33 versus Re0.5 for iron transfer, Re from 5 × 103 to 105.

TABLE 3 Values of coefficient a in correlations for different roughness walls.

Cavity width w (μm) Ratio λ/d Number of cavities Value
of coefficient a1

Value of R2

500 2 80 1.924 0.993

500 4 40 1.810 0.995

250 2 160 2.357 0.950

250 4 80 2.075 0.965

50 2 800 2.271 0.983

50 4 400 1.920 0.970
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Conclusion

The Iron mass transfer on roughened walls in LBE turbulent

pipe flow is studied by using CFD code. Steady-state simulations

are performed with the LRN k-ε model. Based on the simulation

results, the following main conclusion can be drawn:

(1) The mass transfer coefficient of iron from wall to LBE bulk

fluid depends on the distribution of the near-wall iron

concentration, which is highly affected by the near-wall

flow velocity magnitude. Higher flow velocity induces

higher mass transfer rate from the wall to fluid.

(2) Under the same Re condition, the local mass transfer is

strongly affected by the roughness dimension. The mass

transfer rate in the cavity of smaller size is lower due to the

relatively lower velocity magnitude, while the mass transfer

rate at crest wall has higher value when the crest length is

shorter. The averagedmass coefficientKr is dominated by the

value Kcr, which has higher value than Ks.

(3) Based on the predicted results, mass transfer correlations

relating Sh, Re and Sc are established both for smooth wall

and roughened walls at Sc = 438 and Re ranging from 5 × 103

to 105. The mass transfer enhancement induced

by roughened wall is confirmed through the computed data.

(4) The ratio Kr/Ks ranges from about 2 to 6, effects of different

parameters on Kr/Ks are analyzed. A correlation is proposed

and it indicates that the mass transfer enhancement has a

higher dependence on Reynolds number than the

dimensionless roughness number. The effect of the

geometrical ratio of the crest is also included.

Further work is still needed to make progress in

understanding the iron mass transfer in steel dissolution/

corrosion phenomenon in LBE flow. Other factors, such as

roughness types (k-type, V-grooved, and irregular

roughness), Schmidt numbers (which varies with LBE

working temperature) could be included in further

investigation. The method and results obtained in this

work could provide some values for the future numerical

investigations on steel corrosion in LBE.
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FIGURE 13
Kr/Ks versus (e+)0.1Re0.5(λ−dλ )0.1, Re ranges from 5 × 103 to 105.
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Nomenclature

Abbreviations

a1, a2, a3 correlative constants in correlation linking Sh to Sc

and Re

b1, b2, b3, b4, b5 correlative constants in correlation of Kr/Ks

C concentration in Fick’s law, kmol/m3

C1, C2, Cμ constants in transport equations of k and ε

Cb, Cw, C0 species concentration in bulk fluid, at wall, and at the

first node, kmol/m3

d depth of cavity, m

D diameter of pipe, m

Dm molecular diffusion coefficient, m2/s

Dε damping term of turbulent dissipation rate, m2/s3

e roughness height, m

e+ dimensionless roughness height

f friction factor

f1, f2, fμ damping functions in Launder-Sharma LRN model

J mass flux of iron, kmol/(m2 s)

k turbulent kinetic energy, m2/s2

K mass transfer coefficient, m

l characteristic length, m

L Length of pipe, m

M molar mass of iron, kg/mol

n normal distance to wall in Fick’s law, m

Pk production rate of turbulence, kg/(m s3)

ΔP Pressure drop through the pipe, Pa

R radius of pipe, m

Re, Ret Reynolds number and turbulent Reynolds number

Sc Schmidt number

Sh Sherwood number

t time, s

u, uj velocity and its components in transport equation of ε*, m/s

u* friction velocity

U velocity of stream flow, m/s

w width of cavity, m

xj Cartesian coordinates, m

y distance from the wall, m

y0 distance of the first node from the wall, m

y+ dimensionless distance from the wall

Greek symbols

δv, δd Thickness of viscous layer and diffusion boundary layer, m

ε, ε* origin and modified dissipation rate of turbulent kinetic

energy, m2/s3

λ periodic length of adjacent cavities, m

μ molecular dynamic viscosity, kg/(m s)

μt turbulent viscosity, kg/(m s)

ρ, ρFe density of fluid and density of iron, kg/m3

σk, σε constants in transport equations of k and ε

Subscripts

cr crest of roughness

r rough wall

s smooth wall
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Research on the method of
predicting CEFR core thermal
hydraulic parameters based on
adaptive radial basis function
neural network

Jinhao Yi, Nan Ji, Pengcheng Zhao* and Hong Wu

School of Nuclear Science and Technology, University of South China, Hengyang, Hunan, China

Alterations in thermal hydraulic parameters directly affect the safety of reactors.

Accurately predicting the trends of key thermal hydraulic parameters under

various working conditions can greatly improve reactor safety, thereby

effectively preventing the occurrence of nuclear power plant accidents. The

thermal hydraulic characteristic parameters in the reactor are affected by many

factors, in order to preliminarily study whose forecasting methods and

determine the feasibility of neural network forecasting, the China

Experimental Fast Reactor (CEFR) is selected as the research target in this

study, and the maximum surface temperature of fuel rod sheath and mass flow

rate are used as predictive variables. After data samples are generated through

the reactor sub channel analysis code (named SUBCHANFLOW), two widely

used adaptive neural networks are used to perform the thermal hydraulic

parameter forecast analysis of CEFR fuel assembly under steady-state

conditions. The 1/2 core model of CEFR is used to perform a single-step

predictive analysis of thermal hydraulic parameters under transient

conditions. The results show that the adaptive radial basis function (RBF)

neural network exhibits a better fitting ability and higher forecasting

accuracy than that of the adaptive back propagation neural network, and the

maximum error under steady-state conditions is 0.5%. Under transient

conditions, poor forecasting accuracy is observed for some local points;

however, the adaptive RBF neural network is generally excellent at

predicting temperature and mass flow. The mean relative error of

temperature does not exceed 1%, and the mean relative error of flow does

not exceed 6.5%. The proposed RBF neural network model can provide real-

time forecasting in a short time under unstable flow conditions, and its

forecasting results have a certain reference value.

KEYWORDS

radial basis function neural network arithmetic, adaptive gradient descent, fast reactor,
thermal hydraulic parameters, forecasting
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1 Introduction

Reactor thermal hydraulic parameters, such as the maximum

fuel sheath surface temperature, are closely related to the

economics and safety of nuclear power plants. Accurately

predicting the change trend of key thermal hydraulic

parameters of reactors under various working conditions in a

short time can enable operators and nuclear power plant systems

to respond in advance, significantly improve the reactor safety,

and effectively prevent nuclear power plant accidents. However,

during reactor operation, the key thermal hydraulic parameters

are affected by multiple physical quantities simultaneously and

their change trends are complex; thus, it is difficult for adaptive

forecasting methods to achieve accurate forecasts in a short time.

Therefore, for improving reactor security, it is vital to develop a

new forecasting method for the key thermal hydraulic

parameters of reactors.

Neural network is a mathematical model that simulates the

behavioral characteristics of animal neurons for information

processing. Owing to its nonlinear, large-scale, strong parallel

processing ability, robustness, fault tolerance, and strong self-

studying ability, it has been triumphantly applied in many

domains, such as nonlinear function approximation,

information classification, type recognition, information

processing, image-processing, control and hitch diagnosis,

financial forecast, time series forecasting (Liang and Wang,

2021). Since the 1990s, many studies have made use of various

neural network arithmetics to forecast core parameters. Huang

et al. (2003) made use of the back propagation (BP) artificial

neural network to forecast the critical heat flux density of

reactors. Compared with the traditional method, this method

exhibits a high forecasting accuracy and is more convenient to

update and use, thereby making it easier to adopt. Taking the

10 MW high temperature gas-cooled reactor into

consideration, Li et al. (2003) monitored and analyzed the

changes in various parameters of reactors under various

faults by using an artificial neural network. Mohamedi et al.

(2015) used a neural network to predict the effective

multiplication factor Keff and peak fuel power Pmax of a

light water reactor; their results indicate a high forecasting

accuracy, while demonstrating that the neural network analysis

method can largely cut down the time acquired for this

optimization process. Peng et al. (2014) proposed that the

normalized adaptive radial basis function (RBF) neural

network arithmetic can be used for accurately reconstructing

the axial power array of the core; they also studied the power

array of the ACP-100 modular reactor. Their study also found

that this technique exhibits sufficient robustness to overcome

the intrinsic ill-posedness during power array reconstruction.

However, most of the existing studies are based on the widely

used BP neural network, and rarely involve other neural

networks. Furthermore, most of the current research focuses

on forecasting and analyzing steady-state parameters of

reactors. However, there are few studies on the transient-

state condition, which significantly affects reactor security;

therefore, forecasting its change trends is more important.

Based on the adaptive RBF neural network, this study

forecasts the maximum surface temperature of the fuel

sheath of a reactor under steady-state and transient-state

conditions, compares the adaptive RBF neural network with

the widely used adaptive BP neural network, and elucidates the

adaptability of the adaptive RBF neural network for forecasting

key parameters.

2 Introduction of neural network
model

2.1 Back propagation neural network

The traditional BP neural network is a feed forward neural

network based on the error BP arithmetic (Huang et al., 2003). It

simulates the reactive procedure of human brain neurons to

external stimulus signals, constructs a multi-layer perceptron

model, and adopts forward propagation and error

backpropagation (Liang and Wang, 2021). Through multiple

iterative studies, this neural network can describe numerous

input-output pattern mappings without revealing their specific

mathematical equations, and can successfully build an intelligent

model for solving nonlinear data (Liang andWang, 2021). As one

of the mostly widely applied neural networks, its modeling

process mainly includes forward transmission of information

and error BP (Lyu et al., 2021). The traditional BP neural network

has a simple construction and stable gradient descent. In theory,

it can realize high-precision nonlinear fitting. Moreover, it can be

utilized in the nonlinear function approach, time series

forecasting, and other applications.

FIGURE 1
Structure of the 3-layer BP neural network.
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The traditional BP neural network is an arithmetic

comprising an input layer, an output layer, and a hidden

layer. The input and output layers are sufficiently connected,

and there are no connections between neurons in the same layer

(Li et al., 2003). Figure 1 shows the topology of a typical BP neural

network. The input dimension is l, number of hidden layer nodes

is p, and output dimension is q.

The traditional BP neural network is studied via a two-step

procedure: forward propagation of signals and BP of signals

(Huang et al., 2003). First, the input signal is transmitted through

the input layer, hidden layer, and output layer (in that order) to

complete the forward propagation of the signal. When the signal

error of the output layer is larger than the anticipated error, the

error BP process is performed. Second, the error values obtained

via calculation are used to modify the weights of each layer one by

one, and BP is carried out from the output layer to the hidden and

input layers. Finally, through continuous forward propagation of

signals and BP of errors, weights of each layer are continuously

modified. This procedure is iterated until either the signal error of

the output layer decreases to a tolerable level, or the pre-

determined number of iterations is reached.

According to the three-layer BP neural network method, the

following presumptions are made: the input vector is

X � (x1, x2, ..., xi, ..., xl)T; output vector of the hidden layer is

H � (h1, h2, ..., hj, ..., hp)T; output vector is

O � (o1, o2, ..., ok, ..., oq)T; prospective output vector is

D � (d1, d2, ..., dk, ..., dq)T; weight matrix between the input

layer and the hidden layer is W � (W1,W2, ...,Wj, ...,Wp) (Li
et al., 2003); weight matrix between the hidden layer and output

layer is V � (V1, V2, ..., Vk, ..., Vq); Wj is the weight vector

consistent with the jth neuron in the hidden layer; and Vk is

the weight vector consistent with the kth neuron in the output

layer (Li et al., 2003).

2.1.1 Forward propagation of signals
The following equations are associated with the hidden layer:

netj � ∑l
i�1
wijxi, j � 1, 2, ..., p (1)

hj � f(netj), j � 1, 2, ..., p (2)

where netj is the input of the jth neuron in the hidden layer and

f(x) is the transfer function.

The following equation is associated with the output layer:

ok � ∑p
j�1
vjkhj, k � 1, 2, .., q (3)

After using the transfer function f(x) as the bipolar sigmoid

function, we obtain the following expression:

f(x) � 2
1 + e−2x

− 1 (4)

The derivative of this function is:

f′(x) � 1 − f2(x) (5)

2.1.2 Backward propagation of errors
The mean square error of the output is shown below:

E � 1
2
(D − O) � 1

2
∑q
k�1

(dk − ok)2 (6)

By determining the gradient change of the loss function E

with respect to each weight, the error is reversely transferred; this

ensures that all the weights are adjusted in the direction in which

the loss function E decreases the fastest. The loss function E can

be continuously reduced, and the output constantly approaches

the actual output value.

The network weight is updated as follows:

Δvjk � −η zE

zvjk
� −η zE

zok

zok
zvjk

� η(dk − ok)hj (7)

Δwij � −η zE

zwij
� −η zE

zhj

zhj
znetj

znetj
zwij

� η⎛⎝∑q
k�1

(dk − ok)vjk⎞⎠(1 − h2j)xi (8)

where η is the studying rate, which is a constant in the adaptive

gradient descent method.

The structure of the traditional BP neural network is

relatively simple, and the gradient descent is relatively stable

(Wang et al., 2020). Theoretically, this network can achieve high

precision nonlinear fitting, while exhibiting a certain application

value for nonlinear function approximation, time series

forecasting, and other approaches. However, the studying rate

of the traditional BP neural network does not change once

initialized, which makes it difficult to implement the correct

studying process at minimum loss function values, thereby

leading to a low convergence speed. Thus, the adaptive

moment estimation (Adam) arithmetic (such as the adaptive

BP neural network) has been used to improve the gradient

descent method (Wang et al., 2020), which ensures that the

studying rate can adapt to changes in the size of the loss function

to improve the convergence speed.

The Adam arithmetic parameters are updated as follows:

θt+1 � θt − lrt					
vt + ϵ√ mt (9)

where θ is any parameter; lrt is the studying rate; ε is set as

10–8 to ensure that the division result is not 0; t is the number of

iterations: �m is the bias-corrected initial moment evaluation; and

vt is the bias-corrected second moment evaluation (Wang et al.,

2020). Figure 2 indicates the calculation flow diagram of the

neural network forecast method used in this study.
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FIGURE 2
Flow-process diagram of neural network forecast model.
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2.2 Adaptive radial basis function neural
network

The generation of RBF neural network has a strong biological

background. In human cerebral cortex, local regulation and

overlapping receptive fields are the distinguishing features of

human brain response. Based on the characteristics of receptive

fields, Moody and Darken established a model, namely: RBF

network.

The RBF neural network is a local approximate feed forward

neural network, which can approach any nonlinear function. It

exhibits an optimum generalization capability and a rapid

convergence speed, even when dealing with mechanisms that

are difficult to analyze in the system. One of the most commonly

used in the RBF neural network is the Gaussian Kernel Function,

which has the best forecasting performance compared to other

kernel functions such as Linear Kernel Function and Polynomial

Kernel Function (Lou et al., 2013). Compared with that of the BP

neural network, the RBF neural network exhibits a faster

convergence speed because it comprises only one middle

hidden layer. The hidden layer considers the Euclidean

distance as an independent variable between the input vector

and central vector, while utilizing the Gaussian Kernel Function

as the activation function, which can map the data to infinite

dimensions. If the input is at a considerable distance from the

middle of the activation function, the output value of the hidden

layer tends to be significantly small. A real mapping effect is

observed only when the Euclidean distance is negligible, thereby

demonstrating local approximation. Poggio and Girosi have

demonstrated that generalized RBF neural networks exhibit

superior performance for continuous function approximation

and has great noise immunity (Maruyama and Girosi, 1992).

Currently, Gaussian radial basis neural networks is one of the

most common RBF neural networks. The network construction

and the RBF neural network arithmetic tend to differ in these

neural networks, which overcomes the shortcomings that BP

network is easy to fall into local optimal solution and its

convergence speed is slow to a certain extent (Hong et al.,

2021). Figure 3 shows the basic structure of single output

layer RBF neural network.

In this work, the Gaussian kernel function is selected as the

RBF, which is controlled by the central location and relevant

width parameters. The width of the function unit controls the

decline rate of the function. The output of the hidden layer is

represented as:

hj � exp( −
����x − cj

����2
2σ2

j

), j � 1, 2, ..., p (10)

y � ∑s
j�1
ωjphj (11)

where x − cj is the Euclidean distance; jis the number of hidden

layer nodes; cj and σj are the central vector and distance of the jth

node in the hidden layer, respectively; hj is the output of the jth

node in the hidden layer; ωjis the weight of the jth neuron; and y

is the output of the network. In this article, these parameters are

optimized using the Adam arithmetic.

The specific implementation steps of the generalized RBF

neural network are similar to the BP neural network, that is, after

a single training, the gradient descent method is used to iterate

the weights of each neuron, when the termination condition is

reached, the iteration is stopped and a group of optimal weights

are obtained. The generalized RBF neural network also has the

problem of constant learning rate in the iterative process.

Therefore, this study has optimized the weight update method

of the generalized RBF neural network through adaptive gradient

descent method to obtain the adaptive RBF neural network

arithmetic.

From the above analysis, it can be seen that the adaptive RBF

neural network has better generalization capability and faster

convergence speed than the adaptive BP neural network, which

makes it have a better application prospect in nonlinear time

series forecasting. In view of this, the performance of adaptive BP

neural network and adaptive RBF neural network applied to

steady-state and transient analysis of key thermal hydraulic

parameters of reactor core is studied below.

3 Comparative analysis of different
neural network models

For comparing the advantages and disadvantages of different

adaptive neural network models, the maximum surface

temperature of a fuel rod sheath of the China Experimental

FIGURE 3
Structure of single output layer RBF neural network.
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Fast Reactor (CEFR) under different conditions is selected as the

basis for comparison. The main dynamic thermal hydraulic

parameters of CEFR are shown in Table 1. During the CEFR

equilibrium cycle, the fuel power and reactor core flow rate of the

fuel assembly are determined by referencing the CEFR safety

analysis report. The specific values are shown in Figure 4, where

the first line represents the sub channel number during the

analysis of the 1/2 core model. The second line represents the

power of the fuel assembly in kW, while the third line represents

the coolant flow in kg/s.

3.1 Steady-state single assembly analysis

The normal operating state of reactors is steady-state

condition. In that case, the boundary conditions such as inlet

and outlet temperature and flow rate change little, in order to

simplify the model, which can be approximately considered as

unchanged. Studying the trends of key thermal hydraulic

parameters under steady-state conditions can further improve

the reactor safety and economy. For studying the forecasting

performance of two neural networks under steady-state

conditions, the core model of CEFR is used to perform

steady-state analysis, which can be divided into three parts:

acquisition of data samples, determination of network

topology, and result and analysis.

3.1.1 Acquisition of data samples
The CEFR core is divided into four fuel zones, with 61 fuel

rods in each assembly. Figure 5 shows the 126 sub channels

obtained by using the SUBCHANFLOW code (Gomez et al.,

2012) when building the CEFR single-assembly model.

According to the CEFR safety analysis report, the channel

power and flow range of CEFR is 0–1,200 kW and 0–6 kg/s,

respectively. Several datasets are arbitrarily selected, combined

with the main parameters of CEFR in Table 1, and used as

SUBCHANFLOW input. After calculations are performed by the

code, 1,000 significant dataset samples are obtained.

The generalization capability of the adaptive BP neural

network is relatively poor, and the most intuitive performance

of the generalization capability is the overfitting and under

fitting, both of which are two states in the neural network

training process. At the beginning of the training, the error of

the training set and the test set is relatively poor, and the entire

TABLE 1 Main parameters of CEFR.

Parameters Values Parameters Values

Rated thermal power 65 MW Sheath thickness 0.3 mm

Outside distance across flats of the fuel assembly 59 mm Outer/inner diameter of fuel pellets 5.2/1.6 mm

Wall thickness of wrapper tube 1.2 mm Wire diameter 0.95 mm

Number of fuel rods 61 Wire pitch 100 mm

Height of active core 450 mm Core inlet/outlet temperature 360/530°C

Fuel rod diameter 6.0 mm

FIGURE 4
Distribution of channel number, power, and flow rate for analysis of the 1/2 core model.
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model is in the state of under fitting. With the increase of model

complexity, the error of the training set and the test set will

become smaller and smaller, the error of the test set will begin to

rise after a certain demarcation point, and the entire model will

enter the overfitting state. If the neural network training is

stopped at the demarcation point, the generalization capability

of the network will be best. Therefore, the generalization

capability can be improved by introducing verification sets.

Adding the validation set to the training network helps in

determining the change in the forecast error at any time.

When the error gradually decreases to the inflection point, the

network training is stopped and the network weight can no

longer be updated, which can avoid overfitting and under fitting

of the model. Subsequently, the dataset is divided into two parts:

training set (accounts for 80%) and the validation and test sets

(account for 20%) (Yang et al., 2022); the number of samples in

these two datasets is the same. Therefore, 800 datasets are

randomly selected as the training samples, 100 are chosen as

the verification samples, and the remaining 100 are used as the

test samples. Since the adaptive RBF neural network exhibits

optimum generalization capability and convergence speed, the

training and test samples can be used directly in the ratio of

80 and 20%, respectively. Therefore, 800 datasets are

stochastically chosen as the training samples, and the

remaining 200 datasets are the test samples. The evaluation

model is constructed by predicting the results of the test set.

The training samples only participate in network training, and

the test samples only participate in the forecasting process and

result analysis. The training set is randomly disrupted before each

training to avoid excessive recording of local features by the

neural network.

3.1.2 Determination of network topology
The number of hidden layer nodes and hidden layers

significantly affects the topology of neural networks. An

excessive number of hidden layers tends to destabilize the

network. An increasing trend in the number of hidden layers

leads to an increased probability of local optimization in the

training process. An excessive number of hidden layer nodes

tends to affect the learning time of the network, while an

extremely small number either leads to poor network learning

or no learning at all. In addition, the number of hidden layer

nodes and hidden layers is related to the generalization ability of

the network (Li and He, 2006).

Nielson has theoretically proven that a neural network with

one hidden layer can approach all functions that are continuous

in a closed interval by changing the number of hidden layer

nodes (Azghadi et al., 2007); consequently, a network with good

performance can be obtained. Therefore, two different neural

networks with a three-layer topology structure are chosen; that is,

the number of hidden layers in these networks is one. The

number of hidden layer nodes is continuously debugged by

performing iterative calculations for each neural network, and

the number of optimal hidden layer nodes in the final grid is

determined using the grid error. The basic principle of selecting

hidden layer nodes is that the overall degree of freedom of the

network should equal the data samples; thus, every 10 nodes in

the range of [20, 360] are selected as the current node number.

This procedure is iterated 5,000 times, and the mean relative

error associated with network forecasting is determined

(Figure 6).

Figure 6 reveal that within the set number of nodes, the

relative error of adaptive BP tends to increase as the number of

nodes increases; the minimum number of nodes is 30. The

change trend of the mean relative error of the adaptive RBF

with the number of nodes is not obvious. Considering that the

increase in the number of nodes will increase the amount of

calculations, hidden layer nodes are selected to be 40.

3.1.3 Result and analysis
The adaptive BP neural network and the adaptive RBF neural

network were used to repeat the experiment 10 times with the

same datasets, and the mean values associated with the

forecasting results of the test set were determined (Table 2).

MRE can reflect the degree of dispersion of data samples. The

smaller the MRE, the higher the forecast accuracy. Maximum

relative error can reflect the degree of maximum deviation from

the actual value as well as the fitting ability of local data. By

comparing the maximum relative error and MRE of the test sets

of the two neural network arithmetics, it is determined that the

MREs of both the test sets are less than 1%. A high forecasting

accuracy implies that the maximum surface temperature of the

FIGURE 5
Number of coolant channels.
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fuel rod sheath can be better predicted. The MRE of the adaptive

RBF neural network (less than 1%) is extremely similar to the

MRE of the test set, indicating that the network has a good fitting

effect for local points.

From the above results, it can be summarized that compared

to the adaptive BP neural network arithmetic, the adaptive RBF

neural network arithmetic exhibits a better forecasting ability for

the maximum surface temperature of the fuel rod sheath in the

fast reactor core. The reason is that in contrast to the adaptive BP

neural network, the adaptive RBF neural network has better

generalization capability, can approximate any complex

nonlinear function with higher accuracy and obtain high-

precision forecasting results for the input data, which shows

that it has a good application prospect.

3.2 Transient full reactor analysis

The transient condition is that the coolant flow rate will

change significantly with time due to accident working

conditions or some reasons, and then other thermal hydraulic

parameters of reactors will also change, among which flow

instability has a significant impact on reactor safety under

transient conditions, so studying the flow instability under the

transient conditions is of great significance to the safe operation

of reactors. The construction method of neural network under

transient conditions is the same as that under steady-state

conditions.

3.2.1 Acquisition of data samples
SUBCHANFLOW is used to construct the CEFR 1/2 core

model. To reduce the number of calculations, the core sub

channel is simplified. It is considered that the axial and radial

power density distributions of all the fuel rods in the reactor core

area are almost the same; thus, hypothetically combining all

coolant channels leads to a bigger channel, whose center is

located on the fuel rod with the relevant heating and wetting

circumferences (Hu. 2019). For studying the forecasting

performance of the neural network under flow instability, the

flow change input into the CEFR 1/2 core model is set (Figure 7).

This dataset comprises a sine signal and Gaussian white noise

signal. Subsequently, the maximum temperature variation in the

core fuel sheath is calculated (Figure 8).

Compared with the steady-state forecasting, the calculation

and processing of sample data of transient forecasting will be

more complex. To facilitate forecasting, the phase space

FIGURE 6
Number of hidden layer nodes-average relative error (A) adaptive BP, (B) adaptive RBF.

TABLE 2 Comparison of neural network forecast error.

Neural network arithmetic MRE of test set/% Maximum relative error
of test set/%

Number of hidden layer
nodes

Adaptive back propagation neural network 0.43 2.35 30

Adaptive radial basis function neural network 0.12 0.50 40

MRE: mean relative error.
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reconstruction of the flow time series f(i) and maximum

temperature-time series of the sheath t(i) is carried out:

{F(i) � (f(i), f(i + τ), f(i + 2τ), L, f(i + (m − 1)τ))
T(i) � (t(i), t(i + τ), t(i + 2τ), L, t(i + (m − 1)τ)) (12)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

F(1)
F(2)
.
.
.
F(n)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
�
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

f(2 + (m − 1)τ)
f(3 + (m − 1)τ)
.
.
.
f(n + 1 + (m − 1)τ)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(13)

The embedding dimension m is 30, and the time delay τ is

0.1. A total of 771 datasets were acquired by using the

reconstructed core inlet flow vector F(i) and highest shell

temperature vector T(i) as the input layer, and F(i +mτ) and
T(i +mτ) as the output layer. The selection of each data set is

consistent with the steady-state conditions. In the adaptive BP

neural network, the number of training samples, verification

samples, and test samples is 541, 115, and 115, respectively. In the

adaptive RBF neural network, the number of training samples

and test samples is 617 and 154, respectively. First of all, the

neural network for forecasting mass flow rate is trained by Eq.

(13), with the neural network input data on the left of the equal

sign and the predictive data on the right, and then single-step and

continuous forecasting are carried out on the test samples (the

next input vectors are replaced by the existing forecasting

results).

3.2 2 Analysis of results
The adaptive RBF neural network was used for single-step

and continuous forecasting, and the forecasting results were

compared with the test values. Figures 9, 10 show that when

FIGURE 7
Variation in the core inlet flow.

FIGURE 8
Variation in the maximum surface temperature of the fuel rod sheath.
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single-step forecasting is performed, the forecasting accuracy of

the reactor core inlet flow is not as good as that of the maximum

surface temperature of fuel sheath due to its large noise. The

changes in the reactor core inlet flow can still be well controlled;

however, in continuous forecasting, since the predictive value will

be used as the input value for the next forecast, the error

generated by each forecast will affect the next forecast. The

predictive value of the core inlet flow is in perfect accordance

with the measured value in the first 10 s (Figure 10). In the last

7 s, due to the accumulation of errors, there is a large offset

between the predicted value and the measured value, as depicted

by the peaks and troughs of the flow oscillation. The accuracy of

long-term continuous forecasting is generally low; however, for a

short term, the forecasting accuracy of the core inlet flow is

higher.

In singe-step forecasting of the maximum surface

temperature of fuel rod sheath, the predictive value is basically

the same as the test value; thus, the forecasting accuracy is high.

At 7 s, the forecast of the inlet flow of the core suffers a large

deviation, leading to a poor forecasting accuracy is poor.

The above results show that for ensuring the accuracy of

adaptive neural network prediction results, the time step

FIGURE 9
Contrast between the test samples and single-step forecasting results.

FIGURE 10
Contrast between the test samples and continuous forecasting results.
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associated with continuous forecasting needs to be limited.

Short-term continuous forecasting performed using the

adaptive RBF neural network can accurately forecast the

maximum surface temperature of the fuel rod sheath.

Single-step forecasting and continuous forecasting were

performed using the adaptive BP neural network and the

adaptive RBF neural network, and the forecasting results are

listed in Table 3. Table 3 reveals that irrespective of using the

adaptive BP neural network or adaptive RBF neural network, the

error associated with single-step forecasts is smaller than that of

continuous forecasts; however, for the core inlet flow, due to the

noise produced by the adaptive RBF neural network, the MREs of

single-step forecasting and continuous forecasting are high; there

is little difference between the forecasts. The single-step

forecasting error for the highest surface temperature of the

fuel rod sheath is significantly smaller than the corresponding

continuous forecasting error. Comparing the forecasting

accuracy of the adaptive BP neural network and the adaptive

RBF neural network, it is revealed that for forecasting the reactor

core inlet flow and the maximum temperature of the fuel rod

sheath, the adaptive RBF neural networks are superior to the

adaptive BP neural networks; further, the MREs of single-step

forecasting and continuous forecasting are less than those

associated with the BP neural networks.

4 Conclusion

This study aimed to forecast the maximum surface

temperature of the fuel rod sheath and the mass flow rate of

CEFR under different working conditions. Consequently,

different neural network arithmetics are analyzed and

compared, and a forecasting method is established for steady-

state and transient-state thermal hydraulic parameters of the

adaptive RBF neural networkmodel. The main conclusions are as

follows:

1) By selecting the 1/2 core model of the CEFR fuel assembly as

the research target, forecasting and analysis of the maximum

surface temperature of fuel rod sheath under steady-state

conditions were performed under the same core background

values; the results were repeatedly verified. The results show

that the forecasting accuracy of the adaptive RBF neural

network is higher than that of the adaptive BP neural

network, and its maximum error is 0.5%. Consequently,

the adaptive RBF neural network arithmetic has a good

application prospect for accurately forecasting the thermal

hydraulic parameters of reactors under steady-state

conditions.

2) Regardless of single-step or continuous forecasting, the

adaptive RBF neural network exhibits a better forecasting

accuracy than that of the adaptive BP neural network;

however, due to the noise produced by the adaptive RBF

neural network, forecasting for certain local points is poor.

Nevertheless, the overall forecasting accuracy is good; the

MRE associated with forecasting the maximum surface

temperature of the fuel rod sheath is no more than 1%,

and the MRE of the flow is no more than 6.5%. Therefore,

the adaptive RBF neural network can provide reasonably

accurate short-term forecasting results and maintain the

accuracy under unstable flow conditions, which indicates

that it has a good application prospect for real-time

forecasting of reactor transients.

3) The adaptive RBF neural network can only complete

continuous forecasting in a short time. In the forecasting

of transient working conditions, the continuous forecasting

error in a short time is acceptable, but with the increase of

time, which will become larger because the continuous

forecasting error is the superposition of multiple single-

step forecasting errors. To solve this problem, further

research is needed to improve the single-step forecasting

accuracy of neural network; when studying the forecasting

performance of the neural network under unstable flow

conditions, we used the boundary condition of mass flow

rate composed of a sine signal and Gaussian white noise

signal. In that case, the transient forecasting accuracy of the

adaptive RBF neural network is very good, but there are a

large number of transient conditions in the reactor core. In

order to further study the adaptability of the method for

forecasting key thermal hydraulic parameters under transient

conditions, it is necessary to carry out targeted research on

different and more complicated boundary conditions.

TABLE 3 Comparison of neural network forecasting results.

Predictive variables Neural network arithmetic MRE/% Number of hidden layer
nodes

Single-step forecasts Continuous forecasts

Flow rate Back propagation neural network 0.0578 0.0629 100

Radial basis function neural network 0.0544 0.0592 300

Temperature Back propagation neural network 0.0051 0.0113 100

Radial basis function neural network 0.0047 0.0088 300
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The annular fuel has dual-cooled surfaces internally and externally. Compared

with traditional cylindrical fuel, the inner flow field is introduced on the annular

fuel assembly, and wire-wrapped can influence the inner flow field. In order to

research and compare the effect of wire-wrapped on the sub-channels and

inner flow field of the fast reactor annular fuel assembly, thermal-hydraulic

properties of the fast reactor annular fuel assembly with the inner and outer

wire-wrapped are investigated in this research. The flow, heat transfer, and

mechanical properties are analyzed, including temperature, transverse velocity,

pressure drop, and thermal stress. The temperature of three sub-channels is the

key that influences the temperature characteristics. The wire-wrapped reduces

the coolant temperature gradient, flattens the coolant outlet temperature, and

makes the coolant outlet temperature more uniform. The transverse velocity of

coolant in the sub-channels is about three times that of in the inner flow field.

From the perspective of the inner flow field, the increase in the number of wire-

wrapped leads to an increase in transverse velocity. The number of wire-

wrapped is not as good as possible from the perspective of sub-channels.

The pressure drop of the sub-channels is larger than the pressure drop of the

inner flow field. Nomatter the sub-channels or the inner flow field, the increase

in the number of wire-wrapped will cause an increase in the pressure drop. The

thermal-hydraulic properties of one inner and outer wire-wrapped are better

than othermodels. The stress in the cladding is about 1.75 times the stress in the

annular fuel rod, and the stress in the inner cladding is higher than that in the

outer cladding. The research provides a reference for the optimization design of

the fuel assembly.

KEYWORDS

annular fuel assembly, sodium-cooled fast reactor, inner and outer wire-wrapped,
thermal stress, computational fluid dynamics
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Introduction

Sodium-cooled fast reactors are one of the reactors selected by

international forums for generation IV nuclear energy systems that

can use nuclear energy efficiently. In sodium-cooled fast reactors fuel

assemblies, helical wire-wrapped is widely used to promote coolant

mixing and preventmechanical vibration between the fuel assembly.

Many experiments are mainly focused on the thermo-hydraulic

properties of wire-wrapped. Some important correlations are also

developed in the experiments. Novendstern (1972) developed a

semi-empirical model that can predict the pressure loss for a

turbulent region with wire-wrapped. Rehme (1973) introduced

an effective velocity to take into account the helical flow velocity

around the rods caused by the wire-wrapped. Engel et al. (2017)

introduced the intermittency factor to correlate with a friction factor

based on their experimental results. Cheng and Todreas (1986)

developed their friction factor correlations with a complicatedmodel

and upgraded their correlations twice till now (Chen S. K. et al.,

2018; Pacio et al., 2022). Choi et al. (2003)developed a series of water

experiments using a helical wire-wrapped 19-pin fuel assembly and

performed a comparative study of five existing correlations.

Bertocchi et al. (2019) and Wang et al. (2020) conducted some

experiments to study the cross-flow caused by the wire-wrapped

using particle image velocimetry. Chun and Seo (2001), Pacio et al.

(2016), Hou et al. (2019), and Liang et al. (2020)studied the flow and

heat transfer characteristics with wire-wrapped along with different

fuel bundles. The abovementioned experiments on wire-wrapped

are based on cylindrical fuel bundles.

With the dramatic increase in computer performance, it is

more efficient to use numerical simulation to study the

characteristics of sodium-cooled fast reactors wire-wrapped. The

CFD method has great potential in the study of detailed three-

dimensional flow and heat transfer characteristics in wire-wrapped

compared with the experimental method. Gajapathy et al. (2015)

and Raj and Velusamy (2016) studied the characterization of

velocity and temperature fields in a 217-pin wire-wrapped fuel

bundle of a sodium-cooled fast reactor. Chen J. et al. (2018) and

Bieder et al. (2021) invested the pressure loss and velocity

distribution in a 217-pin wire-wrapped fuel bundle. Wang and

Cheng (2018) and Song et al. (2019) analyzed the sweeping flow

and vortex behavior in the 19-pin and 37-pin wire-wrapped fuel

assembly for a sodium fast reactor. Thermal-hydraulic comparisons

of 19-pin rod bundles with four circular- and trapezoid-shaped

wire-wrapped were performed in Liu et al. (2017)’s research. All of

the abovementioned researchers have conducted rich analyses of

the wire-wrapped structure, which has great significance. The

abovementioned research studies on wire-wrapped are all

carried out on the basis of cylindrical fuel bundles, and the

wire-wrapped is located in the sub-channels, which causes the

change of the thermal-hydraulic properties in the sub-channels.

Like pressurized water reactors, annular fuel assemblies are

employed in the sodium-cooled fast reactors. It is possible to

improve the overall performance of sodium-cooled fast reactors.

The annular fuel has been proposed as one of the options to

achieve higher power density, larger safety margin, and reduced

electricity generation cost (Feng et al., 2007; Lahoda et al., 2007).

The annular fuel, mainly utilized in pressurized water reactors, is

less adopted in generation IV reactors. The United States (Kazimi

et al., 2006; El-Sahlamy et al., 2020), South Korea (Shin et al.,

2012), Iran (Zaidabadi et al., 2017), and other countries have used

annular fuel assembly for active pressurized water reactors,

proving many advantages of the annular fuel assembly.

Rowinski et al. (2015)described the innovative model of

annular fuel design for lead-cooled fast reactors. Due to the

introduction of the inner flow field, the research on the

mechanical properties of annular fuel assembly is of great

significance. Zhao et al. (2004), Kwon et al. (2013),and Xu

et al. (2020) analyzed the mechanical properties, such as

thermal stress and displacement of PWR with annular fuel

assembly. The abovementioned studies on the annular fuel

assembly are focused on the PWR without the effect of the

wire-wrapped. There are few studies on the mechanical

properties of Sodium-cooled fast reactor annular fuel assembly.

In this research study, the effects of the annular fuel assembly

and wire-wrapped on the flow, heat transfer, and mechanical

properties are considered together of the sodium-cooled fast

reactor. Due to the introduction of the inner flow field, the

thermal-hydraulic properties of the 7-pin annular fuel assembly

with the inner and outer wire-wrapped are investigated in this

research. It is a whole new way of wire-wrapped. The flow, heat

transfer, and mechanical properties are analyzed, including

temperature, transverse velocity, pressure drop, and thermal

stress. This article is organized as follows. Introduction

introduces the geometry, mesh, and boundary conditions.

Model validation is introduced in Introduction. Analysis

results and discussions include temperature field, flow field,

pressure drop, and thermal stress performances, which are

described in Introduction. Finally, the conclusion and future

works are given in Introduction.

Computional models

The computational models of the annular fuel assembly with

the inner and outer wire-wrapped for the Chinese Experimental

Fast Reactor are developed in Computational models, which

includes five parts, which are geometry models, mesh models,

turbulence models, thermodynamic models, and boundary

conditions.

Geometry models

The geometry models of the annular fuel assembly for the

Chinese Experimental Fast Reactor (Cui et al., 2013) are

established by 3D software based on the annular fuel assembly
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design principles, and the geometric parameters are shown in

Table 1. The models are created according to the difference

between the number and position of the wire-wrapped. The solid

domain and fluid domain of the geometry models are shown in

Figures 1 and 2. In all models, the winding direction of the wire-

wrapped is clockwise, and the winding angle at the outlet of the

wire-wrapped is 30°. When the number of wire-wrapped is two,

the winding angle at the outlet of the wire-wrapped is different

by 180°.

Mesh models

The geometry models have been pre-processed by the design

modeler. The geometry sharp angle is easily produced in the

position where the connection between the wire-wrapped and the

annular fuel rods, owing to the contraction in this location, is the

line. In addition, it can cause an increase in the number of grids

dramatically and a decrease in the quality easily. Both are moved

toward each other by 0.05 mm in order to solve this problem. The

effect of this treatment on the calculation can be ignored

(Natesan et al., 2010). Fluent mesh is used to develop

polyhedral mesh, and local meshes are refined around the

wire-wrapped. The boundary layer is created at the contact

surface between the fluid domain and the solid domain, and a

high-quality mesh is obtained. Figure 3A shows the mesh for the

thermal stress model at the outlet. Boundary layers are set where

the solids and fluids are in contact. Table 2 depicts the number of

grids of four cases in the five models. Figure 3B depicts the

coolant average temperature in the interior sub-channel in

different cases of the five models. The coolant average

temperature in the interior sub-channel increases gradually

with the increase of Z/Zm. The maximum errors of the five

models are 0.007%, 0.38%, 0.05%, 0.6%, and 0.41%, respectively.

These errors are within acceptable limits. Finally, the cases with

consistent grid sizes are selected. The number of grids for the five

models is 2.31million, 1.04million, 1.28million, 3.73million, and

3.20million, respectively.

Governing equations and turbulent model

The equations that govern the steady-state sodium flow and

heat transfer process in the annular fuel assembly are as

follows.Continuity equation.

z(ρu)
zx

+ z(ρv)
zy

+ z(ρw)
zz

� 0, (1)

TABLE 1 Geometric parameters.

Parameters Symbol Dimension

The number of the fuel bundle N 7

Annular fuel inner diameter D1 4.4 mm

Annular fuel outer diameter D2 8 mm

Pitch of the annular fuel assembly P 9 mm

Wire-wrapped diameter Dw 0.95 mm

Helical pitch H 100 mm

Annular fuel length L 450 mm

FIGURE 1
Geometry models (solid domain).
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where u, v, w is the velocity component of fluid in x, y, z

directions, and ρ is the density of the coolant.Momentum

equation.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

z(ρuu)
zx

+ z(ρvu)
zy

+ z(ρwu)
zz

� −zp
zx

+ zτxx
zx

+ zτyx
zy

+ zτzx
zz

+ SMx

z(ρuv)
zx

+ z(ρvv)
zy

+ z(ρwv)
zz

� −zp
zy

+ zτxy
zx

+ zτyy
zy

+ zτzy
zz

+ SMy

z(ρuw)
zx

+ z(ρvw)
zy

+ z(ρww)
zz

� −zp
zz

+ zτxz
zx

+ zτyz
zy

+ zτzz
zz

+ SMz

,

(2)
where τij is the component of the viscous stress, SMx, SMy, SMz is

the momentum source term, and p is the pressure of the

coolant.Energy equation.

(z(ρuT)
zx

+ z(ρvT)
zy

+ z(ρwT)
zz

) � λ

Cp
(z2T
zx2

+ z2T

zy2
+ z2T

zz2
) + St,

(3)
where St is the viscous dissipation term, λ is the thermal

conductivity of the coolant, T is the temperature of the

coolant, and Cp is the heat capacity at constant pressure.

By solving the governing equations, the flow and heat

transfer characteristics of the 7-pin annular fuel assembly

with wire-wrapped are obtained in Table 3. The Standard k-ε

model (Launder and Spalding, 1983), SST k-ω model

(Menter, 1994), and Realizable k-ε model (Shih et al.,

1995) are selected to compare the changes in the average

temperature in the outlet of the interior sub-channel and

pressure drop. The Y+ of the three turbulence models is

32.7 ≤ Y+≤76.4, Y+~1, 52.4 ≤ Y+≤72.8. The coolant

temperature and pressure drop in different turbulence

models are similar. The maximum error range is 5.1%,

which is an acceptable range. The majority of wall Y+ cells

are below 100, so the high Reynolds k, ε turbulence is well-

adapted to represent the turbulence existing in the fluid

domain. Moreover, the calculation time of the Standard

k-ε model is shortest compared to the others. To sum up,

the Standard k-ε model is selected as the turbulence model

that can yield optimal results in terms of efficiency and

accuracy.

As a double-equation model, the equation of turbulence

dissipation rate is introduced based on the k equation. The

double-equation is shown from Eqs. 4–7.

FIGURE 2
Geometry models (fluid domain).
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FIGURE 3
Mesh models and grid independence tests.
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z(ρkui)
zxi

�
z[(μ + μt

σk
) zk

zxj
]

zxj
+ 2μtSij · Sij − ρε, (4)

z(ρεui)
zxi

�
z[(μ + μt

σε
) zk
zxj
]

zxj
+ C2e

ε

k
2μtSij · Sij − C2eρ

ε2

k
, (5)

where

μt � ρCμ
k2

ε
, (6)

Sij � (zui

zxj
+ zuj

zxi
), (7)

where k is turbulent kinetic energy, ε is the rate of dissipation

of turbulent kinetic energy, σk is the turbulent Prandtl number

for k, σε is the turbulent Prandtl number for ε, μ is molecular

dynamic fluid viscosity, μt is turbulent viscosity, and Sij is the

rate of deformation. The coefficients of the Standard k-ε

model are as follows: C1e = 1.44, C2e = 1.92, Cμ = 0.09, σk =

1.0, and σε = 1.3.

Thermodynamic model

The annular fuel bundle is set in the condition of steady-state

in this research. It is assumed that the physical parameters of the

annular fuel bundle are constant and a uniform heat source is

available. Then the equation of thermal conductivity can be

simplified as Eq. (8).

z2T

zx2
+ z2T

zy2
+ z2T

zz2
+ Φ

λ
� 0, (8)

where T is the temperature of each part of the annular fuel, andΦ

is the annular fuel heat source.

It is assumed that the material of the annular fuel bundle is

uniform and homogeneous in calculating the thermal stress. The

annular fuel bundle is approximated as an elastic object

generating elastic strain because of the thermal stress with the

following equations.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

εx � 1
E
[σx − (ησy + σz)] + αT

εy � 1
E
[σy − (ησx + σz)] + αT

εz � 1
E
[σz − (ησx + σy)] + αT

γyz �
2(1 + η)

E
τyz

γzx �
2(1 + η)

E
τzx

γxy � 2(1 + η)
E

τxy

, (9)

where εx, εy, εz is the strain in x, y, z direction, E is Young’s

modulus, α is the thermal expansion coefficient, η is the Poisson’s

ratio, σx, σy, σz is the stress in x, y, z direction, γ is the shear strain,
and τ is the shear stress.

Boundary conditions

Liquid sodiummetal is the coolant for the sodium-cooled fast

reactor. It is assumed that the physical parameters of the coolant

are not constant, including density, thermal conductivity, heat

capacity at constant pressure, and dynamic viscosity. the

TABLE 2 Number of grids in different models (unit: million).

Model Case1 Case2 Case3 Case4

One outer wire-wrapped 2.31 2.85 2.93 3.01

One inner wire-wrapped 0.95 0.98 1.00 1.04

Two inner wire-wrapped 1.28 1.30 1.33 1.36

Two outer wire-wrapped 2.84 3.05 3.58 3.73

One inner and outer wire-wrapped 2.10 2.30 3.20 3.24

TABLE 3 Flow and heat transfer characteristics with different turbulence models.

Models Standard k-ε SST k-ω Realizable k-ε

Average temperature in the interior sub-channel/K One outer wire-wrapped 770.45 764.04 766.19

One inner wire-wrapped 808.17 809.03 809.31

Two inner wire-wrapped 808.13 807.95 808.44

Two outer wire-wrapped 804.84 803.17 804.14

One inner and outer wire-wrapped 771.41 767.39 769.89

Pressure drop/Pa One outer wire-wrapped 49574.96 48974.70 49406.41

One inner wire-wrapped 35453.79 35963.91 36292.78

Two inner wire-wrapped 34197.20 34396.63 32724.21

Two outer wire-wrapped 61350.31 62068.14 63739.91

One inner and outer wire-wrapped 49643.00 49046.96 49484.88
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relationship with temperature is shown in Table 4 (Cui et al.,

2013). These parameters are imported in the form of UDF. The

solid part, whichmainly includes an annular fuel pellet, inner and

outer cladding, and wire-wrapped, and its thermal properties and

mechanical parameters are shown in Table 5.

According to the parameters of the Chinese Experimental

Fast Reactor, the coolant inlet temperature is 633.15 K, and the

inlet velocity is 3.5–8 m/s. The outlet is the pressure outlet, and

the outlet’s static pressure is 0. The annular fuel rod is assumed to

have the same heat flux on the inner and outer surfaces. The heat

flux on the inner and outer surfaces are both 1.49 × 106W/m3.

The heat flux of the 7-pin bundle annular fuel assembly is set to

the average surface heat flux density. The part of wire-wrapped is

set to be without heat flux. The surface of the wrapper tube, the

annular fuel rods surface, and the wire-wrapped surface are all

no-slip surfaces. In this study, a pressure-based solver is used to

calculate the discrete equations using the SIMPLE algorithm with

the second-order upwind format. When the residuals of the

momentum and turbulence equations reach 10–5 and the

residuals of the energy equation reach 10–6, the calculation is

finished.

Model validation

In this research, the flow and heat transfer process in sub-

channels of the 7-pin annular fuel assembly of sodium-cooled

fast reactors is verified. Considering that the experiments of flow

and heat exchange are based on the traditional fuel assembly with

outer wire-wrapped, the model with one outer wire-wrapped is

selected for verification in this research. The friction factor f is the

most important dimensionless parameter to solve the pressure

drop, and its value is related to the Reynolds number and the

geometric structure of the fuel assembly, such as P/D andH/D. Its

equation is as follows:

Δp � f
L

De

ρv2

2
, (10)

where Δp is the pressure drop, L is the length of the coolant

channel, v is the velocity of the coolant, and De is the equivalent

diameter. Friction factor correlations, such as the Rehme model

and the Cheng and Todreas simplified model, are widely used for

a wire-wrapped fuel bundle. Each friction factor is calculated

using the following correlations. The Rehme model and the

TABLE 4 The physical parameters of the fluid domain.

Physical parameters Correlations

Density
ρ � 16.0185 × [ 59.566 − 7.9504 × 10−3(1.8t + 32) − 0.2872 × 10−6

(1.8t + 32)2 + 0.603 × 10−9(1.8t + 32)3 ]
Thermal conductivity

λ � 1.72958 × [ 54.306 − 1.878 × 10−2(1.8t + 32)
+2.0914 × 10−6(1.8t + 32)2 ]

Heat capacity at constant pressure
Cp � 4186.8 × [ 0.389352 − 1.10599 × 10−4(1.8T)

+3.41178 × 10−8(1.8T)2 ]
Dynamic viscosity μ � (0.1235 ± 0.0018)ρ1/3e (697±9)ρ

T , T< 773K

μ � (0.0851 ± 0.0013)ρ1/3e (1040±19)ρ
T , T≥ 773K

TABLE 5 The physical parameters of the solid domain.

Solid domains Physical parameters Dimension

Cladding and wire-wrapped Density 7,814 kg/m3

Thermal conductivity 19.47 W/(m·K)
Heat capacity at constant pressure 550 J/(kg·K)
Poisson’s ratio 0.3

Thermal expansion coefficient 1.8 × 10–5 1/°C

Young’s modulus 1.8 × 1011 Pa

Annular fuel pellet Density 10500 kg/m3

Thermal conductivity 4.5 W/(m·K)
Teat capacity at constant pressure 300 J/(kg·K)
Poisson’s ratio 0.316

Thermal expansion coefficient 1 × 10–5 1/°C

Young’s modulus 1.42 × 1011 Pa
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Cheng and Todreas simplified model can be defined by Eqs

11–15, and the applicable range of models is shown in Table 6.

Rehme model (Rehme, 1973):

f � (64
Re

F0.5 + 0.0816
Re0.133

F0.9335) Pwb

Pwt
. (11)

Rehme revised model.

f � (64
Re

F0.7 + 0.0816
Re0.133

F0.9335) Pwb

Pwt
− 0.0045, (12)

where Re is the Reynolds number, Pwb is the wetted perimeter of

the rod bundle, Pwt is the total wetted perimeter, and F is the

square of the ratio of this effective velocity to the bundle average

axial velocity. It is related to the geometry parameters.

F � (P
D
)0.5

+ [7.6D +Dw

H
(P
D
)2]2.16

. (13)

Cheng and Todreas simplified model (Cheng and Todreas,

1986):

f � CfT

Re0.18
, (14)

CfT � [0.8063 − 0.9022 log(H
D
)

+ 0.3526(log(H
D
))2](P

D
)9.7(H

D
)1.78−2(P/D)

, (15)

where CfT is the friction factor in turbulence.

The average heat transfer coefficient at the outlet is

calculated as

⎧⎪⎪⎪⎨⎪⎪⎪⎩
h � q

ΔT

Nu � hDe

λ

, (16)

where ΔT = Tc-Tf, Tc is the cladding temperature of all bundles

at the outlet, Tf is the coolant temperature at the outlet, and q

is the heat flux of the annular fuel rod. The Nusselt number is

an important parameter to reflect the heat transfer

TABLE 6 Applicable range of models.

Models P/D H/D Re Pe

Rehme 1.125 ≤ P/D ≤ 1.417 5 ≤ H/D ≤ 50 2000 ≤ Re ≤ 250000 -

Cheng and Todreas 1.067 ≤ P/D ≤ 1.35 4 ≤ H/D ≤ 52 400 ≤ Re ≤ 100000 -

Schad 1.1 ≤ P/D ≤ 1.5 - - 150 ≤ Pe ≤ 1000

Westinghouse 1.1 ≤ P/D ≤ 1.4 - - 10 ≤ Pe ≤ 5000

Mikityuk 1.1 ≤ P/D ≤ 1.95 - - 30 ≤ Pe ≤ 5000

Borishanski 1.1 ≤ P/D ≤ 1.5 - - 60 ≤ Pe ≤ 2200

FIGURE 4
Comparison of the CFD analysis results (A) with the friction factor correlations and (B) with heat transfer correlations.
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characteristics in the fuel assembly, and its value is not only

related to the Peclet number but also to the structural

parameter P/D of the fuel assembly. These models can be

defined by Eqs 17–20, and the applicable range of models is

shown in Table 5.

Schad model (Kazimi and Carelli, 1976):

Nu � ( − 16.15 + 24.96
P

D
− 8.55(P

D
)2)Pe0.3. (17)

Westinghouse model (Kazimi and Carelli, 1976):

Nu � 4.0 + 0.33(P
D
)3.8( Pe

100
)0.86

+ 0.16(P
D
)5.0

. (18)

Mikityuk model (Mikityuk, 2009):

Nu � 0.047(1 − e−3.8(P/D)−1)(Pe0.77 + 250). (19)

Borishanski model (Borishanskii et al., 1969):

FIGURE 6
Distribution of temperature in the (A) interior sub-channel, (B) edge sub-channel, (C) corner sub-channel, and (D) inner flow field.

FIGURE 5
Serial number of sub-channels and inner flow field.
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Nu � 24.15 log( − 8.12 + 12.76
P

D
− 3.65(P

D
)2) + 0.0174(1

− e−6(P/D)−1)B,
(20)

where

B � { 0, Pe< 200
(Pe − 200)0.9, Pe≥ 200

Figure 4A depicts the comparison results of the CFD analysis

results and the friction factor correlations. With the increase of the

Reynolds number, the friction factor decreases gradually. Each

friction factor correlation tends to be consistent with the change

of the Reynolds number. Compared with correlations, the friction

factor of the CFD analysis results in this study is smaller because

when the total pressure drop of the core is constant, the pressure

drop of the inner flow field will affect the pressure drop of the sub-

channels and affect the variety of the friction factor f.The turbulence

model has the smallest error with the Rehme revised model, and the

errors with other correlations are also within an acceptable range.

Figure 4B shows the comparison results of the CFD analysis

results and the heat transfer correlations. With the increase of the

Peclet number, the Nusselt number increases gradually. In terms

of curve growth rate, the growth rate of the CFD analysis results

is greater than that of the heat transfer correlations. The annular

fuel assembly is developed in this research, so the heat exchange

in the inner channels accounted for part of the share of the total

heat flux in the annular fuel pellet, which will decrease the heat

exchange in the sub-channels. Considering the various

uncontrollable factors of the experiment itself and the

difference between the Prandtl number of the liquid metal

NaK or LBE used in the experiment and the Prandtl number

of the liquid metal sodium used in the numerical simulation in

this study, the errors are all within an acceptable range.

Numerical results and analysis

Temperature distribution in the bundle

Figure 5 shows the serial number of the sub-channels and

the inner flow field of the annular fuel assembly. Model (a) is

taken as an example in Figure 5. The research selects the more

representative sub-channels 4, 7, and 18 to analyze the change

in the coolant temperature in different sub-channels. It is

shown in Figure 6. Figure 6A shows the coolant temperature

at the interior sub-channel 4. The coolant temperature

increases gradually with the increase of Z/Zm. When the

sub-channel is winding with wire-wrapped, there are

different numbers of peaks in the distribution of

temperature. The coolant in the interior sub-channel is

mainly affected by the surrounding wire-wrapped from three

annular fuel rods, so the number of the peak is disordered. The

temperature of model (d) is bigger than that of model (a) and

model (e). Figure 6B depicts the coolant temperature at the edge

sub-channel 7. The temperature of the edge sub-channel is

mainly affected by the two surrounding annular fuel rods, and

the number of peaks in the temperature is more obvious than

that of the interior sub-channel. On the whole, the temperature

of the sub-channel in model (a) and model (e) are the highest.

Figure 6C is the coolant temperature at the corner sub-channel

18. The temperature distribution of the corner sub-channel is

mainly affected by the wire-wrapped of the annular fuel rod

adjacent to it. Therefore, there are four peaks for model (a) and

model (e). The number of wire-wrapped increases by one time

in model (d), so the number of peaks has also doubled. The

temperature of the five models is the highest in the interior sub-

channel, followed by the corner sub-channel, and the lowest

temperature is in the edge sub-channel. The temperature

FIGURE 7
Temperature difference in different cross-sections.

FIGURE 8
Overlap of wire-wrapped in the model of model (e).
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characteristics of model (a) and model (e) are better than others

in the sub-channels. Figure 6D is the distribution of the coolant

temperature in the inner flow field 1. The number of wire-

wrapped is two in model (c), and the helical wire-wrapped

mixes the coolant fully and strengthens the heat transfer

between coolant and fuel bundles. The coolant outlet

temperature is the lowest, which is about 742K. The number

of wire-wrapped is only one of model (b) and model (e) in the

inner flow field. The flow heat transfer effect of the wire-

wrapped is inferior to the former slightly. The temperature

of the two models is about 754K.

Figure 7 shows the temperature gradient of the five models.

With the increase of Z/Zm, the temperature difference of each

model increases gradually. The temperature difference in model

(b) and model (c) is the largest, which is 105K. The temperature

difference in model (a) and model (e) is the smallest, only 46K.

The temperature difference in model (d) is 90K. It is not difficult

to find from the above data that the key to affecting the

temperature difference is the temperature of the three sub-

channels. The outer wire-wrapped reduces the coolant

temperature difference and flattens the coolant outlet

temperature difference, and makes the coolant outlet

FIGURE 9
Velocity vector of the transverse velocity of cross-session with different models.
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temperature more uniform. The effect of flattening the

temperature difference in model (a) and model (e) is better

than that in model (d). When the ratio of the rod pitch to rod

diameter (P/D) is constant, the number of the outer wire-

wrapped increases, which will cause overlap between the wire-

wrapped and wire-wrapped from the adjacent fuel rod. It may

cause the coolant flow channel and poor heat transfer. Figure 8 is

the overlap of wire-wrapped in the model of one inner and outer

wire-wrapped. Considering the sub-channels, inner flow field,

and temperature difference, the temperature field characteristics

of one inner and outer wire-wrapped (model e) are better than

those of others.

Transverse velocity distribution in the
bundle

Figure 9 is the velocity vector of the transverse velocity of

cross-session for the five models. It can be seen from the figure

that the transverse velocity of the five models is 1.74 m/s, 0.54 m/

s, 0.62 m/s, 1.65 m/s, and 1.74 m/s, respectively. The transverse

velocity of coolant in the sub-channels is about three times that of

in the inner flow field. The sub-channels of the annular fuel

assembly can be considered a whole, and the coolant can flow

from one sub-channel to another sub-channel. Therefore, the

flow of the coolant in the sub-channels is affected by all the wire-

wrapped twined bundles. Every inner flow field is an independent

individual. The inner flow fields do not affect each other. The

transverse velocity of model (b) is smaller than that of model (c).

It may be that because of the increase of the number of wire-

wrapped, the direction of the coolant flow is hindered by the

wire-wrapped. The velocity components in the x and y directions

increase, which is behaved as an increase in the transverse

velocity. From the perspective of the inner flow field, the

increase in the number of wire-wrapped leads to an increase

in transverse velocity. Due to the number of wire-wrapped being

two in model (d), there will be an overlap between the wire-

wrapped and the wire-wrapped adjacent rod bundles. The flow of

the coolant is blocked, the velocity of the coolant decreases, and

the transverse velocity also decreases. Thus, the effect of model

FIGURE 10
Distribution of pressure drop in the (A) interior sub-channel, (B) edge sub-channel, (C) corner sub-channel, and (D) inner flow field.
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(a) and model (e) is better than that of model (d). The number of

wire-wrapped is not as good as possible from the perspective of

sub-channels. Overall, the transverse velocity of one inner and

outer wire-wrapped (model e) is better than that of others.

It can be seen from the local enlarged vector of the transverse

velocity in Figure 9 that the flow of coolant is blocked when the

coolant encounters the wire-wrapped during the flow of the

coolant. The flow area of the coolant decreases, and the

advancing direction is hindered by the wire-wrapped. The

coolant gathers in a narrow position between the annular fuel

rod and the wire-wrapped. It appears that the transverse velocity

is greatest at the narrow location between the wire-wrapped and

the annular fuel rod. Figure 9A depicts the local enlarged vector

of the transverse velocity that the flow of the coolant in the

interior sub-channel is affected by the wire-wrapped from three

directions of the adjacent three annular fuel rods, and a vortex

appears at the gathering position.

Pressure drop in the bundle

Figure 10 shows the pressure drop of the coolant in different

sub-channels and inner flow fields. With the increase of Z/Zm,

the pressure drop of the coolant decreases gradually, and it is 0 Pa

at the outlet. The pressure drop of the sub-channels is all larger

than the pressure drop of the inner flow field. Figure 10A–C are

the coolant pressure drop at the sub-channels 4, 7, and 18. There

is only one wire-wrapped in the sub-channels of models (a) and

(e). The existence of the wire-wrapped in models (a), (d), and (e)

causes the coolant pressure drop to increase in the sub-channel.

The pressure drop is the largest in model (d), which reaches 6.1 ×

104Pa. In addition, the pressure drop of the coolant exhibits a

periodic decrease during the wire-wrapped outer. There are four

peaks on the pressure drop curve. This is because the winding

position of the wire-wrapped has an influence on the coolant

flow. Therefore, the flow velocity of the coolant increases, and the

pressure drop decreases. This phenomenon disappears when the

coolant flows through the wire-wrapped.

Figure 10D depicts the pressure drop of the coolant in the

inner flow field. The coolant pressure drop decreases linearly as

Z/Zm increases. The main factor that affects the pressure drop in

the inner flow field is whether the wire-wrapped in the inner flow

field. The number of wire-wrapped is two in model (c), so the

pressure drop is the largest, which is reach to 4.1 × 104Pa. In

FIGURE 12
Distribution of temperature of the thermal stress model.

FIGURE 13
Distribution of temperature with inner and outer.

FIGURE 11
Cross-section of the thermal stress model.
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addition, the pressure drop of model (b) and model (e) is in the

middle, and the pressure drop is 3.2 × 104Pa, which is about 22%

smaller than the maximum pressure drop. No matter the sub-

channels or the inner flow field, the increase in the number of

wire-wrapped will cause an increase in the pressure drop. The

increase in pressure drop may have an impact on the normal

operating conditions of the core. Overall, the pressure drop of

one inner and outer wire-wrapped (model e) is better than that of

others. According to the design criteria of sodium-cooled fast

reactors, the pressure drops of the above fivemodels are all within

their safety margins and meet the design criteria.

Thermal stress in the rod

The fuel pellets will have a visible temperature gradient from

the center to the surface during the operation of the annular fuel

rod in the reactor. The annular fuel rod will generate thermal

stress by the influence of the temperature gradient, which leads to

the deformation of the annular fuel rod. As the first shelter to

tolerate the deformation of the annular fuel rod, it is very

important to study the deformation and thermal stress of the

annular fuel rod and the cladding. Figure 11 is the cross-section

of the thermal stress model. At the same time, a line in θ = 45° is

selected to extract the data of temperature and thermal stress of

coolant, cladding, and annular fuel rod in radial.

Figure 12 depicts the radial temperature of the annular fuel

rod and cladding along the line of θ = 45° with different Z/Zm.

Along the X-axial, from left to right, are the inner coolant, inner

cladding, annular fuel rod, outer cladding, and outer coolant,

respectively. The thickness of the inner and outer claddings is

4 mm. Here, Z is the Z-coordinate, and Zm is the total length of

the annular fuel rod. With the increase of Z/Zm, the temperature

of both the fluid domain and the solid domain increases, and the

temperature at the outlet (Z/Zm = 1) is the highest. Overall, the

temperature of the annular fuel rod is high in the middle and low

on both sides. At the radial midpoint of the fuel rod (R =

3.1 mm), the annular fuel rod temperature is the highest,

reaching about 830K. The heat flux of the annular fuel rod is

transferred to the inner and outer claddings on both sides

through the method of heat conduction. Sufficient heat

transfer can achieve the purpose of taking away the heat of

the annular fuel rod by the inner and outer claddings and the

coolant. The temperature on the left side of the symmetrical

position (R = 3.1 mm) is higher than the temperature on the

right side.

Figure 13 is the distribution of temperature with the inner

and outer flow fields of the annular fuel rod. With the increase of

Z/Zm, the temperature of the inner and outer flow fields increases

gradually. In addition, the temperature difference larger between

the inner and outer flow fields increases with the increase of

Z/Zm. The maximum temperature difference is about 40K on the

coolant outlet (Z/Zm = 1). This may be caused by the fact that the

surface area of the fuel pellet per unit of coolant flow which acts

as the area for heat transfer from the fuel to the coolant at the

inner flow field is larger than that of the outer flow field. In

addition, the annular fuel rod is positioned by the wire-wrapped,

and the spiral method of the wire-wrapped has an impact on the

flow of the coolant in the outer flow field. Therefore, lower

temperature in the outer flow field than in the inner. There are

four peaks in the temperature curve. There is no wire-wrapped

effect in the inner flow field, so the temperature rises linearly.

Figure 14 indicates the total deformation of the solid domain

along the Z-axial. The total deformation of the middle part (Z =

FIGURE 15
Stress of solid domain.

FIGURE 14
Total deformation of the solid domain.
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0.24 m) of the solid domain is the largest and about 79 μm. Due

to the fixing effect of the structure on both sides of the annular

fuel rod, the displacement of both sides of the annular fuel rod

and the inner and outer claddings is the smallest. Overall, the

deformation of the whole solid domain is characterized by small

at both slides and large in the middle. The total displacement

distribution curve is similar to the shape of a parabola. Excessive

displacement can affect the safety of the annular fuel rod and

even the whole core. Swelling and cracking of the cladding will

happen. Therefore, the total deformation of the annular fuel rod

is considered an important parameter. Figure 15 shows the stress

distribution of the annular fuel rod and claddings of the inner

and outer. The stress variation in the solid domain is mainly

along the radial direction. The axial variation tends to be

consistent. The stress in the cladding is about 1.75 times the

stress in the annular fuel rod, and the stress in the inner cladding

is higher than that in the outer cladding.

Conclusion

Thermal-hydraulic characteristics of the 7-pin annular fuel

assembly with the inner and outer wire-wrapped are investigated

in this research. The flow, heat transfer, and mechanical

properties are analyzed, and the conclusions are as follows.

The temperature of three sub-channels is the key that

influences the temperature characteristics. The wire-wrapped

reduces the coolant temperature gradient, flattens the coolant

outlet temperature, and makes the coolant outlet temperature

more uniform. The increase in the number of wire-wrapped is

not better, and the geometry of the annular fuel assembly should

be fully considered. Considering the sub-channels, inner flow

field, and temperature difference, the temperature field

characteristics of one inner and outer wire-wrapped (model e)

are better than those of others.

The transverse velocity of coolant in the sub-channels is

about three times that of in the inner flow field. From the

perspective of the inner flow field, the increase in the number

of wire-wrapped leads to an increase in transverse velocity. The

number of wire-wrapped is not as good as possible from the

perspective of sub-channels. The transverse velocity of one inner

and outer wire-wrapped (model e) is better than that of others.

The pressure drop of the sub-channels is greater than the

pressure drop of the inner flow field. No matter the sub-channels

or the inner flow field, the increase in the number of wire-

wrapped will cause an increase in the pressure drop. The pressure

drop of one inner and outer wire-wrapped (model e) is better

than that of others. In conclusion, the thermal-hydraulic

properties of one inner and outer wire-wrapped (model e) are

better than those of other models.

The temperature of the annular fuel rod is high in the middle

and low on both sides. The total deformation of the middle part

of the solid domain is the largest and about 79 μm. The stress

variation in the solid domain is mainly along the radial direction.

The axial variation tends to be consistent. The stress in the

cladding is about 1.75 times the stress in the annular fuel rod, and

the stress in the inner cladding is higher than that in the outer

cladding because the inner cladding surface area is less than the

outer cladding surface area. These findings provide a reference

for the optimization design of the fuel assembly. In future work,

special conditions or the effect of variable conditions on the

fatigue life of wire-wrapped assemblies is yet to be investigated.
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Multiphysics thermo-mechanical
behavior modeling for annular
uranium-plutonium mixed oxide
fuels in a lead-cooled fast reactor

Yutai Cai1, Ken Chen1, Wenzhong Zhou1,2* and Long Gu3*
1Sino-French Institute of Nuclear Engineering and Technology Sun Yat-Sen University, Zhuhai, China,
2Department of Mechanical Engineering City University of Hong Kong, Hong Kong, China, 3Institute of
Modern Physics Chinese Academy of Sciences, Lanzhou, China

Understanding and predicting nuclear fuel behavior is the cornerstone for fuel

design and optimization, and the safe and economic operation of nuclear

reactors. Due to the excellent neutronic economy and safe operational

characteristics of lead/lead-bismuth-based liquid metal coolant, lead-cooled

fast reactor (LFR) has received much attention and has been regarded as one of

the top candidate reactors for Generation IV nuclear power plants. Mixed oxide

(MOX) fuel is beneficial to improve fuel cycle utilization and consumeweapons-

grade plutonium, among which hollow MOX fuel has excellent heat transfer

advantages, which can further improve fuel economy and safety, and has good

development prospects. In this work, an annular uranium-plutonium mixed

oxide (MOX) fuel operating in a liquid lead/lead-bismuth cooled fast reactor is

modeled and simulated to predict its behavior under transient and steady-state

operation. This model has several modules working in a fully coupled approach

based on COMSOL Multiphysics, such as heat transfer, fuel burnup, oxygen

redistribution, plutonium redistribution, porosity evolution, fission gas release,

JOG growth, and grain size evolution. Themodeling results were benchmarked

with the existing codes and experimental data, and the results were in

satisfactory agreement. The parameters analysis was carried out in this work.

Consistent with the solid MOX fuel, the O/M ratio (or deviation from the

stoichiometry of oxygen) significantly affects temperature evolution, fission

gas migration and release behavior, and plutonium redistribution. Linear power

also has a significant influence on fuel performance.

KEYWORDS

mixed oxide (MOX) fuels, lead-cooled fast reactor (LFR), multiphysics, annular fuel,
nuclear fuel performance

Introduction

Understanding and predicting fuel behavior are essential for fuel design, operation,

reprocessing, and reactor safety. The nuclear fuel operation involves coupling multiple

thermal, mechanical, and chemical phenomena. Early fuel models, such as GAPCON

(Singh, 1977), FALCON (Rashid et al., 2004), FEMAXI (Nakajima et al., 1994),
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FRAPCON (Berna et al., 1997), and FRAPTRAN (Geelhood

et al., 2011), typically used many correlations formulas to predict

fuel behavior and had limited coupling between the physical

fields. TOUTATIS (Bentejac and Hourdequin, 2005) and

ALCYONE (Thouvenin et al., 2007) used 2D/3D models and

expressions based on mathematical and physical principles to

describe fuel behavior. However, fuel codes are usually written in

programming languages, making code changes extraordinarily

complex and challenging to apply the source code to other

applications.

BISON is a code for simulating fuel performance developed

by Idaho National Laboratory (INL) based on the Multiphysics

Object-Oriented Simulation Environment (MOOSE). It is

designed to solve the axisymmetric 1D, 2D, and 3D problems

for fuel performance. The MOOSE framework has a limited

graphical user interface and lacks pre- and post-processing tools.

The FAST code is based on the COMSOL Multiphysics

platform and was developed to simulate the behavior of the

CANDU reactor fuel under transient and steady-state operating

conditions. The FAST code includes heat transfer, burnup, fuel

densification, fission gas swelling and release. It also includes

creep, pellet-cladding interaction, and other mechanics modules.

The simulation results of the FAST code were benchmarked with

ELESIM (Notley, 1979), ELESTRES (Chassie et al., 2005), and

ELOCA (Williams, 2005) codes (the three codes were also

developed for CANDU fuel) and experimental data, and good

agreement was obtained.

CityU AdvancedMultiphysics nuclear fuel Performance with

User-defined Simulations (CAMPUS) (Liu et al., 2016) is an

LWR fuel model based on MATPRO (Hagrman et al., 1995),

BISON (Hales et al., 2016), and FAST (Prudil, 2013) code using

the COMSOLMultiphysics platform. The predicted performance

of a UO2 fuel with zircaloy cladding in CAMPUS was compared

with the results from BISON, ABAQUS, and FRAPCON, and

good agreement was achieved. UO2, composite (UO2-10%

volBeO), silicide (U3Si2), and mixed oxide [(Th0.9,U0.1)O2]

fuel performance are calculated and compared, which proves

the flexibility and utility of the CAMPUS code. The CAMPUS

code includes the modules of heat generation and production,

oxygen diffusion, fuel deformation, fission gas release and

swelling, gap/plenum pressure, and other models under

transient and steady-state operating conditions.

In this paper, the development of a fuel code is described.

This model is based on the COMSOL Multiphysics platform.

COMSOLMultiphysics is a computational platform based on the

finite element method with a variety of built-in physical fields

such as mechanics, thermal, acoustics, and optics. Users can also

implement physical fields by establishing PDEs and ODEs.

COMSOL Multiphysics has comprehensive pre- and post-

processing capabilities, including geometry construction, mesh

generation and result plotting.

The model is based on the FAST and CAMPUS code

framework described previously and simulated the behavior of

annular MOX fuel in a liquid lead-bismuth eutectic cooled fast

reactor. The model contains heat transfer, fuel burnup, oxygen

redistribution, plutonium redistribution, fission gas release,

porosity variation, and grain growth modules.

Model development

Model geometry and mesh
The annular MOX fuel pellet used in this work is modeled

based on the pellet and cladding dimensions in the experimental

fuel rod numbered ACO-3 from the U.S. Department of Energy’s

CDE (Core Demonstration Experiment) experiment.

FIGURE 1
Schematic diagram of the annular MOX fuel used in this work.

TABLE 1 Specifications of pellet in ACO-3 fuel rod (Bridges et al., 1993;
Karahan and Buongiorno, 2010).

Parameters Value

Cladding material HT9

Fuel density (%TD) 92.5

Pellet inner diameter(mm) 1.47

Pellet outer diameter(mm) 5.55

Cladding thickness(mm) 0.56

Outer diameter of cladding(mm) 6.86

Oxygen/Metal ratio (O/M) 1.95

Fuel composition [Pu/(Pu + U)] (wt%) 29

Maximum linear power (kW/m) 42.6

Maximum fuel burnup (at%) 16.3

Maximum integrated flux (1022) (n/cm̂2) 19
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Figure 1 shows a 2D axisymmetric geometry used in this work.

Fuel specifications are listed in Table 1. During the pellet production,

the edges of the pellet are chamfered to give space to the swelling of

the fuel during operation and to reduce the interaction forces of the

pellets in the axial direction. The chamfering dimensions in this

work are based on the literature (Prudil, 2013).

The COMSOL built-in “Adaptive Mesh Refinement” is used

to save computational resources and obtain sufficient

computational accuracy. Adaptive mesh refinement

automatically refines the mesh when the local gradient is too

large and retains the original mesh in areas with smaller gradients

during the solving process. Figure 2 and Figure 3 demonstrate the

mesh before and after refining.

Heat transfer module

To solve the temperature distribution of the fuel pellet, the

transient heat transfer equation needs to be solved

ρCp
zT

zt
� ∇ · (k∇T) + Q (1)

where ρ is the fuel density (kgm−3 ), Cp is the heat capacity of the

fuel(Jmol−1K−1) ,k is the thermal conductivity (Wm−1K−1 ),

T(K) is the temperature, andQ is the power density (Wm−3). The
material properties are listed in Table A1. The power density is

calculated as the ratio of linear power and the cross-section area

of the pellet as Q � plin

spellet
.

Fuel burnup module

It is necessary to calculate the fuel burnup to accurately

calculate properties such as thermal conductivity of fuels and

predict fuel behavior. According to the literature (Morgan, 2007),

the fuel burnup will be expressed through the ordinary

differential equation and correlated with time and fuel power.

dBu

dt
� Plin((1 − y)MU + yMPu + (2 − x)MO)

spelletρ0((1 − y)MU + yMPu) (2)

where Bu is the fuel burnup(MWh /kg).Plin is the instantaneous

linear power(W/m) andspellet is the cross-sectional area of the

fuel pellet, ρo is the unirradiated fuel density,MU, MPu andMO

are the molar masses of natural uranium, natural plutonium, and

oxygen, respectively, y is the mass fraction of uranium in the fuel,

and x is the deviation from the stoichiometry of oxygen.

Oxygen redistribution module

Liquidmetal-cooled fast reactors operate at higher linear powers

and higher coolant temperatures than light water reactors (LWRs).

In addition, the effective fuel density (smear density) and the initial

oxygen/metal ratio are lower than those of LWRs. As a result, the

operating fuel temperature is much higher than LWRs. The high

temperatures and high-temperature gradients lead to a complex

chemical environment (Karahan, 2009) where the migration of fuel

components such as cesium, oxygen, molybdenum, and plutonium

significantly impacts the overall fuel performance.

To control the chemical reaction between the fuel and the

cladding, the initial oxygen/metal ratio of the oxide fuel in the fast

reactor is designed to be less than 2. Deviation from

stoichiometry x is defined as:

x � O

U + Pu
− 2 (3)

For the hypostoichiometric case, defining c � −x
2 to denote

oxygen vacancies.

FIGURE 2
The mesh before refining.

FIGURE 3
The mesh after refining.

Frontiers in Energy Research frontiersin.org03

Cai et al. 10.3389/fenrg.2022.993383

162

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2022.993383


Based on thermo-transport theory, the oxygen atom flux

under temperature-driven J(m2/s) is
J � −DO(Δc + c

Q

RT2
∇T) (4)

whereQ is the molar effective heat of transport of oxygen, T is the

temperature(K), and DO is the diffusion coefficient of oxygen.

Bringing into the continuity equation zc
zt � −∇.J, the variablec

becomes a function of time t and position r.

Under axisymmetric conditions, the gradient in the axial

direction can be neglected. Eq. 4 becomes

zc

zt
� 1
r

z

zr
{rD(zc

zr
+ c

Q

RT2

zT

zr
)} (5)

Plutonium redistribution module

Plutonium migration mechanisms have been extensively

investigated, and a large amount of basic information on

plutonium migration mechanisms has been obtained. Bober

(Bober et al., 1973) and Schumacher and Matzke (Glasser-

Leme and Matzke, 1982) pointed out vapor transport and

thermal diffusion as important mechanisms of plutonium

migration, respectively. Vapor transport and thermal diffusion

are mainly influenced by temperature, oxygen/metal ratio, and

initial plutonium content (Olander, 1976).

Uranium and plutonium migrate under temperature

gradients, especially in the radial direction where the

temperature gradient is large (Ishii and Asaga, 2001). Such

migration leads to local variations in plutonium

concentration. The modeling of the radial distribution of

plutonium is a critical issue for the design of MOX fuel

pellets because the accumulation of plutonium in the central

part of the fuel pellet during irradiation imposes significant

limitations on the maximum fuel temperature, which affects

the linear power of the fuel (Olander, 1976).

In this work, thermo-transport theory (Clement and Finnis,

1978; Ishii and Asaga, 2001) is used to simulate plutonium

redistribution in the fuel pellet’s radial direction.

Diffusion flowJ contains a concentration gradient term and a

thermal diffusion term:

J � −DPu(zC
zr

+ C(1 − C) QPu

RT2

dT

dr
) (6)

The continuity equation is

zC

zt
� −∇.J (7)

Combining the above two equations gives the variation

of plutonium concentration with time in the radial

distribution. QPu is the heat of transport, QPu � 35000cal/mol,

R is the universal gas constant,R � 1.987cal/mol/K,C is the mass

fraction of plutonium.DPu is the coefficient of mutual diffusion of

uranium and plutonium, DPu � 0.34 × 10−4 exp (−55351
T )(m2/s) .

Fission gas release module

Since the Booth diffusion model (Booth, 1957) agrees well

with the experimental data, it is used for the fission gas diffusion

calculations in this work. The fission gas concentration cg is

determined by

zcg
zt

� Dg
1
r

z2(rcg)
zr2

+ B (8)

where Dg(m2/s) is the fission gas diffusion coefficient and the

source termB( atom/m3/s) is the gas production rate due to

fission, B � _Fz, where z � 0.25(atom/fission) is the fission

gas yield. _F(f issions /m3/s ) is the fission rate density, based

on the approximation that the energy released per

fissionis 200MeV, therefore

_F � [200 MeV
fission

×
106eV
1MeV

×
1.6 × 10−19J

eV
]−1

Q

� (3.125 × 1010)Q (9)

where Q(W/m3) is power density.
The fission gas atoms are released into the grain

boundaries, and as the fuel burnup increases, the gas atoms

saturate the grain boundaries, causing bubbles to

interconnect, thus creating a diffusion path to the free

volume of the fuel. The subsequent fission gas produced

will be released into the free volume of the fuel. Grain

boundary saturated gas densityGbsat( atoms /m3) from the

literature (White and Tucker, 1983) is given by

Gbsat �
4rff(θfg)fB

3kBTsin 2 (θfg)(Pext + 2γse
rf

)( 3
gr
) (10)

f(θ) � 1 − 1.5 cos (θ) + 0.5cos 3 (θ) (11)

where rf � 5 × 10−7m is the diameter of the grain boundary bubble,

and f(θfg) is a function of the bubble shape with respect to

θfg � 50+, is the half dihedral angle between the bubbles, and fB �
0.5 is the ratio of grain boundary saturation at saturation, and kB is

the Boltzmann constant, and T(K) is the temperature, γse �
0.626 (Jm−2) is the surface tension of the gas, and gr is the grain

diameter. All coefficients are taken from the BISON manual (Hales

et al., 2016).

Porosity variation module

Under the effect of the temperature gradient, the pores

migrate toward the center of the fuel. The pores migrate
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toward the pellet center for solid MOX fuels, eventually

forming a central void; for annular MOX fuels, they show

an increase in porosity at the surface of the central hollow. The

migration mechanism is vapor transport, where the fuel

vaporizes on the hotter side of the pore and then

condenses on the cooler side of the pore. The vapor

transport results in the migration of the porosity to the

center of the fuel, and the theoretical support for vapor

transport comes from Nichols (Nichols, 1967) and Sens

(Sens, 1972). The physical and mathematical models of the

migration governing equations are well summarized in the

literature (Vance, 2017).

During fuel production, pores are created, which are called

initial porosity. Based on the initial porosity, the effect of fuel

densification, fission gas, and solid fission product swelling on

the porosity is considered.

P � P0(1 − Fdens − ΔVsfp

V
) + ΔVgfp

V
(12)

where P0 � 0.08 , is the initial porosity, and Fdens is the porosity

eliminated under fuel densification as suggested in Ref. (Hastings

and Evans, 1979)

Fdens � 0.6 − exp ( − 0.506 − 8.67 × 10−10T3 × (1 − exp(−2.867 × 10−2β)))
(13)

ΔVsfp

V is the swelling due to fissionable solids, typically 0.32% per at

% burnup (Olander, 1976)

ΔVsfp

V
� 0.0032

Bu
225

(14)

The correlation of swelling caused by fission gas is taken from

MATPRO nuclear fuel material properties database (Mihaila

et al., 2012) as

d(ΔVgfp/V)
dt

�
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

9.42 × 10−36(2800 − T)11.73 exp ( − 0.0162(2800 − T)) exp ( − 8 × 10−7Buρ) × ρ
dBu
dt

,∫t
0

F(t)B dt≤Nsat
3
a

0, ∫t
0

F(t)B dt≥Nsat
3
a

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(15)

Grain growth module

During the irradiation process, high temperatures cause

grain growth. In this work, the effective size of the grain is

FIGURE 4
Radial distribution of oxygen/metal ratio at 0, 1 at% and 8 at%
fuel burnup (with initial oxygen/metal ratio of 1.99)

FIGURE 5
Radial distribution of oxygen/metal ratio at 0, 1 at% and 8 at%
fuel burnup (with oxygen/metal ratio of 1.90)

FIGURE 6
Pellet inner surface temperature against burnup for deviation
from the stoichiometry of oxygen of 0.001, 0.01, and 0.1 (with Pu
content = 29wt%).
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assumed to be the average grain diameter, which is obtained by

solving the equation given in the literature (Khoruzhii et al.,

1999)

dgd

dt
� kg( 1

gd
− 1
g max

− 1
gir

) (16)

where kg(m2s−1) is the grain growth rate, defined as

kg � 1.46 × 10−8 exp(−32100
T

) (17)

T(K) is the temperature, and gmax(μm) is the maximum stable

size of the grain, defined as

g max � 2.23 × 10−3 exp (−7620
T

) (18)

The effect of irradiation on grain growth gir(μm) is

considered and defined as

gir �
6.71 × 1018 exp (−5620T )

_FT
(19)

Results and discussions

The Heat Transfer Module in COMSOL was used to solve

the heat transfer in fuel. The thermal deformation was

calculated using the Solid Mechanics module in COMSOL.

The modules of oxygen redistribution, plutonium, grain

growth, and fission gas release are implemented with user-

defined PDEs. The MUMPS (Multi-frontal Massively

Parallel sparse) direct solver in COMSOL is used to solve

the coupled multiphysics. In all calculations, except those

with marked power, the rest are calculated with a linear

power of 40kW/m.

The migration of oxygen has a significant impact on the

overall performance of the fuel. To control the chemical reaction

of the pellet with the cladding, the initial oxygen/metal ratio of

MOX fuel is designed to be less than 2. The oxygen is

redistributed in the radial direction under the temperature

gradient during operation.

Figure 4 and Figure 5 demonstrate the radial distribution

of oxygen to the burnup for an initial oxygen/metal ratio of

FIGURE 7
Fuel thermal conductivity against temperature for deviation
from the stoichiometry of oxygen of 0.001, 0.01, 0.05 and 0.1
(burnup = 1 at%).

FIGURE 8
Fuel thermal conductivity against temperature for burnup of
1 at%, 3 at%, and 5 at% (deviation from the stoichiometry of
oxygen = 0.05).

FIGURE 9
Pellet inner/outer surface temperature variation against
burnup.
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1.99 and 1.90, respectively. The deviation from the

stoichiometry of oxygen (devi_sto) is defined in the

chemical expression of the fuel (PuU)O2−devi sto. The

oxygen migrates toward the outer surface of the fuel under

a temperature gradient. As shown in Figure 4, with a small

initial deviation from the stoichiometry of oxygen, the O/M

ratio in the outer region of the pellet reaches 2 (saturation

value) when the fuel burnup reaches 8 at%, while the oxygen

atoms inside the pellet still tend to migrate to the outer part of

the pellet. On the contrary, when the initial deviation from the

stoichiometry of oxygen is large, the O/M ratio on the outer

surface of the fuel does not reach 2 even when the fuel burnup

reaches 15 at%. It can be explained by the fact that the O/M

ratio inside the fuel is already low, and the migration rate of

oxygen to the outer surface is reduced or even stopped.

As shown in Figure 6, the inner surface temperature of the

pellet is sensitive to the deviation from the stoichiometry of

oxygen. The fuel temperature rises faster when the deviation

from the stoichiometry of oxygen increases, and the temperature

difference between the inner surface of the pellet reaches the

maximum value at the fuel burnup of about 4 at%, which are

1600 K and 1780 K for the deviation from the stoichiometry of

oxygen of 0.001 and 0.1, respectively, the difference reaches

180 K.

FIGURE 10
Pellet radial temperature for burnup = 1 at% and 5 at%.

FIGURE 11
Variation of pellet inner surface grain size with fuel burnup for
deviation from the stoichiometry of oxygen of 0.001, 0.01 and 0.1.

FIGURE 12
Radial variation of grain size at deviation from the
stoichiometry of oxygens of 0.001, 0.01, and 0.1 (fuel burnup of
8 at%).

FIGURE 13
Variation of pellet inner surface porosity for deviation from
the stoichiometry of oxygens of 0.001, 0.01 and 0.1.
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As the burnup further increases, the difference in the fuel

inner surface temperature due to different deviations from the

stoichiometry of oxygen decreases, and the fuel temperature

stabilizes. The difference in fuel temperature can be explained

by the effect of the deviation from the stoichiometry of oxygen on

the fuel thermal conductivity. The thermal conductivity of the

pellet was plotted against different deviations from

stoichiometry, as shown in Figure 7, where the thermal

conductivity of the pellet decreases with an increase of

deviation from the stoichiometry of oxygen. The decrease in

thermal conductivity leads to higher fuel temperature. Plotting

the thermal conductivity against temperature for different fuel

burnups at the same deviation from the stoichiometry of oxygen,

as shown in Figure 8, the thermal conductivity of the fuel

decreases with an increase in burnup at the same temperature.

On the other hand, the difference in thermal conductivity due

to temperature difference decreases as burnup increases,

resulting in a decrease in the difference in thermal

conductivity of the inner and outer surfaces of the pellet.

However, the difference in temperature increases with

deepening burnup. As shown in Figure 9, the difference in

thermal conductivity between the inner and outer surfaces of

FIGURE 14
Microstructures of fuel region around the hollow fuel pellets at different burnups (Ishimi et al., 2016).

FIGURE 15
Variation of fuel thermal conductivity with porosity.

FIGURE 16
Variation of fuel inner surface temperature with fuel burnup
for initial porosity of 0.03, 0.08 and 0.13.
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the pellet is about 6 W/m_K (5 W/m_K on the inner surface and

11.3 W/m_K on the outer surface) at 1 at% burnup. This value

decreases to less than 2 W/m_K (1.7 W/m_K on the inner surface

and 3.2 W/m_K on the outer surface) at 5 at% burnup. The

temperature of the inner and outer surfaces of the pellet against

burnup is shown in Figure 9, and the radial temperature at 1 at%

and 5 at% is shown in Figure 10.

As Figure 11 shows, the grain size increases rapidly with an

increase in burnup in the initial stage. Then the grain size

increase rate slows down due to reaching the maximum grain

size allowed at the corresponding temperature (Eq. 16). The

effect of deviation from the stoichiometry of oxygen on grain size

is significant, with grain size increasing within 50% for deviation

from the stoichiometry of oxygen of 0.001 and 0.01 at 6 at% fuel

burnup. In contrast, grain size has increased to more than 4 times

the original size for deviation from stoichiometry of oxygen of

0.1. With the further increase of fuel burnup, the grain size

difference under different deviations from the stoichiometry of

oxygen conditions decreases and tends to the maximum

grain size.

As Figure 12 shows, the grains grow in the range of relative

radius less than 0.6, which is due to the fact that grain growth

requires a temperature higher than 1300 K (Sari, 1986). At a fuel

burnup of 8 at%, the grain size of the pellet inner surface is 30 and

40 μmat deviation from the stoichiometry of oxygen of 0.001 and

0.01, respectively, while at deviation from the stoichiometry of

oxygen of 0.1, the grain size of the pellet inner surface reaches

85 μm. This can be explained by the fact that when the deviation

from the stoichiometry of oxygen increases, the fuel thermal

conductivity decreases, and the fuel temperature increases,

resulting in an increase in the grain size.

Figure 13 demonstrates the variation of the porosity of the

fuel inner surface with increasing fuel burnup for different

deviations from the stoichiometry of oxygen. At the initial

stage, there is a slight decrease in porosity caused by fuel

densification. The fuel porosity then increases rapidly and

reaches saturation. After the fuel porosity saturation, the

porosity decreases due to continued fission gas release, and

the swelling of the solid fission products takes voids in the

fuel matrix. The porosity increasing on the pellet’s inner

surface was confirmed by the experiments. The microstructure

around the hollow at different burnups is shown in Figure 14.

FIGURE 17
Variation of pellet inner surface fission gas release rate with
fuel burnup for deviation from the stoichiometry of oxygen of
0.001, 0.01 and 0.1.

FIGURE 18
Variation of fission gas release ratio on the inner and outer
surfaces of fuel pellets with fuel burnup.

FIGURE 19
Fission gas release ratio from FEAST, OGRES model,
experiment data (Karahan and Buongiorno, 2010), and compared
with model in this work.
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The pores formed by the void migration and growth of fission gas

bubbles moved to the hollow edge part and became coarsened

(Ishimi et al., 2016). Compared with the porosities for different

deviations from the stoichiometry of oxygen, the porosity of the

pellet inner surface increases when the deviation from the

stoichiometry of oxygen increases, which is caused by the rise

in temperature and the swelling of fission gas. As Figure 15

shows, the increase in porosity leads to a decrease in fuel thermal

conductivity and a further rise in pellet inner surface

temperature. Because the thermal conductivity of the fuel

decreases as the porosity increases, the fuel temperature is

higher for the same fuel burnup when the initial porosity of

the fuel increases, as Figure 16 shows.

As Figure 17 shows, no fission gas is released from the pellet

at the initial stage of fuel irradiation because the fission gas in the

grain boundaries does not saturate yet (Eq. 10), and no fission gas

has escaped. When the fuel burnup reaches about 1 at%, the

fission gas starts to be released from the pellet and increases

logarithmically with the fuel burnup, which is consistent with

the literature (Karahan and Buongiorno, 2010) (see Figure 17 ).

Figure 17 demonstrates the effect of deviation from the

stoichiometry of oxygen on fission gas release. There is an

FIGURE 20
Radial distribution of plutonium at 0,8 at% and 12 at% fuel
burnup.

FIGURE 21
Radial distribution of plutonium content (mass fraction) for
deviation from the stoichiometry of oxygens of 0.001, 0.01, and 0.1
(fuel burnup of 8 at%).

FIGURE 22
Radial distribution of plutonium predicted by CEDAR model
and comparison of experimental data (experimental data from
XD0992 fuel rod with 11 at% burnup, initial oxygen/metal ratio of
1.99, and initial plutonium content of 27 wt%) (Ishii and Asaga,
2001).

FIGURE 23
Variation of pellet inner surface temperature at initial linear
power of 35 kW/m, 40 kW/m and 43 kW/m.
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increasing trend of fission gas release with increasing deviation

from the stoichiometry of oxygen. The effect of deviation from

the stoichiometry of oxygen on fission gas release is significant

from 2 at% to 8 at% fuel burnup, with the percentage of fission

gas release at 4 at% fuel burnup being about 63% for deviation

from the stoichiometry of oxygen of 0.1 and about 36% for a

deviation from the stoichiometry of oxygen of 0.001. The release

of fission gas leads to an increase in gap pressure, which increases

the pressure on the cladding and thus increases the risk of

breakage.

Figure 18 demonstrates the comparison of the fission gas

release from the fuel pellet’s inner and outer surfaces of the

fuel pellet. Since the temperature of the outer surface of the

pellet is lower than that of the inner surface, the fission gas at

the grain boundaries on the outer surface of the pellet

saturates later in the initial stage of irradiation and

therefore released later. Since the inner surface temperature

of the pellet is higher than the outer surface temperature, the

release of fission gas on the inner surface of the pellet is much

larger than that on the outer surface.

Figure 19 compares the results of the FEASTmodel (Karahan

(Karahan, 2009; Karahan and Buongiorno, 2010)), the OGRES

model (Matthews and Wood (Matthews and Wood, 1980) ), and

experimental data for fission gas release predictions. As shown in

Figure 19, the fission gas release from the FEAST model, OGRES

model, and experimental data all show a logarithmic trend, which

is consistent with the trend predicted for fission gas release in this

work. The differences in slope and maximum value may arise

from temperature and fuel composition differences.

Plutonium migrates under a temperature gradient, especially

in a zone with a significant temperature gradient. The

distribution of plutonium is a slow process, as shown in

Figure 20, with plutonium migrating toward the center of the

fuel pellet during irradiation, which is consistent with the

literature (Valentino et al., 2012). Since the diffusion of

plutonium in uranium accelerates with the temperature

increase, the plutonium content remains unchanged at 29 wt%

in the outer part of the pellet, where the temperature is low. In the

region where the relative radius is smaller than 0.7, plutonium

migrates toward the center of the pellet.

Figure 21 demonstrates the radial distribution of plutonium

content for different deviations from the stoichiometry of oxygen

at a burnup of 8 at%. The radial distribution of plutonium is

sensitive to the deviation from the stoichiometry of oxygen, and

the difference in plutonium content in the radial direction is less

than 0.5 wt% at deviation from the stoichiometry of oxygen of

0.001, while plutonium content difference is greater than 4 wt%

at deviation from the stoichiometry of oxygen of 0.1. This can be

explained by the fact that the increase in deviation from the

stoichiometry of oxygen reduces the thermal conductivity of the

fuel, which leads to an increase in fuel temperature and

accelerates the migration of plutonium. The accumulation of

plutonium leads to an increase in local power, so the swelling of

solid fission products and the swelling of gas fission products will

be more significant at these locations. In the case of uniform

power distribution, the temperature at the center of the fuel is

already higher due to the poor thermal conductivity of MOX fuel,

and the power rise due to plutonium enrichment at the center of

the pellet will further increase the temperature at the center of the

pellet. Compared with a solid pellet, an annular pellet can avoid

high pellet center temperature and leave some space for fuel

swelling, delaying fuel failure.

Figure 22 is taken from the CEDAR code developed by Japan

Nuclear Cycle Development Institute (JNC) (Uwaba et al., 2014)

and experimental measurements. The measurements were taken

FIGURE 24
Gap closure process for initial linear power of 35 kW/m,
40 kW/m and 43 kW/m.

FIGURE 25
Fission gas release fraction at initial linear power of 35 kW/m,
40 kW/m and 43 kW/m.
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from XD0992 fuel rods with an initial linear power of 44 kW/m,

and the plutonium distribution was obtained by electron probe

microanalysis (EPMA) after running for 560 effective full power

days (EFPD). Comparing the line of “Burnup = 12 at%" in

Figure 20 and Figure 22, the distribution trend of plutonium

is the same, showing a trend of enrichment against the

temperature gradient and toward the center. Meanwhile, the

plutonium content redistribution prediction in this model

calculation agrees well with the CEDAR model and the

experimental data. The plutonium content is close to 40% at

the center of the fuel, while the plutonium content on the outer

surface of the fuel is almost unchanged.

Three initial linear power (35 kW/m, 40 kW/m, and 43 kW/

m) are simulated to investigate the effect of power increase on

fuel performance. As shown in Figure 23, the temperature of the

fuel inner surface increases with the increase of the initial linear

power. The maximum fuel inner surface temperature at initial

linear power of 35 kW/m, 40 kW/m, and 43 kW/m are 1820,

2000, and 2050 K, respectively, and the highest simulated linear

power is 43 kW/m, at which the maximum fuel temperature does

not reach the melting point.

The effect of pellet thermal expansion and JOG growth in the

gap closure process is considered. Figure 24 shows the gap closure

process for initial linear power of 35 kW/m, 40 kW/m and 43 kW/

m. As the linear power increases, the pellet-cladding closure is

advanced. On the one hand, the rise in linear power causes an

increase in fuel temperature, which in turn increases the thermal

expansion of the pellet; on the other hand, as shown in Figure 25, the

release of fission gas increases due to the rise in fuel linear power,

which leads to faster growth of JOG. The increase in fuel linear

power causes the pellet-cladding gap to close earlier due to the

increased thermal expansion and the accelerated JOG growth.

Conclusion

A fuel performance simulation model based on the

COMSOL Multiphysics platform was developed, which

contains modules such as heat transfer, oxygen

redistribution, plutonium redistribution, and fission gas

release, which could be used for transient and steady-state

simulation. In this work, a 2D axisymmetric model is

developed for operating a single MOX fuel pellet and

cladding in a liquid lead-bismuth eutectic cooled fast

reactor. The material and geometry of the ACO-3 fuel were

used. The simulation results are compared with existing codes

and experimental data, and a good agreement is achieved. This

model has a visual interface for easy modification and

adjustment of parameters and is suitable for simulation and

analysis of different fuel types and sizes.

The O/M ratio (or deviation from the stoichiometry of

oxygen) significantly affects temperature evolution, fission gas

migration and release behavior, and plutonium redistribution. In

the initial stage of fuel operation, oxygen is redistributed in the

radial direction and migrates from the center to the outer surface

of the fuel. This effect is affected by the fuel’s initial oxygen/metal

ratio. The oxygen/metal ratio of the fuel has a significant influence

on the thermal conductivity, grain growth, fuel porosity, and

fission gas release of the fuel. As the deviation from the

stoichiometry of oxygen increases, the thermal conductivity of

the fuel decreases, resulting in a higher fuel temperature. The fuel

grain size tends to increase with increasing the deviation from the

stoichiometry of oxygen, with the most pronounced grain size

change on the inner surface of the fuel, where the temperature is

highest. With the increase of the deviation from the stoichiometry

of oxygen, the saturation value of the fuel porosity shows an

upward trend, and the increase of the porosity results in a decrease

in the thermal conductivity of the fuel, which in turn results in a

higher fuel temperature. The fission gas release amount and release

rate showed an upward trend with the increase of the deviation

from the stoichiometry of oxygen. The release of fission gas occurs

mainly on the inner surface of the fuel, whose temperature is highest.

Plutonium shows a tendency to migrate toward the center during

fuel operation, and this trend is exacerbated with the increase of the

deviation from the stoichiometry of oxygen. Higher fuel temperature

resulted in faster fission gas release, faster JOG growth, and earlier

closure of the pellet-cladding as fuel line power rose.

The operation of nuclear fuel involves coupling many

physical and chemical phenomena, and the model established

in this work has many areas worthy of further improvement. In

order to make the simulation results more in line with the actual

operation of the reactor, improvements can be made, such as 1)

considering the power history during reactor operation; 2)

modeling multiple pellets, taking into account power

differences at different positions of the fuel rods; 3) using a

3D model; and 4) enhancing the mechanics module, taking

cracking and creep into consideration.
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Appendix

TABLE A1 Summary of MOX U1−yPuyO2−x fuel property

Property Functional
form of property

Unit Source

Fuel density 273K≤T≤ 923K Kg/m3 Carbajo et al., 2001

ρ(U1−yPuyO2−x) ρs(T) � (10970 + 490y)(9.9734 × 10−1 + 9.802 × 10−6 − 2.705 × 10−10T2+4.391 × 10−13T3)(kg/m3)
923K<T<Melting point of MOX

ρs(T) � (10970 + 490y)( 9.9672 × 10−1 + 1.179 × 10−5T
−2.429 × 10−9T2+1.219 × 10−12T3) )

Heat capacity CP(T,MOX) � (1 − y)CP(T,UO2) + yCP(T,PuO2) J/kgK Carbajo et al., 2001

Cp(U1−yPuyO2−x) CP � c2 + 2c3t + 3c4t2 + 4c5t3 + 5c6t4 − c7t−2

For UO2 c1 � −21.1762 J/mol, c2 � 52.1743 J/mol/K

c3 � 43.9735 J/mol/K2 , c4 � −28.0804 J/mol/K3 , c5 � 7.88552 J/mol/K4 ,

c6 � −0.52668 J/mol/K5 , c7 � 0.71391 J/mol

For PuO2 c1 � −32.0342 J/mol, c2 � 84.495 J/mol/K, c3 � 5.3195 J/mol/K2 ,

c4 � −0.20379 J/mol/K3, c5 � 0 J/mol/K4, c6 � 0 J/mol/K5 , c7 � 1.90056 J K/mol

Thermal
conductivity k(U1−yPuyO2−x)

k � F1F2F3F4ko W/
(mK)

Karahan., 2009, Teague
et al., 2014

ko � 1
0.06059+0.2754

�����
|2−O/M|

√
+2.011 × 10−4T

4.715 × 109

T2 exp (−16361
T )

F1 � ( 1.09
β3.265

+ 0.0643�
β

√ ��
T

√ )arctan ( 1
1.09

β3.265
+0.0643�

β
√ �

T
√ )

F2 � 1 + 0.019β
(3−0.019β)

1
1+exp(−T−1200

100 )

F3 � 1 − 0.2
1+exp(T−90080 )

F4 � 1 − αP
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Analysis of fuel performance
under normal operation
conditions of MicroURANUS:
Micro long-life
lead-bismuth-cooled fast
reactor

Jiwon Mun, Hyeong-Jin Kim and Ho Jin Ryu*

Department of Nuclear and Quantum Engineering, KAIST, Daejeon, South Korea

An innovative ultra-long-life lead-bismuth eutectic (LBE)-cooled fast reactor

called MicroURANUS has been designed to prevent severe accidents. It utilizes

the remarkable natural circulation capability of the LBE coolant. Furthermore, it

can be operated at 60 MWth without refueling for 30 effective full-power years

(EFPY). In this study, the thermal and mechanical performance of the highest

linear power rod of MicroURANUS was evaluated by modifying the fuel

performance code FRAPCON-4.0, which is the normal operation fuel

performance code for light water reactors (LWRs). A plutonium generation

model was added to consider changes in the physical properties of theUO2 fuel.

Furthermore, mechanical and oxidationmodels of 15–15Ti were added, and the

coolant models were modified for liquid metal. According to the unique design

of MicroURANUS, a maximum low linear power density of 12.5 kW/m ensures

that the highest linear power rod can operate below the safety limit. A low fuel

temperature provides a large safety margin for fuel melting, as well as low-

pressure build-up fission gas release. In addition, low inlet and outlet coolant

temperatures of 250 and 350°C cause the cladding to display a low degree of

swelling (a maximum diametral strain of 1.5%) while maintaining high

mechanical integrity with negligible cumulative damage fraction (CDF). The

modified fuel performance code for lead-cooled fast reactors exhibited the

capability to be utilized for fuel performance evaluation and design feedback of

MicroURANUS.
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1 Introduction

The importance of the northern sea route (NSR) for

international trade and energy supply stability is increasing.

For ships to navigate through the NSR, it is necessary to

construct an icebreaker capable of crushing ice thicker than

5 m. Diesel icebreakers have difficulty breaking the ice with a

thickness of over 2 m. In addition, these generate fine dust, which

causes air pollution. The ships registered with International

Maritime Organization (IMO) are required to reduce the

sulfur content of diesel fuel to less than 0.5% by 2020 and to

reduce CO2 by 40 and 50% by 2030 and 2050, respectively,

compared with 2008 (IMO, 2018). Although LNG-propelled

ships have lower sulfide emissions than diesel ships, the

problem of high methane emissions exists (Stern, 2020).

Therefore, nuclear-propelled ships are a good alternative to

fossil-fueled marine ships because they have high energy

density and no greenhouse gas emissions. Furthermore, the

industry has considerable experience in operating nuclear-

powered submarines and aircraft carriers worldwide.

Icebreakers that utilize propellant systems such as KLT-40s

light water reactors (LWRs) are being developed and operated

in Russia. In the case of a pressurized water reactor (PWR) that

uses low enriched uranium (LEU), fuel replacement is essential

after a maximum of 2.3 years (Afrikantov OKB Mechanical

Engineering, 2013). This short refueling period requires a

nuclear-only port facility and significantly increases the total

life cycle cost of nuclear reactors. These, in turn, result in

disadvantages in terms of ship economy and disposal of spent

nuclear fuel.

To compensate for these shortcomings of LWR, research is

being conducted to use fast reactors with remarkable fuel

utilization as propulsion reactors. Among these, the lead-

cooled fast reactor (LFR) is considered the most potential

Generation-Ⅳ (GenⅣ) innovative reactor concept. A non-

refueling ultra-long-life LFR called MicroURANUS is

presently being developed in Korea as a nuclear propellant

system for marine ships or icebreakers (Nguyen et al., 2021).

MicroURANUS is a micro-reactor of 20MWe. It can be operated

for 30 effective full power years (EFPY), which is the full life of

the nuclear reactor. This substantially reduces the risk of

radioactive leakage in the event of an accident scenario and

the problem of spent nuclear fuel. The fuel power density of

MicroURANUS is four times lower than that of KLT-40s. In

addition, the amount of heavy metal loaded initially is

approximately 10 times higher. However, the fuel utilization is

superior owing to the characteristic of the fast spectrum reactor.

The average conversion ratio is 0.8. In addition, MicroURANUS

is designed to operate for 30 EFPY, whereas KLT-40s can be

operated for 2.3 years.

Three reference systems were adopted by LFR-provisional

System Steering Committee (pSSC): ELFR, ALFRED (EU),

BREST-OD-300 (Russia), and SSTAR (United States)

(Alemberti et al., 2014). SCK-CEN (Belgium) developed

FEMALE for evaluating the fuel performance of mixed oil fuel

(MOX), particularly for LFR and ITU (Germany). In addition,

they developed and validated the TRANSURANUS code for an

application to the ALFRED reactor (Rozzia et al., 2012; Luzzi

et al., 2014).

As a preliminary result of accident frequency evaluation

through Probabilistic Safety Assessment (PSA), design base

events such as Loss of Flow (LOF), Transient Over Power

(TOP), Loss of Offsite Power (LOOP), and Loss of Heat Sink

(LOHS) are considered Design Bases Accident (DBA), not

Anticipated Operational Occurrences (AOOs). Therefore, in

this reactor, the failure of minor equipment inside the reactor

is defined as AOO, and it is expected that the transient

thermal hydraulic phenomenon expected from AOO will

have little negligible compared to the transient

phenomenon caused by the described DBA and Beyond

Design Bases Accident (BDBA). Therefore, the purpose of

this study was to analyze the thermal and mechanical

behavior of nuclear fuel during its full-life normal

operation and evaluate its stability. For this purpose, the

steady-state fuel performance code FRAPCON-4.0 was

modified for a lead-bismuth-cooled reactor. The LFR fuel

performance code was developed by altering the properties of

the fuel, cladding, and coolant in the MicroURANUS reactor

design. The thermal and mechanical performance of the

nuclear fuel during steady-state operation for 30 years (the

full life of the reactor) was evaluated using the developed LFR

fuel performance code.

2 Modification of material properties

The normal operation fuel performance code for an LWR

was modified through correlation alterations using FRAPCON-

4.0. The objective was to develop an LFR fuel performance code

applicable to the present fast reactor conditions. Fuel

performance models such as the gap conductance model

(GAPCON-2) and mechanical analysis model subroutine

(FRACAS-1) are applied the same as FRAPCON-4.0 with

some module changes to adapt to the conditions of

MicroURANUS lead-cooled fast reactor (Beyer et al., 1975;

Bohn, 1977). The modified material and material properties of

LFR fuel performance code are summarized in Table 1. In

addition, the correlations of the fuel and the cladding used in

this study is summarized in Tables 2, 3, respectively. In this

sector, a detailed explanation of updated modules was described.

2.1 Fission gas release

The fission gas release (FGR) was calculated using the

modified Forsberg–Massih model in FRAPCON-4.0 (Forsberg
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and Massih, 1985). Fission gas is released with a fraction F if the

calculated surface gas area density N (atoms/m2) is larger than

the saturation concentration Ns.

Equation 1 Forsberg–Massih fission gas release model

NS � [ 4rF(θ)Vc

3KBTsin 2(θ)](2γr + Pext), F � N −Ns

N

Ns = saturation concentration (atoms/m2)

θ = dihedral half-angle = 50°

KB = Boltzmann constant.

γ = surface tension = 0.6 (J/m2)

Vc = critical area coverage fraction = 0.25

r = bubble radius = 0.5 (µm)

F(θ) = 1–1.5 cos (θ) + 0.5 cos3 (θ)
Pext = external pressure on bubbles = gas pressure (Pa)

In the case of the Forsberg–Massih model, when the

temperature of the nuclear fuel is sufficiently high to

allow interconnection among intergranular bubbles, it

simulates the release when the opening pathway to

release is created. Thus, this is a general thermal release

process that assumes that fission gas is released from a

high-temperature fuel. However, at a low temperature,

athermal fission gas release which is owing to the recoil

and knock-out of fission gas atoms is the dominant

mechanism, and the Forsberg–Massih model predicts a

release of less than 1–2%, whereas 4–5% FGR values have

been measured at burn-ups of 60 GWd/MTU (Killeen,

Turnbull and Sartori, 2007). Therefore, an empirical

athermal release model was suggested that can predict

fission gas release at relatively low temperatures (as stated

in Equation 2) (Turnbull, 1996). If the temperature of the

nuclear fuel is sufficiently low, the higher FLT value from

the low-temperature model will be calculated than F from

Forsberg–Massih model. In this case, the code was set to

use the FLT value instead of the F.

Equation 2 Low-temperature fission gas release model

FLT � 7 × 10−5 BU + C

FLT = fission gas release fraction by low temperature model.

BU = local burnup (GWd/tU)

C = 0; for BU ≤ 40 GWd/tU.

= 0.01(BU - 40)/10; (BU > 40 GWd/tU and F ≤ 0.05)

2.2 Pu generation and radial power profile

The amount of plutonium produced by breeding is larger

than that produced by the LWR owing to the characteristic of the

fast reactor fuel. Themajor fissile isotope is Pu-239. Furthermore,

in the case of MicroURANUS, the production of approximately

465 kg during 30 EFPY was calculated in the core design process

(as shown in Figure 1A) (Nguyen et al., 2021). Variations in the

thermal conductivity, heat capacity, and thermal expansion of

the fuel caused by plutonium generation were considered as

variations during operation through the weight fraction and

composition of Pu-239, Pu-240, and Pu-241. The properties

that vary during operation owing to Pu generation include

density, heat capacity, thermal expansion, enthalpy, modulus,

and thermal conductivity.

In addition to the fuel material properties, the influence of the

variations in fuel irradiation behavior caused by plutonium

generation was investigated. It is reported that a fission gas

release enhancement effect occurs in the case of a MOX with

20 wt% plutonium (which is operated in a fast reactor) it is

reported that there is a fission gas release enhancement effect

owing to inhomogeneity caused by the segregation of PuO2

FIGURE 1
(A) Mass variation profiles of U and Pu isotopes and (B) composition profile of plutonium (Nguyen et al., 2021).
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(Walker, Goll, and Matsumura, 1996). However, in the case of

nuclear fuel operating at low power and temperature, the fission

gas release enhancement effects owing to plutonium segregation

are negligible, and the plutonium composition at the end of life of

the current nuclear fuel is approximately 3 wt% (as shown in

Figure 1B) (White et al., 2001). This is significantly low to be

considered in the MicroURANUS case.

Plutonium generation also affects the radial flux inside the

pellet because of the generation of the local fissile element Pu-239.

In the LWR, owing to the self-shielding effect by resonance capture

of the thermal neutron, it has a higher burnup and neutron flux at

the edge part of the pellet. However, radial flux depression can be

disregarded in fast reactors because of the low-resonance capture

of neutrons (Guerin, 2012; Medvedev et al., 2018). A few studies

were conducted to develop a new burn-up module for fast-reactor

MOX fuel that considers the generation ofminor actinide elements

(MA) and helium from the decay of MA (Cechet et al., 2021). The

plutonium generation is considerably marginal in the present

design (a maximum of 3 wt%). Furthermore, the initial fuel

form is UO2 rather than MOX. Therefore, a flat power profile

was applied to the present code.

2.3 Model of cladding material properties

The most important life-limiting factor of cladding in the

case of the fast reactor is irradiation-induced void swelling.

Meanwhile, ferritic/martensitic stainless steel has been used

widely in SFR because of the superior resistance to irradiation

void swelling. However, when it is irradiated at a relatively low

temperature (below approximately 400°C), it considerably affects

the decrease in fracture resistance owing to irradiation

embrittlement (Chen, 2013; Cabet et al., 2019). In addition,

the ductile-to-brittle transition temperature (DBTT) of

ferritic/martensitic stainless steel increases with irradiation at

a low irradiation temperature. This could induce brittle fracture

of cladding. Therefore, austenitic stainless steel cladding is used

in the case of the present MicroURANUS core design because the

inlet/outlet temperature is 250°C/350°C. This temperature is

lower than the irradiation temperature of the existing fast

reactor (approximately 500°C).

Conventional 304 and 316 grades were mainly used for

austenitic stainless steel cladding, which is mainly used in SFR

in the early stage of development. In addition, 304LN and

316 L(N) grades were applied gradually (these are low-carbon

and nitrogen-controlled austenitic stainless steels) (Dai, Zheng,

and Ding, 2021). This could suppress the decrease in corrosion

resistance owing to grain boundary carbon precipitation and

improve the mechanical strength owing to the high nitrogen

content (Mathew, 2010; Ravi et al., 2012). In addition, swelling of

cladding is the most crucial life-limiting factor in high burn-up

and high neutron energy environments. Ti-stabilized austenitic

stainless steels such as 316Ti and 15-15Ti have been developed to

solve this problem (Maillard et al., 1994). These are swelling-

resistant alloys. 15-15Ti shows a remarkable void swelling

resistance of up to 130 dpa (Courcelle et al., 2016). Therefore,

15-15Ti steel was adopted as the cladding material because the

peak cladding radiation damage attained approximately 120 dpa

under the present reactor operating conditions. Luzzi et al.

developed a “generalized 15-15Ti” model to fit the swelling data

of several 15-15Ti steel groups in a conservative manner, and this

model was used in this work (Luzzi et al., 2014). The irradiation

swelling data of 15–25% cold worked 15–15Ti steels were used to

establish the model (Hübner, 2000; Bergmann et al., 2003; Cheon

et al., 2009; Dubuisson, 2013). The cladding correlations show the

swelling correlation of 15-15Ti applied to this code (see Table 1). It

has a peak value at 450°C. Furthermore, it increases exponentially

with the increase in temperature and increases by a factor of

2.75 for fast fluence on cladding.

The corrosion of cladding in an LBE flow environment is also

one of the highly important degradation mechanisms. The

approximate coolant limit temperature is acknowledged to be

550°C (Li et al., 2017). In general, austenitic steels in lead-

bismuth eutectic systems between 450 and 500°C oxidize with

the formation of dual-layer porous magnetite (Fe3O4)/compact

inner spinel layer for short-term operation (Müller, Schumacher

and Zimmermann, 2000). However, it was verified that a uniform

and protective Fe-Cr spinel single layer is formed in austenitic

steel SS316L and 15–15Ti during long-term operation at a

temperature below 450°C (Tsisar et al., 2016; Lee et al., 2021)

Therefore, the single layer oxidation parabolic law of 15-15Ti was

applied, and the parabolic rate constant and activation energy

were calculated by fitting the literature data on long-term

oxidation at 400°C, 450°C, and 550°C in flowing LBE (2 m/s)

with 10–7 mass% of dissolved oxygen. (Tsisar et al., 2016). In

addition, the existing ZrO2 thermal conductivity model was

modified to the thermal conductivity of Fe–Cr spinel obtained

from first-principle calculations (Liu et al., 2016).

Equation 3 Parabolic law and constants for 15-15Ti

x �
����
2kpt

√
, kp � Z · exp (− Q

RT
)

x: corrosion thciness,

kp: corrosion constant, and

t: corrosion time

Q: activation energy, R: gas contant, andT: Temperature(K)
Q � 176.07 ± 22.98 kJ/mol, RlnZ � 1.7417 ± 31.84

3 Results and analysis

3.1 Simulation conditions

The operating conditions of MicroURANUS are

summarized in Table 4. The linear power of the rod of the

MicroURANUS core was calculated based on a reactor
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TABLE 1 Material property correlation of 15-15Ti.

Model parameter Correlation used in the present work References

Melting point [K] 1,673 Schumann, (1970)

Thermal conductivity [W/mK] k � 13.95 + 0.01163 T [°C] Tobbe, (1975)

Thermal expansion [%] B � −3.101 × 10−4 + 1.545 × 10−5 T [°C] + 2.75 × 10−9 T2 [°C]2 Tobbe, (1975)

Elastic modulus [GPa] E � 202.7 − 81.67 × 10−3 × T[°C] Tobbe, (1975)

Specific heat [J/kgK] cp � 450.74 + 1.333 × 10−1 × T[K] Banerjee et al. (2007)

Irradiation swelling [%] △V
V [%] � 1.5 × 10−3 exp[−2.5 (T[°C]−450100 )2]∅2.75 ∅[1022cm2 ] : neutron fast fluence, T[°C] : cladding temperature Luzzi et al. (2014)

Irradiation creep _εi [%h−1] � 3.2 × 10−24E∅σ, E [MeV] = average neutron energy, φ[ n
m2s] : fast flux, E φ = 5 × 1014 MeV/cm2s , σ

[MPa] cladding equivalent stress

Tobbe, (1975)

TABLE 2 Correlations adopted in fuel modeling.

Model parameter Correlation used in
the present work

References

Melting point [K] MATPRO Siefken et al. (2001)

Thermal conductivity Duriez/modified NFI model Duriez et al. (2000)

Thermal expansion [%] Luscher/Geelhood model Luscher, Geelhood and Porter, (2015)

Emissivity MATPRO Siefken et al. (2001)

Specific heat [J/kgK] MATPRO Siefken et al. (2001)

TABLE 3 Operation conditions of MicroURANUS.

Design parameter Value

Fuel

Fuel material UO2

Fuel diameter [mm] 17.1

Fuel column length [m] 1.55

Rod axial peaking factor 1.2

Effective full power operation year [year] 30

Cladding and plenum

Cladding material 15–15Ti

Cladding outer diameter [mm] 20

Cladding thickness [mm] 0.95

Radial gap thickness [mm] 0.15

Rod fill gas He

Initial fill gas pressure [MPa] 1

Fission gas plenum size [mm] 100

(Continued on following page)
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physics study (Nguyen et al., 2021). The performance of the

peak power rod was evaluated to consider the safety margin of

this core from the operation limit, through thermal and

mechanical calculations of the nuclear fuel rod. Figure 2

shows the average and peak linear heat rates of the peak

power rod and the average burn-up of the rod. These were

calculated using the LFR fuel performance code. The MCS

calculation in the reactor physics study revealed that the local

peak linear heat rates of the hottest assembly were 9.91, 11.24,

and 12.50 at 0, 15, and 30 EFPY, respectively. In the actual

core design, the top and bottom 25 cm of the fuel rod have

different enrichment designs, called onion zoning. However,

simple cosine-shaped axial zoning is considered for the

present calculations to evaluate nuclear fuel performance.

An average-to-peak power ratio of 1.2 was applied. The rod

average linear heat rate was calculated to be approximately

8.26, 9.37, and 10.42 at 0, 15, and 30 EFPY, respectively. The

rod average discharged burn-up was approximately 46 GWd/

tU when operated for 30 EFPY. Figure 3 shows the linear heat

rate as a function of the axial elevation location of the fuel rod

during operation.

The flow velocity variation between assembly channels should

be treated carefully for the hot channel analysis. However, in the case

of the current reactor system called MicroURANUS, it is a

conceptual design stage, and the reactor physics study was based

on constant fluid velocity obtained from a one-dimensional thermal

hydraulics code (Nguyen et al., 2021). Therefore, the preliminary

fuel performance analysis was performed on the unit cell without

considering detailed assembly and grid structure to consider the

coolant assembly velocity variation. For this reason, the core

averaged mass flow rate is used in the current stage which is the

TABLE 3 (Continued) Operation conditions of MicroURANUS.

Design parameter Value

Coolant

Primary coolant material Lead-Bismuth Eutectic (LBE)

Coolant composition Pb/Bi [%] 44.5/55.5

Coolant pressure [MPa] 0.1

Average coolant heat transfer coefficient of the rod [W/m2K] 30869

Coolant velocity [m/s] 0.77

FIGURE 2
Average burn-up and linear heating rate profile of the rod.

FIGURE 3
Axial peaking for fuel rod.
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same value as the current study (see Table 4). In addition, the axial

temperature distribution data was calculated based on an average

bundle mass flow rate.

3.2 Validation of code

Figure 4 compares the temperature calculation results with

the preliminary thermal-hydraulics analysis results obtained by

MARS-LBE (Shin et al., 2017). Thermo-mechanical feedback of

the material was not considered in the case of the RELAP5/

MOD3 code and COBRA-TF used in the MARS code. The initial

gap at cold zero power (CZP) was set to 150 μm in the MARS-

LBE and LFR fuel performance codes in this study. However, in

the case of the LFR fuel performance code, the thermo-

mechanical response in both fuel and cladding owing to

thermal expansion from CZP to hot zero power (HZP) was

considered. The fuel surface and cladding inner radius

displacements at the HZP were calculated to be

approximately 60 and 110 μm, respectively. Consequently, the

increase in the initial gap was approximately 200 μm at the

beginning of life condition in the LFR fuel performance code.

This is 50 μm larger than the initial inputted cold gap of 150 μm.

Thereby, the LFR fuel performance code fuel rod temperature

calculation result differed from the fuel centerline temperature

(see Figure 4A). The fuel temperature was determined to be

about 150 K higher in the case of the LFR fuel performance code.

In the case of cladding and coolant temperatures, the MARS-

LBE temperature was higher than the LFR fuel performance

code results in Figures 4B,C. The differences among these codes

exist mainly because of the 1) heat transfer coefficient models

and the 2) calculation methods. 1) In MARS-LBE, convective

heat transfer is obtained by calculating the convective heat

transfer coefficient from Nu which is given by the function of

Re and Pr. Seban-Shimazaki correlation is applied to obtain Nu

in the MARS-LBE system (Seban and Shimazaki, 1949).

Therefore, the heat transfer coefficient value is calculated and

updated simultaneously according to the fuel rod axial position

and temperature of the coolant using the Seban-Shimazaki

correlation. Also, the MARS-LBE code considers mass,

momentum, and flow condition change due to pressure loss by

friction on the fluid flow model. However, in this work, the LFR fuel

performance code was developed to verify that the reactor can be

operated safely during steady-state operation from a nuclear fuel

perspective through multiphysics modeling of fuel and cladding.

Therefore, the characteristics of the fluid, which were considered in

detail in the thermal-hydraulics code (MARS-LBE), were simplified

in this work. In this work, the core-averaged constant heat transfer

coefficient obtained by MARS-LBE was applied as stated in Table 4.

In addition, the coolant temperature is calculated as an energy

balance through a one-dimensional convection heat transfer

coefficient without considering momentum change or friction. 2)

FIGURE 4
MARS-LBE code comparison results of (A) Fuel centerline temperature (B) Cladding average temperature (C) Coolant temperature.

TABLE 4 Modified material and material properties in LFR fuel performance code.

Module Modified material Modified properties

Fuel UO2 Pu generation

Cladding Zircaloy → 15–15Ti Swelling, Thermal conductivity, Heat capacity, Thermal expansion, Transition temperatureModulus, Creep (Thermal, Irradiation)

Coolant Water → LBE Constant heat transfer coefficient, Heat capacity, Mass flux
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In the MARS-LBE code, the temperature calculation proceeds from

the initial geometry without considering the thermomechanical

deformation of the fuel rod. On the other hand, in this work,

heat flux emitted out of the rod due to the He gap size increase

caused by the thermal expansion of the cladding. Asmentioned, there

is a slight difference in the temperature calculation results due to the

heat exchange capability of coolant and the effect of the geometry

difference caused by the difference in detailed calculation methods

among these two codes. Therefore, although the inlet temperature

was set to have the same value of 523 K, the coolant temperature was

calculated to be relatively low to be a maximum of about 20 K in the

LFR fuel performance code. Furthermore, a low coolant temperature

causes the cladding temperature to be calculated low and the

maximum difference was calculated to be about 40 K in the outlet

region. If we consider the different characteristics between the two

codes, the temperature results were slightly different. However,

thermomechanical iterations and a series of interactions can

provide a more realistic simulation to analyze fuel rod

multiphysics behavior with acceptable coolant temperature

difference with thermal-hydraulics code. In the case of fuel

temperature, the maximum temperature of the fuel at a point

slightly higher than the mid-region was identical in both code

FIGURE 5
(A) Axial distribution of fuel centerline and (B) temperature evolution profile of the hottest axial region.

FIGURE 6
End-of-life Temperature of (A) fuel pellet and (B) cladding and coolant.
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cases. In addition, it was confirmed that the cladding and coolant

temperatures were well increased according to the axial elevation.

3.3 Thermo-mechanical behavior of peak
power fuel rod

3.3.1 Thermal behavior of fuel rod
Figure 5A illustrates in detail the calculation results for the

axial profile of the variation in fuel centerline temperature

during operation. Because cosine-shaped power peaking was

applied axially, the highest temperatures were observed in

axial regions 5 and 6. These were 0.8 and 1.0 m above the

center of the nuclear fuel. The fuel temperature continued to

increase from 0 EFPY to 15 EFPY and 30 EFPY at each axial

region. Figure 5B shows the long-term behavior of nuclear

fuel. It illustrates the evolution of the fuel centerline, surface

temperature, and temperature of the inner and outer surfaces

of the cladding in the fuel rod hottest region (i.e., axial region

6). The centerline temperature of nuclear fuel shows an

increase of approximately 250 K during operation. This is

because the linear heat rate continues to increase during

operation (as shown in Figure 3) and because of the effect

of the degradation of fuel thermal conductivity owing to

irradiation. It was determined that these factors that

increase the fuel temperature are more significant than the

effect of the increase in gap conductance owing to the decrease

in pellet cladding gap. The variations in gap width and the

effect of gap conductance are analyzed in detail in a

subsequent section.

The calculated axial temperature distribution of the fuel rods at

the end of life after the reactor was operated for 30 EFPY is shown in

Figure 6. The temperature of the fuel was the highest at axial region

6 and was approximately 1200 K at 30 EFPY. Considering that the

operating temperature of nuclear fuel in a conventional fast reactor

is approximately 2000 K owing to the low linear power of the reactor

in this study, the present calculation result is significantly low and

ensures a thermal margin for fuel melting. In the case of the LBE

coolant, the outlet temperature was approximately 623 K (an

increase of 100 K) when the inlet temperature was set to 523 K.

The maximum temperature of the cladding did not exceed 650 K.

Therefore, it was operated at a lower temperature than that of the

steel cladding of a conventional fast reactor, which is in the range of

FIGURE 7
Fuel swelling (A) nodal burn-up relationship and (B) rod average burn-up profile.

FIGURE 8
Fuel densification.
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700–800 K. Thus, stability can be secured by mechanisms that

degrade material property, such as oxidation, creep, and swelling

of cladding.

3.3.2 Mechanical behavior of fuel rod
The fuel, cladding deformation, and gap size evolution are

discussed in detail in this section. Figure 7A shows the fuel

swelling at 30 EFPY. Because the axial peaking of the fuel rods

was considered, the average rod burn-up at 30 EFPY operations was

46 GWd/tU, whereas the maximum nodal burnup was calculated to

be approximately 55 GWd/tU at the center of the fuel rod.

Therefore, because a linearly increasing fuel swelling model was

used for burn-up (as stated in Equation 4), the deformation caused

by swelling was observed with an identical tendency as the burn-up

profile. The highest swelling at the center of the fuel rod was

approximately 85 μm, and the volume fraction was determined

to be a maximum of approximately 3.3 vol%. Figure 7B shows the

fuel swelling at each axial node according to the average burn-up of

the rod. At the early stage of operation, the fuel surface deformed

inward owing to the densification effect (see Figure 8).

Equation 4 Fuel swelling model used in the present study

(Luscher, Geelhood, and Porter, 2015)

For burnup< 6GWd/tU : solidswell � 0

For burnup> 6GWd/tU and < 80GWd/tU : solidswell

� bus × (2.315 × 10−23)
bus � fdens × 2.974 × 1010 × (bu − bul)

FIGURE 9
Cladding hoop strain (A) evolution profile and (B) temperature relationship at 30 EFPY.

FIGURE 10
Cladding deformation mechanism of (A) coldest axial region and (B) hottest axial region.
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solidswell = fractional volume fraction owing to solid fission

product

bus = fuel burn-up during time-step

fdens = initial fuel density (kg/m3)

bu, bul = burn-up at the end of the time-step, previous time-

step (GWd/tU)

The hoop strain of the cladding increased during operation as

explained in Figure 9A. Although the neutron damagewas highest at

the center of the fuel rod owing to the high fission rate, the cladding

of the hottest region (which is axial region 9) was observed to have

the largest hoop strain according to Figure 9B. Figure 10 describes

the hoop strain components of the 15–15Ti cladding of the coldest

and hottest axial regions. At zero power, the thermal strain

component caused by thermal expansion from room temperature

cold zero power to hot zero power in both the coldest and hottest

cladding regions was calculated. Thereafter, a marginal increase in

thermal strain was observed as the cladding temperature increased.

The elastic mechanical strain components generated by the

difference between rod inner pressure and coolant pressure were

determined to be significantly low. In addition, because the

temperature of the cladding was inadequate to induce creep

deformation, the permanent deformation owing to creep was also

determined to be insignificant. However, there was a significant

difference in swelling strain between the coldest and hottest regions.

As shown in Figure 10A, the temperature of the cladding in the

coldest region was sufficiently low for the increase in swelling strain

FIGURE 11
Profile of gap width evolution.

FIGURE 12
(A) Plenum pressure build-up and fission gas release and (B) Cladding hoop stress result.

FIGURE 13
Gap conductance of peak power rod.
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to be marginal. However, as can be observed in Figure 10B, the

behavior of the hottest region was different from that of the coldest

region. The swelling of 15–15Ti increases in proportion to the

square of the temperature as it approaches 450°C. Therefore, the

hottest cladding was determined to have a temperature sufficient for

swelling to occur. Hence, the fast neutron fluence increment and

temperature increment affect the swelling of the cladding during

operation. The swelling deformation was the major component of

the hottest cladding region. Furthermore, the hoop strain profile was

consistent with the increasing tendency of swelling strain.

Based on the calculated fuel and cladding deformations, the

evolution of the gap size between fuel cladding during operation

is shown in Figure 11. The initial gap size was calculated to be

approximately 200–210 μm depending on the axial region owing

to the zero-power initial thermal expansion. At the early stage of

operation, the fuel-cladding gap increased temporarily owing to

fuel densification. Thereafter, the fuel-cladding gap decreased

gradually owing to fuel swelling (which increased linearly),

although the cladding deformed outward. This calculation of

gap size verified that MicroURANUS can mitigate

the fuel cladding mechanical interaction (FCMI) caused by

fuel-cladding contact with a cold gap of 150 μm (which is a

key factor that causes fuel failure during its entire life). Thereby, it

can ensure the safety of fuel rods.

Figure 12A shows the fractional fission gas release of the peak

power fuel rod of MicroURANUS and the corresponding plenum

pressure calculated using the gap gas concentration and total void

volume. The low-temperature fission gas release model was applied

as described in Section 2.1. This was because the temperature of the

fuel was low, wherefore the release fraction was evaluated as

significantly low when the Forsberg–Massih model was used.

Consequently, the release fraction increased linearly. In addition,

the slope was determined to be steep when the local burnup

exceeded 40 GWd/tU. It was determined that enhanced release

was achieved when the rod average burn-up attained approximately

35 GWd/tU. This was because the nodal burn-up exceeded

40 GWd/tU in the mid-region of the highest rod. The fractional

fission gas release at 30 EFPY was approximately 1.2%. This was

maintained significantly low during the entire operation. Owing to

the fission gas release, the plenum pressure attained approximately

2.5 MPa, and the cladding hoop stress showed a tendency identical

to that of the plenum pressure build-up (see Figure 12B). This was

because contact stress was absent owing to gap closure. Therefore,

the gap conductance increased because the decrease in the fuel-

cladding gap was dominant at the beginning of the operation.

However, the gap conductance decreased abruptly owing to the

release of fission gases such as Xe and Kr. These have low thermal

conductivity after the average rod burn-up of approximately

35 GWd/tU (see Figure 13). The fuel temperature continued to

increase owing to the thermal feedback phenomenon, wherein the

decrease in gap conductance and degradation of fuel thermal

conductivity occur simultaneously.

The oxide scale thickness was calculated using the parabolic

law for 15-15Ti steel (Figure 14). It was calculated to be larger in

the axial region where the cladding temperature was high.

However, it was calculated to be approximately 40 μm at the

end of the operation in axial region 9.

3.4 Calculation of mechanical integrity
and comparison of design limit

Table 5 summarizes the comparison results of the

thermomechanical behavior of the peak power fuel rod of

the MicroURANUS system and the design limit factors. First,

FIGURE 14
Calculated oxide thickness.

TABLE 5 Design limit analysis results of MicroURANUS.

MicroURANUS Design limits Reference

Max. pellet center temperature [K] 1,200 2,200 Grasso et al., 2013

Initial He pressurization/Max plenum pressure [MPa] 1/2 Max. 5 Grasso et al., 2013

Max. cladding temperature [K] 640 823 Grasso et al., 2013

Cladding diametral strain [%] 1.5 3 International Atomic Energy Agency, (2012)

Cumulative damage fraction 9.08 × 10–13 0.2 International Atomic Energy Agency, (2012)
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the maximum fuel temperature was evaluated as 1200 K. A

sufficiently low fuel temperature provided a large safety

margin for fuel melting and low pressure build-up fission

gas release. The cumulative damage fraction (CDF) was

calculated to predict the probability of creep rupture failure

using the Larson–Miller parameter (LMP) for 15-15Ti steel

(Filacchioni et al., 1990). Because the cladding hoop stress

showed an equal value at all the axial nodes, the CDF of the

hottest part of the cladding (which is aixial region 9) was

calculated as 9.08 × 10–13 using Equation 5. This result reveals

a negligibly low failure probability when a limit of

approximately 0.2 is considered to account for the safety

margin for the mechanical integrity of cladding

(International Atomic Energy Agency, 2012).

Equation 5 Larson–Miller Parameter for 15-15Ti

LMP � T[16.0 + log10(tR)] � (2060 − σH)/0.095
tR = rupture time (h), σH = hoop stress (MPa), and T = cladding

temperature

CDF � ∫t
0

dt

tR

4 Design optimization of
MicroURANUS

This section describes the optimization of the fuel rod design

of MicroURANUS by using the developed LFR fuel performance

code. As explained in Figure 11, the cold gap of MicroURANUS

is set to 150 μm. However, considering the cladding thermal

expansion in the room-temperature reference, it has a gap of

approximately 210 μm for hot zero power. This indicates that gap

closure does not occur. In this case, FCMI can be prevented.

However, if the gap is excessively large, the temperature of the

fuel may increase owing to the low thermal conductivity of the

gap. Therefore, the fuel rod design was optimized by adjusting

the size of the initial gap to 150 μm, which is the reference case.

FIGURE 15
Initial gap size effects on (A) gap width, (B) gap conductance, (C) gap average temperature, and (D) fuel centerline temperature.
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The effects of initial gaps of 50 and 0 μm on the gap size, gap

average temperature, and fuel centerline temperature were

compared and analyzed.

In Figure 15A, the gap size evolution profile is compared by

varying the size of the initial gap in axial region 5. This is the rod’s

mid-region with the smallest gap size owing to the largest fuel

swelling. The decreasing tendency obtained when the initial gap

was set to 50 and 0 μm was similar to that at 150 μm. This was

because the fuel swelling model described in Equation 4 is related

only to the burn-up, and there was no significant difference in

cladding deformation. It was determined that gap closure did not

occur even when there was no initial gap. Thus, Figure 15B verifies

that the gap conductance increased as the size of the gap decreased. It

is also shown in Figures 15C,D that the gap gas temperature and fuel

centerline temperature decreased as the gap size decreased and gap

conductance increased. Thus, it was demonstrated that a reduction in

the size of the initial gap reduces the temperature of the nuclear fuel

and excludes the possibility of FCMI for MicroURANUS design

using the developed LFR fuel performance code. Considering the

manufacturability of the actual fuel rod, the initial gap could not be

set to 0 μm.However, the fuel design could be optimized by reducing

it to approximately 50 μm.

5 Conclusion

In this study, the LFR fuel performance code (which is a normal

operation fuel performance code for the LBE coolant fast reactor) was

developed based on the LWR normal operation fuel performance

code FRAPCON-4.0. The material properties and mechanisms were

modified to adopt the fast spectrum characteristics of the current

reactor. The full core life fuel performance of MicroURANUS was

analyzed using the modified code to evaluate safety in terms of

thermal stability and mechanical integrity.

Owing to the low linear power of this reactor

(MicroURANUS), the maximum fuel temperature was

determined to be 1200 K. Consequently, a low fuel

temperature provides a large safety margin for fuel

melting, as well as low pressure build-up fission gas

release. The maximum fractional fission gas release does

not exceed 1.2%, which can reduce the internal pressure

build-up of the rod and enable high initial He

pressurization to effectively reduce the fuel temperature. In

addition, the results show that the fuel temperature is

sufficiently low to enable safe operation without gap

closure during the entire core life. This can prevent

mechanical interaction between fuel and cladding, which is

a key mechanism of fuel pin failure in conventional reactors.

The cladding shows low degrees of swelling while

maintaining high mechanical integrity because of the low

temperatures of the cladding and coolant.
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A printed circuit heat exchanger (PCHE) can offer superior performance in area

concentration and heat transfer efficiency. A PCHE with a liquid lead–bismuth

eutectic (LBE) and supercritical carbon dioxide as working media can use these

materials as intermediate heat exchangers in lead–bismuth eutectic-cooled

reactors to reduce facility size and improve economy. To ensure the reliability of

a numerical simulation for a liquid LBE in PCHE channels, the flow and heat

transfer characteristics of a liquid LBE were investigated in a single D-type

channel. The existing turbulent Prandtl number (Prt) models and the shear‒

stress transport (SST) k − ω model were evaluated first by using experimental

liquid metal data. Then, a suitable Prt model was proposed for the numerical

simulation of the liquid LBE. Finally, the flow and heat transfer characteristics of

the liquid LBE were studied in D-type straight channels and D-type zigzag

channels. The study presented the effects of flow velocity, wall heat flux,

equivalent diameter and zigzag channel angle on the flow resistance and

heat transfer characteristics. Meanwhile, a heat transfer correlation suitable

for a D-type straight channel was also proposed. The research results in this

paper lay a good foundation for the development of PCHEs with an LBE as the

working fluid.

KEYWORDS

printed circuit heat exchange, turbulent Prandtl number, lead-bismuth eutectic,
D-type channel, heat transfer correlation

1 Introduction

Liquid–metal cooled nuclear reactors are recognized as promising generation-Ⅳ
reactors due to their low melting point, high boiling point, excellent heat absorption

capacity, high molecular heat conduction, good neutron performance and radiation

resistance. Moreover, the liquid lead alloy (typically a liquid lead–bismuth eutectic) offers

good passive safety characteristics and superior economy as a coolant for nuclear reactors

(Roelofs et al., 2019). The main characteristics of typical lead-based fast reactors (LFRs)

worldwide have been summarized by Zhang et al. (2020). They noted the current
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challenges in their development and discussed the research

progress of four main thermohydraulic aspects.

The flow and heat transfer characteristics of liquid

lead–bismuth eutectics (LBEs) have been studied extensively

by experiments and numerical simulations. An experiment

considering a 19-pin hexagonal rod bundle cooled by a

forced-convective LBE was completed at the Karlsruhe Liquid

Metal Laboratory (KALLA) (Pacio et al., 2016). Their

experimental results had good repeatability in the uncertainty

range, and correlations for predicting the drag coefficient and

Nusselt number (Nu) were recommended. Moreover, research

on the flow and heat transfer characteristics of a liquid LBE in

annular channels has been conducted. An experimental

investigation in the annular channel showed that the flow and

heat transfer characteristics of a liquid LBE are obviously

influenced by gas injection (Zhu et al., 2019). To overcome

these experimental limitations, numerical simulations have

been widely applied in analysing heat transfer characteristics.

The RANS method and turbulent viscosity model were used to

predict the forced convective heat transfer of a liquid LBE (Thiele

and Anglart, 2013). Turbulent heat fluxes were modelled with a

simple gradient diffusion hypothesis (Marocco et al., 2017), and

the results showed that the turbulent Prandtl number (Prt) can
be locally evaluated either with a correlation or by solving some

additional transport equations. Furthermore, mixed large eddy

simulation (LES) and direct numerical simulation (DNS)

methods were also used to calculate the mixed convection of a

liquid metal (Marocco and Garita, 2018), and the difference

between the forced and assisted convection for the liquid metal

was assessed at the same Reynolds number in detail. In addition,

the flow and heat transfer characteristics of a liquid LBE in

circular pipes were extensively studied. The heat transfer

characteristics of a liquid LBE were also studied by

experiments and numerical simulations methods in circular

pipes (Chen et al., 2013). First, the numerical simulation

results of different Prt models were evaluated. Then, they

recommended a Prt model suitable for a liquid LBE in their

investigation. The standard k − ε model was adopted to analyse

the heat transfer and flow characteristics of a liquid LBE in

circular tubes under different heat flux conditions (Guo and

Huai, 2013). The research results showed that the heat transfer

entropy generation rate decreased with increasing Peclet number

(Pe), and the fluid friction entropy generation rate increased.

The direct numerical simulation method was used to calculate

the liquid LBE in a vertical heating tube (Zhao et al., 2018). The

study showed that when the turbulence attenuation increases

with increasing buoyancy, the surface friction coefficient

decreases significantly, and Nu decreases slightly. The physical

properties of 12 liquid metals were collected and analysed by

Jaeger (2016), and the heat transfer correlations in circular tubes,

rectangular channels and circular channels were evaluated and

compared with the experimental data. Moreover, the influence of

inlet on heat transfer characteristics was analysed (Jaeger 2017).

Jaeger predicted that the heat transfer at the inlet is 100% higher

than that at the fully developed fluid and emphasized that

optimizing the heat exchanger structure is helpful when

strengthening the heat transfer.

In a nuclear reactor, heat is transferred from the primary

circuit to a secondary circuit through an intermediate heat

exchanger, and a regenerator is arranged in the second

loop. The intermediate heat exchanger and the regenerator

take the form of a shell and tube heat exchanger. This

configuration requires that both heat exchangers have high

heat transfer efficiency, and the safety of the heat exchangers

must be guaranteed. Usually, shell and tube heat exchangers are

used in conventional nuclear power plants. In recent years, the

application of gas Brayton cycle power generation systems in

liquid metal reactors has attracted extensive attention. Therefore,

the characteristics between liquid metals and gas have been

investigated. A numerical simulation method was used to

analyse the characteristics of heat transfer and flow resistance

between a liquid LBE and helium (Chen et al., 2013). Wang et al.

(2017) experimentally investigated the heat transfer

characteristics of a liquid LBE and helium in a heat

exchanger, and the influences of inlet temperature and inlet

fluid mass flow rate on the total heat transfer coefficient were

analysed. Liu et al. (2018) designed a noncontact double-wall

straight tube heat exchanger for a Kylin-II circuit, and the SST

k − ω model was adopted to calculate the flow rate and

temperature distribution of a liquid LBE in the heat

exchanger. However, shell and tube heat exchangers are

traditional heat exchanger equipment and cannot offer

superior performance in area concentration and heat transfer

efficiency.

It is well known that the heat needed to be recovered in the

gas Brayton cycle is considerable, so the heat exchange efficiency

and size of the regenerator are more prominent (Xu et al., 2020).

Compared with shell and tube heat exchangers, printed circuit

heat exchangers (PCHEs) have been applied in thermal power

and solar power generation systems because of their high heat

exchange efficiency, small size and high safety. The development

of supercritical carbon dioxide flow and heat transfer

characteristics have been classified and summarized in PCHEs

according to experimental and numerical simulation results

(Huang et al., 2019). An experimental study was conducted

on a PCHE regenerator with discontinuous biased rectangular

and airfoil fins (Pidaparti et al., 2019), and the local and average

heat transfer coefficients and pressure drops under different

operating conditions related to the supercritical carbon

dioxide (SCO2)-Brayton cycle were measured. Li et al. (2019)

studied the influence of inlet temperature and pressure of SCO2

on the overall heat transfer performance of a sawtooth finned

PCHE, and an evaluation method was proposed for the overall

heat transfer performance considering the influence of operating

temperature and pressure. Aneesh et al. (2018) performed a

numerical analysis on a simplified numerical model of a single-
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row PCHE in a helium–helium countercurrent loop and studied

the properties of local flow and heat transfer in a periodic

channel. Saeed and Kim, 2017 performed a regional

optimization of a SCO2 PCHE, which significantly reduced

the computation time without affecting the accuracy of the

solution.

Most of the literature above has shown PCHEs used as

regenerators in the Breton cycle, and the heat transfer

characteristics were mainly studied between gases. However,

there are few studies on PCHEs as intermediate heat

exchangers for primary and secondary circuits of nuclear

reactors. The thermal-hydraulic performance of a PCHE was

studied with FLiNaK and helium as working fluids (Kim and Sun.

2014), and a reasonable PCHE design method was proposed.

FLiNaK and carbon dioxide as working fluids were considered in

a PCHE by Kim et al. (2016). They evaluated the influences of the

different channel types on economy and proposed the best kinds

of channel configuration for PCHEs. To obtain the heat transfer

characteristics of SCO2 and liquid metal in PCHEs, Cong et al.

(2021) performed a numerical simulation on liquid metal sodium

and SCO2 by using SST k − ω and Abid low Reynolds k − ε

turbulence models for SCO2 and sodium domains, respectively.

They compared the heat transfer coefficient and friction

coefficient calculated by numerical simulation with the

empirical correlation. It was concluded that the mass flow and

inlet working medium temperature have a significant influence

on the heat transfer of the two kinds of working fluids.

At present, model tests and numerical simulations of liquid

LBEs are widely performed in circular pipes, annular channels or

outside tube bundles. Meanwhile, the heat transfer characteristics

of fluids in the D-type channels of PCHEs are mainly focused on

fluids such as supercritical carbon dioxide, helium and sodium.

Nevertheless, no experimental data or simulation results for the

flow and heat transfer characteristics of a liquid LBE in D-type

channels have been published thus far. In the current work, to

predict the convective heat transfer characteristics of a liquid

LBE, a numerical simulation method with the SST k − ω model

was performed in a single D-type channel of a PCHE. A new Prt
model was proposed that is suitable for the numerical simulation

of a liquid LBE. Meanwhile, a new correlation for calculating the

heat transfer of D-type channels was also proposed. These

research results can be used for developing a liquid metal

PCHE that can be applied to a generation-reactor.

2 Numerical calculation models and
methods

2.1 Geometry of the D-type channel

A PCHE is fabricated by flat metal plates with photochemically

etched D-type channels. The diameter of the D-type channel is

generally 1–2 mm. Compared with shell and tube heat exchangers,

the PCHE has a smaller size and superior heat transfer efficiency; the

diffusion welding process is used to ensure safety. In this paper, the

heat transfer and resistance characteristics of D-type channels with

different equivalent diameters are studied by a numerical simulation

method. Based on the operational experience of a Russian liquid

lead–bismuth reactor, it is believed that the liquid flow rate should be

less than 2 m/s because mechanical corrosion can become a serious

problem when the fluid velocity is high, especially for liquid heavy

metals (Zhang et al., 2013). Therefore, the flow and heat transfer

characteristics of the liquid LBE were studied at velocities of

0.2–2.2 m/s in this paper. The structural details of the D-type

channel are shown in Figure 1. A shows a straight channel

model, B and C show zigzag channels with different angles, and

D shows a cross section of the D-type channel. Numerical

simulation working conditions and the structural details for the

D-type channels are described in Table 1.

2.2 Governing equations for flow and heat
transfer

In recent years, computational fluid dynamics (CFD) has been

widely used in the prediction of flow and heat transfer characteristics

of liquid metals. Under the condition of constant wall heat flux, the

k − εmodel was used to evaluatePrt in a two-dimensionalmodel by

Cheng andTak. (2006); they proposedCheng’sPrt model. The k − ε

model was also adopted to calculate the heat transfer of a liquid LBE

in a three-dimensional circular pipe (Chen et al., 2013); they

evaluated Prt models and suggested correlations of Nu and Prt.

However, the near-the-wall function was used to estimate the heat

transfer in the k − ε model, which cannot accurately calculate the

heat transfer of the fluid in the viscous sublayer. The real heat

transfer of the fluid in the viscous sublayer is bound to affect the

accuracy of the numerical simulation results. Therefore, it is

necessary to reassess the Prt model of a liquid LBE in the near

wall. Although direct numerical simulation (DNS) and large eddy

simulation (LES) can well calculate the real flow and heat transfer of

a fluid near a wall, they are not suitable for engineering projects due

to the large grid quantity. The k − ω model can be used to calculate

the flow and heat transfer characteristics of a fluid near a wall;

however, the k − ε model is used to calculate the flow and heat

transfer characteristics of the fluid outside the boundary layer.

Moreover, the computational resources required by the k − ω

model are far less than those of the DNS and LES. The k − ω

model is considered an advantageous computational model for

future engineering applications.

To comprehensively assess the applicability of the Prt models

and study the flow and heat transfer characteristics of a liquid

LBE, the SST k − ωmodel was adopted. The SST k − ωmodel can

not only accurately calculate the flow and heat transfer in the

viscous sublayer but also avoid the sensitivity of the standard

k − ω model to incoming flow (Menter. 1993). The solved

governing equations are as follows:
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FIGURE 1
Geometry of the D-type channel.

TABLE 1 Numerical simulation working conditions for the D-type channels.

Case
no.

D-type channel
diameter(mm)

Equivalent
diameter (mm)

Channel
length (mm)

Velocity
(m/s)

Wall
heat flux
(kW/m2)

Inlet
temperature (K)

Channel
form

#1 10 6.11 900 0.2–2.2 −200 773.15 Straight
channel

#2 7.5 4.58 900 0.2–2.2 −200 773.15 Straight
channel

#3 5 3.05 900 0.2–2.2 −200 773.15 Straight
channel

#4 2.5 1.53 900 0.2–2.2 −200 773.15 Straight
channel

#5 10 6.11 900 0.2–2.2 −200 773.15 Straight
channel

#6 5 6.11 900 1.0 −500 −100 773.15 Straight
channel

#7 5 6.11 900 1.0 −200 573.15–773.15 Straight
channel

#8 5 3.05 900 0.2–2.2 −200 773.15 zigzag
channel(15°)

#9 5 3.05 900 0.2–2.2 −200 773.15 zigzag
channel(30°)
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Mass equation:

zρ

zt
+ z

zxi
(ρui) � 0 (1)

Momentum equation:

z

zt
(ρui) + z

zxj
(ρuiuj) � − zp

zxi
+ z

zxj
(σ ij) + z

zxj
(μt(zui

zxj

+ zuj

zxi
) − 2

3
(ρk + μt

zuk

zxk
)δij) (2)

Energy equation:

z

zt
(ρE) + z

zxi
(ui(ρE + p)) � z

zxj
((k + cpμt

Prt
) zT

zxj

+ ui(τij)eff) + Sh (3)

where ρ, u, p, μ, μt, k, T, cp, (τij)eff, E, Sh, σ ij, and Prt are the

density, velocity, pressure, laminar viscosity, turbulent

viscosity, thermal conductivity, temperature, specific heat,

deviatoric stress tensor, total energy, source items, stress

tensor, and turbulent Prandtl number, respectively.

Shear‒stress transport (SST) k–ω equations:

z

zt
(ρk) + z

zxi
(ρkui) � z

zxj
[(μ + μt

σk
) zk
zxj

] + Gk − Yk + Sk (4)

z

zt
(ρω) + z

zxi
(ρωui) � z

zxj
[(μ + μt

σω
) zω
zxj

] + Gω − Yω + Sω

(5)
where Gk represents the production rate of turbulence due to the

mean velocity gradients, Gω represents the production ω, Yk

represents the dissipation of k due to turbulence, Yω represents

the dissipation of ω due to turbulence, and Sk and Sω represent

source items for the user. σk represents the turbulent Prandtl

number for turbulent kinetic energy k, and σω represents the

turbulent Prandtl number of specific dissipation rate ω.

μt � α*
ρk

ω
(6)

where α* can reduce the viscosity of turbulence to correct for low

Reynolds number

α* � α*∞(α0* + Ret/Rk

1 + Ret/Rk
) (7)

where et � ρk
μω , Rk � 6, α0* � βi

3 , and βi � 0.072.

At a high Reynolds number, α* � α*∞ � 1. To accurately

calculate the influence of the turbulent Prandtl number (Prt)

on heat transfer characteristics at low Reynolds numbers,

turbulent shear stress should be considered in the definition

of turbulent viscosity in the SST k − ω model. The calculation

method of μt is given in Eq. 8. This model is more accurate and

reliable than the standard k − ω model and has a wider

application range.

Turbulent viscosity:

μt �
ρk

ω

1

max[ 1
α*,

SF2
α1ω

] (8)

F2 � tanh(ϕ2
2) (9)

ϕ2 � max[2 

k

√
0.09ωy

,
500μ
ρy2ω

] (10)

where y is the distance to the next surface.

The constants in the SST k − ω turbulence model are

presented in Table 2. More details on the SST k − ω model

can be found in Menter (1994).

3 Assessment of heat transfer
correlations and Prt models

3.1 Assessment of heat transfer
correlations

For liquid metals, numerous correlations have been proposed

for convective heat transfer calculations by theoretical analysis

and experimental research. Universally, the Nusselt number

(Nu) is expressed as a function of the Prandtl number (Pr )
and Peclet number (Pe). The correlation of heat transfer is given

in the following.

Nu � a + bPrmPen (11)

TABLE 2 Constants used in the turbulence models.

σk,1 σω,1 σk,2 σω,2 α1 βi,1 βi,2

1.176 2.0 1.0 1.168 0.31 0.075 0.0828

FIGURE 2
Experimental data and the fitted curve.
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where α, b, m, and n are all constants.

Johnson et al. (1953), Buhr et al. (1968) and Ibragimov et al.

(1962) used experimental methods to investigate the heat transfer

characteristics of a liquid LBE in a vertical circular pipe, and they

obtained experimental data in the range of 200–10,000. The

experimental data and their fitted curves are presented in

Figure 2. The correlations proposed by scholars are

summarized in Table 3; a comparison between the fitted

curves of the experimental data and the correlations proposed

by scholars is shown in Figure 3.

As seen in Figure 2, the calculation results of the correlations

proposed by Lyon. (1951), Stromquist (1953), Azer and Chao.

(1961), Skupinski et al. (1965), Chen and Chiou. (1981), Sleicher

et al. (1973) and Subbotin et al. (1963) are larger than the fitted

curve, and the deviations are large. The calculated result of the

correlation proposed by Ibragimov et al. (1962) is less than the

fitted curve. Therefore, these models are not effective in

describing the turbulent heat transfer of liquid metals. The

heat transfer correlation proposed by Cheng and Tak. (2006)

is in piecewise form. When Pe is less than 1,000, the correlation

proposed by Kirillov et al. (2001) is adopted. When Pe is more

than 2000, Stromquist’s correlation is recommended. When

1000<Pe< 3000, a new correlation was reproposed. The

TABLE 3 Convective heat transfer correlation for liquid metals.

Investigator Correlation Remark

Lyon (1951) Nu � 7.0 + 0.025(Pe/Prt)0.8 0<Pr < 0.1

4 × 104 <Re< 3.24 × 106

Skupinski et al. (1965) Nu � 4.82 + 0.0185Pe0.827 104 <Re< 5 × 106

Kirillov et al. (2001) Nu � 4.5 + 0.018Pe0.8 104 <Re< 5 × 106

Azer and Chao. (1961) Nu � 7.0 + 0.05Pr0.25Pe0.77 0<Pr < 0.1

0<Pe< 1.5 × 104

Sleicher et al. (1973) Nu � 6.3 + 0.0167Pr0.08Pe0.85 0.004<Pr < 0.1

104 <Re< 106

Chen and Chiou. (1981) Nu � 5.6 + 0.0165Pr0.01Pe0.85 0<Pr < 0.1

104 <Re< 5 × 106

Stromquist (1953) Nu � 3.6 + 0.018Pe0.8 88<Pe< 4000
Subbotin et al. (1963) Nu � 5 + 0.025Pe0.8

Ibragimov et al. (1962) Nu � 4.5 + 0.014Pe0.8

Cheng and Tak. (2006) Nu � A + 0.018Pe0.8

A �
⎧⎪⎨⎪⎩

4.5
5.4 − 9 × 10−4

3.6
Pe

Pe≤ 1000
1000≤Pe≤ 2000
Pe≥ 2000

FIGURE 3
Comparison of heat transfer correlations and the fitted curve
in Figure 2.

FIGURE 4
Variation in the physical properties of liquid LBE, air and water
with different temperatures.
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maximum deviation between Cheng’s model and the fitted curve

is less than 13.5%. Figure 3 shows that the correlations proposed

by Kirillov agree well with the calculated results of the fitted

curve, and the maximum deviation is less than 10%. Through

comparative analysis, it is recommended to use the correlation

proposed by Kirillov to assess the Prt model for a liquid LBE

under the condition of constant wall heat flux.

3.2 Assessment of Prt models

The melting point of the liquid LBE is 125°C, and the

physical properties of the liquid LBE are only a function of

temperature (Organisation For Economic Co-Operation And

Development Nuclear Energy Agency, 2015). At atmospheric

pressure, the physical parameters of the liquid LBE are

completely different from those of conventional fluids such

as air and water. The density of the liquid LBE is

12,500–35,000 times that of air and 20,000–55,000 times

that of water in the range of 150–1,000°C. The Prandtl

number (Pr ) of the liquid LBE is 6.5‰–6.5% for air and

5‰–4.3% for water. The thermal conductivity of the liquid

LBE is 285–300 times that of air and 170–350 times that of

water. The variation trends of the liquid LBE, air and water

vapour with temperature are shown in Figure 4. The Pr of the

liquid LBE is much smaller than that of a conventional fluid,

but its thermal conductivity is three orders of magnitude

higher than that of a conventional fluid. As a result, the

fluid molecular thermal conductivity still dominates, even

in a turbulent flow state. Therefore, the Prt model applied

to a conventional fluid is no longer suitable for a liquid LBE.

3.2.1 Turbulent Prandtl number model
For conventional fluids, Pr is defined as the ratio of

kinematic viscosity to thermal diffusivity, which reflects the

comparison between momentum diffusion and thermal

diffusivity. Similar to the molecular Prandtl number, Prt is

defined as the ratio of momentum vortex diffusivity to heat

transfer vortex diffusivity. The correlation of Prt is calculated

according to Eq. 12 (Kays et al., 2004). To accurately calculate

Prt, data such as the gradient of the mean temperature and

velocity, turbulent shear stress and turbulent heat flux should be

measured. In general, turbulent heat transport is strictly

analogous to turbulent momentum transport (Groetzbach.

2003).

Prt � εM
εH

� u′
xu

′
y
zT
zy

T′u′
y
zux
zy

(12)

where εM represents momentum vortex diffusivity, εH represents

heat transfer vortex diffusivity, and u′x, u
′
y, and T′ are the average

velocity and temperature.

To obtain more accurate prediction results, the SST k − ω

model is used to assess the Prt models, which are summarized in

Table 4, including the constant model with Prt = 0.85.

The Prt models proposed by Cheng, Aoki, Reynolds and

Jischa are a series of global parameters related to flowing/

transport conditions, such as Pr, Re (or Pe), which are

equivalent to a fixed value on a certain cross section and

do not involve the local spatial distribution of parameters. The

TABLE 4 Turbulent Prandtl number models of liquid metals.

Investigator Correlation Remark

Aoki. (1963) Pr−1t � 0.014Re0.45Pr0.2[1 − exp(−1/0.014Re0.45Pr0.2)]
Reynolds (1975) Prt � (1 + 100Pe−0.5)(1/1 + 120Re−0.5 − 0.15)
Jischa and Rieke. (1979) Prt � 0.9 + 182.4

PrRe0.888

Kays. (1994) Prt � 0.85 + 0.7/Pet

Chen et al. (2013)
Prt � { 4.12

0.01Pe/[0.018Pe0.8 − (7.0 − A)]1.25 }Pe≤ 1000
1000≤Pe≤ 6000 A � { 5.4 − 9 × 10−4Pe

3.6
1000≤Pe≤ 2000
2000≤Pe≤ 6000

ANSYS Default value Prt � 0.85

FIGURE 5
Comparison between the calculation results of 7 Prt models
and Kirillov’s correlation.
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Prt model proposed by Kays is a function of the turbulent Pe

number, as shown in Table 4. The turbulent Pe number is a

function of the turbulent viscosity ratio and Pr, which is

shown in Eq. 13. The turbulent viscosity ratio is a local

spatial parameter that needs to be extracted and updated in

each simulation iteration during the numerical calculation.

Duponcheel et al. (2014) verified that the Kays model was the

best choice, which was in good agreement with LES results,

but there is still a large discrepancy between the experimental

data and the calculated results using the k − ω model. To

improve the prediction accuracy of the heat transfer of the

liquid metal, the Kays model was modified, and the constant

0.7 was replaced by 3.5 in the Kays model, the improved model

was then proposed as shown in Eq. 14. The numerical

simulation result of Nu calculated by Eq. 14 agrees with

the correlation best, and the numerical results comparison

of each Prt model can be found in Figure 5. The Eq. 14 can be

applied to liquid metal sodium, lead-bismuth eutectic,

sodium-potassium alloy and mercury.

Pet � μt
μ
pr (13)

Prt � 0.85 + 3.5
Pet

(14)

3.2.2 Assessment of the Prt model
3.2.2.1 Mesh independency verification

The physical properties of the liquid LBE, such as

viscosity, specific heat, thermal conductivity and density,

are based on the thermophysical relationships

recommended in the guidance manual prepared by the

Organization for Economic Cooperation and Development

and Nuclear Energy Agency (OECD/NEA) (Organisation For

Economic Co-Operation And Development Nuclear Energy

Agency, 2015). In this paper, the Prt models of the liquid LBE

were evaluated in a vertical circular pipe. The geometry of the

circular pipe and the calculation boundary conditions are

described in Table 5.

The structured mesh with O-type division is adopted for the

calculation model, and the grid quantity of meshes ranges

between 346,500 and 957,500. The number of boundary layers

is set to 10, y+<1, and the Prt number is assumed to be 0.85.

Without considering the influence of gravity, the pressure drops

and Nu of liquid LBE with different grid quantities are obtained

by numerical simulation. The calculation results are shown in

Table 6.

The calculation results show that with the increase in the grid

quantity, the difference in liquid LBE pressure drops and Nu

decreases. The Nu deviations between the grid quantity of

630,500 and 770,000, 770,000 and 927,500 are less than 1%,

and the pressure drop deviations are less than 1.7%, which

indicates that the three grids are independent. Considering

both the accuracy and the speed of the numerical simulation,

the model with a grid quantity of 770,000 was selected to

calculate the flow and heat transfer characteristics of the

liquid LBE in a circular pipe.

3.2.2.2 Assessment of Prt models

In the present study, 7 Prt models were assessed by a

numerical simulation method. The comparison between the

calculation results and the correlation proposed by Kirillov is

shown in Figure 5. The Pe number varies from 200 to 2,500.

Under the same conditions of constant wall heat flux and inlet

temperature conditions, numerical results show that Nu

increases with increasing fluid velocity and Pe number. When

Pe is larger than 500, the Nu calculated by the improvement

model is in good agreement with the correlation proposed by

Kirillov. When the Pe number is less than 500, the deviation with

Kirillov’s correlation is less than 10%, and as the PE number

decreases, the calculation results of each Prt model have little

difference.

To further verify the applicability of the Prt models at

constant heat flux conditions, the numerical simulation was

performed considering the changes in fluid temperature, wall

heat flux, pipe tilt angle, and pipe diameter. As seen in

Figure 6A, the results show that Nu increases with

increasing wall heat flux when the fluid velocity and inlet

temperature are constant, and the deviation between Nu

calculated by numerical simulation and Kirillov’s

correlation is less than 1.4%. Figure 6B shows that Nu

decreases with increasing inlet temperature when the wall

heat flux and fluid velocity are constant, and the maximum

deviation betweenNu calculated by numerical simulation and

TABLE 5 Geometry and numerical calculation boundary conditions.

Name Units Value

Diameter mm 5, 10, 15, 20, 25

Length mm 1,500–2,500

Inlet temperature °C 500

Wall heat flux kw/m2 −500 −100

Inlet velocity m/s 0.2–2.2

TABLE 6 Grid independence verification.

Case no. Grid number Nu Pressure drops (Pa)

1 346,500 12.67 13,499

2 478,500 12.83 13,868

3 630,500 12.88 14,087

4 770,000 13.0 14,342

5 927,500 13.03 14,403
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Kirillov’s correlation is less than 1.3%. Figure 6C illustrates

thatNu basically did not change with increasing tube tilt angle

when the wall temperature, fluid velocity and inlet

temperature were constant, and the deviation between Nu

calculated by numerical simulation and Kirillov’s correlation

was less than 0.3%. Figure 6D shows that Nu increases with

increasing pipe diameter when the inlet fluid temperature,

wall heat flux and fluid velocity are constant, and the deviation

betweenNu calculated by numerical simulation and Kirillov’s

correlation is less than 4.7%. The research results show that

when the inlet temperature, wall heat flux, fluid velocity, tilt

angle and pipe diameter change under the condition of

constant wall heat flux, Nu calculated by the improvement

model agrees well with the correlation proposed by Kirillov.

The applicability of numerical methods and model have been

verified with experimental data in circular channel. The

Configuration of D-type channel is different from Circular

FIGURE 6
Variation of Nu with wall heat flux, inlet temperature, tilt angle and diameter.

FIGURE 7
Variation in the velocity ratio along the circular tube.
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channel. In this paper, the improvement Prt model was used

to calculate the flow and heat transfer characteristics of the

liquid LBE in the D-type channel.

4 Results and discussion

4.1 Variation in the velocity and heat
transfer characteristics of a D-type
straight channel

Taking a D-type straight channel with an equivalent diameter of

3.05 mm as an example, when the fluid velocity varies from 0.2 to

2.2 m/s and the inlet temperature of the liquid LBE and the wall heat

flux are constants, the calculated results of the flow and heat transfer

characteristics are analysed. Figure 7 shows that the centre flow

velocity of the D-type channel reaches the maximum when L/D is

FIGURE 8
Variation of Nu along the circular tube.

FIGURE 9
Variation of the heat transfer coefficient and Nu with diameter, velocity, wall heat flux and inlet temperature.
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equal to 30. If the inlet fluid velocity is less than 1.0 m/s, the flow

velocity decreases rapidly. When L/D is equal to 40, the flow velocity

reaches a stable value, indicating that the liquid LBE has fully

developed. When the fluid velocity is greater than 1.0 m/s, the

fluid velocity reaches the maximum value and then maintains the

stable value directly. Figure 8 illustrates that if the fluid velocity is low,

the thickness of the boundary layer in the channel is large, and the

heat transfer coefficient of the fluid fluctuates along the pipe length.

When the flow velocity is greater than 1.0 m/s, the heat transfer

coefficient of the fluid along the pipe length decreases to a certain

value and then tends to be stable.

4.2 Analysis of the heat transfer
characteristics of liquid LBE in straight
channels

The liquid LBE in D-type channels with equivalent diameters of

1.53 mm, 3.05 mm, 4.58 mm and 6.1 mm were studied by a

numerical simulation method, and the effects of diameters, fluid

velocity, inlet temperature and wall heat flux on the heat transfer

characteristics were analysed. As seen in Figure 9A, the calculation

results show that Nu decreases gradually with decreasing diameter

of the D-type channel at the given boundary conditions; however,

the convective heat transfer coefficient increases gradually. This

indicates that the microchannel heat exchanger has the advantage of

a strong heat transfer capacity. The model with an equivalent

diameter of 3.05 mm was adopted to analyse the effects of

thermophysical properties on liquid LBE. Figure 9B illustrates the

effect of the velocity on the heat transfer characteristics. The heat

transfer coefficient and Nu of liquid LBE increase with increasing

flow velocity. With the increase in flow velocity, the turbulent

characteristics of the liquid LBE will be enhanced, which can

effectively further strengthen the convective heat transfer

characteristics of liquid LBE. Figure 9C shows that with the

absolute value increase of the wall heat flux, the heat transfer

coefficient of liquid LBE decreases greatly; however, Nu

decreases slightly. When the absolute value of the wall heat flux

increases, the temperature difference between the fluid and the wall

gradually increases, so Nu only changes slightly. As shown in

Figure 9D, the convective heat transfer coefficient of liquid LBE

gradually increases with increasing fluid inlet temperature, but Nu

slightly decreases. This indicates that if the fluid inlet temperature

increases, the temperature difference between the fluid and wall

gradually decreases, and the convective heat transfer characteristics

of liquid lead–bismuth are strengthened.

Compared with the circular tube, for the special structural

form of the D-type channel, under the condition of constant wall

heat flux, the liquid LBE convective heat transfer correlation was

proposed. The equation shown in Eq. 17. The application scope

of Pe is from 100 to 1,500, the application scope of Re is from

8,000 to 130,000, the application scope of temperature is from

200°C to 550°C, and the fitting variance is 0.956.

Nu � 3.85 + 0.01Pe0.834 (17)

4.3 Analysis of the heat transfer
characteristics of liquid LBE in the zigzag
channel

Generally, the design of a special structure can strengthen

the heat transfer characteristics of the fluid. Numerical

simulation calculation for the heat transfer characteristics

FIGURE 10
Variation in wall temperature along the circular tube for
different D-type channels at different velocities.

FIGURE 11
Variation in Nu along the circular tube for different D-type
channels at different velocities.
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of liquid LBE was performed on the straight channel and the

zigzag channel at the same boundary conditions. As seen in

Figure 10, the wall temperature of the zigzag channel is higher

than that of the straight channel at the same flow velocity. The

calculation results also show that the wall temperature

decreases with increasing flow velocity, and the wall

temperature increases with increasing zigzag channel angle.

As shown in Figure 11, with increasing fluid flow velocity,Nu

increases. The Nu of liquid LBE in the Z-channel channel is

higher than that in the straight channel at the same flow

velocity, and the larger the angle of the Z-channel is, the larger

the Nu of liquid LBE is. According to the analysis of the

calculation results, the zigzag channel structure can

strengthen the convective heat transfer characteristics of

liquid LBE. Therefore, when the flow velocity of liquid LBE

meets the requirement, the zigzag channel will be

considered to enhance the convective heat transfer, which

can effectively reduce the volume of the heat transfer

equipment.

4.4 Analysis of the resistance
characteristics of D-type channels

Although the design of the special structure can

strengthen the convective heat transfer of the liquid LBE,

it also increases the resistance of the fluid. In the current

research, numerical simulation calculations were performed

on the resistance characteristics of a straight channel with

four equivalent diameters. As seen in Figure 12, at specified

boundary conditions, the fluid resistance of liquid LBE

increases with the velocity. At the same flow velocity, the

smaller the equivalent diameter is, the greater the fluid

resistance is. Figure 13 shows the resistance characteristics

of the straight channel and zigzag channel. When the

equivalent diameter of D-type channels and flow velocity

are the same, the resistance of the fluid in the zigzag channel

is greater than that in the straight channel, and the larger the

angle of the zigzag channel is, the greater the resistance of the

liquid LBE is, which is more obvious at high flow velocity. At

the same zigzag channel angle, the fluid resistance increases

with the flow velocity, which is in accord with the variation

tendency of fluid resistance in the straight D-type channel,

and the increase in fluid resistance is much larger than that

caused by the increase in flow velocity in the straight channel.

Therefore, if the design of the D-type channel heat exchanger

is performed, the flow velocity of the fluid could not be too

high, such as the choice of zigzag channel. It is suggested that

the angle of the zigzag channel should not exceed 15°;

otherwise, the resistance of the heat exchanger will be very

large, resulting in the economic decline of the whole heat

exchange system.

5 Conclusion

In this paper, the SST k − ωmodel was used to investigate the

flow and heat transfer characteristics of liquid LBE in D-type

channels. The main conclusions obtained from the present work

are as follows:

1) TheNu calculated by the correlation proposed by Kirillov

agrees well with the fitted curve of the experimental data

FIGURE 12
Variation in the pressure drop along the circular tube for
different diameter channels at different velocities.

FIGURE 13
Variation in the pressure drop along the circular tube for
different D-type channels at different velocities.
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in a circular pipe at constant wall heat flux conditions, and

the correlation proposed by Kirillov was used to assess the

different Prt models in this paper.

2) To obtain the numerical simulation results of liquid LBE in a

circular pipe, the improvement model was proposed in this

paper. In addition, the improvement Prt model was used to

calculate the heat transfer of liquid LBE at different boundary

conditions, such as different fluid velocities, inlet

temperatures, wall temperatures, fluid velocities, tube

diameters and tube tilt angles. The numerical simulation

results agree well with the heat transfer correlation

proposed by Kirillov.

3) The heat transfer characteristics of liquid LBE were analysed

in the current study, including variation of the heat transfer

coefficient and Nu with equivalent diameter, wall heat flux,

inlet fluid temperature and fluid velocity. A new correlation

for calculating Nu of liquid LBE in the D-type straight

channel was proposed.

4) The numerical simulation results of liquid LBE in D-type

channels show that the heat transfer can be enhanced by

reducing the equivalent of the D-channel or adopting a zigzag

channel. The zigzag channel could obviously strengthen the

heat transfer effect, but the increase in resistance was also

particularly prominent. Therefore, it is necessary to

comprehensively evaluate the resistance and heat transfer

characteristics of zigzag channels when designing PCHEs

with special D-type channels.
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Nomenclature

cp specific heat

G mass flux

h enthalpy

k thermal conductivity; turbulent kinetic energy

Pr Prandtl number

p pressure

Pe Peclet number

Re Reynolds number

T temperature

u velocity

y distance from wall

Greek symbols

μ viscosity

] kinematic viscosity

ω specific dissipation rate

ρ density

ε turbulence dissipation rate

Superscripts and subscripts

k turbulent kinetic energy

t turbulent

ω specific dissipation rate
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An unsteady RANS study of
thermal striping in a T-junction
with sodium streams mixing at
different temperatures

Jinping Duan1 and Xiaoxue Huang2*
1State Key Laboratory of Nuclear Power Safety Monitoring Technology and Equipment, China Nuclear
Power Engineering Co, Ltd, Shenzhen, Guangdong, China, 2Department of Mechanical Engineering,
The University of Sheffield, Sheffield, United Kingdom

Thermal striping in a T-junction with sodium streams mixing at different

temperatures is studied using unsteady Reynolds-averaged simulation

(RANS). Different parameters including the momentum ratio of the streams

(0.2–4.3), the temperature difference between the streams (15–35 K), and the

bulk Reynolds number (5,000–9,000) are investigated. Simulation results

demonstrate that the flow pattern is mainly determined by the momentum

ratio, while the temperature difference and the bulk Reynolds number have little

influence within the range considered. The location of the separation point of

the recirculation zone increases with the momentum ratio while the location of

the thermal front decreases with it. In addition, the sensitivity of the temperature

fluctuations to a range of low-Reynolds-number turbulence models are

studied, which demonstrate that the time-varying temperature fluctuations

predicted by these turbulence models are significantly smaller than the

experimental measurements. High-fidelity simulations which fully resolve the

temperature fluctuations will be carried out as the future work to complement

the statistics of the temperature fluctuation.

KEYWORDS

liquidmetal-cooled fast reactor, T-junction, URANS, thermal stripping, thermalmixing

1 Introduction

Thermal striping is often observed in the piping of liquid metal-cooled fast reactors

(LMFRs) where two or more fluid streams at different temperatures meet. This is

characterized by temperature fluctuations which can potentially cause cyclical thermal

stresses and therefore fatigue cracking of the structures. Prediction of the thermal fatigue

in the mixing region is important as it is important in terms of life cycle management of

the piping systems.

Studies of thermal mixing in T-junctions have been reported by many authors (Lee

et al., 2009; Walker et al., 2009; Ndombo and Howard, 2011; Gauder et al., 2016; Zhou

et al., 2018). The complex features such as secondary flow, separation, recirculation, and

reattachment have been investigated. Walker et al. (2009) studied the scalar mixing of

water and identified four characteristic regions in the vicinity of the junction interface.
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It comprises a mixing region with high fluctuations, a

recirculation region containing two contra-rotating vortices,

and two regions with small fluctuations. Ndombo and

Howard (2011) examined the effect of the inlet turbulence on

the unsteadiness of the flow. The turbulence at the inlet does not

seem to have significant effect on the bulk flow, whereas it

influences the near-wall flow, i.e., the wall temperature

fluctuation and the temperature-velocity correlation are

moved downstream with reduced magnitude with the

inclusion of turbulence at the inlet. Similar results were

presented by Gauder et al. (2016) through comparing the

simulation results with and without turbulence at the inlets.

Zhou et al. (2018) carried out experiments to investigate the

thermal mixing with varied temperature differences. The

temperature difference ranges from 140 K to 220 K and it has

been found the temperature difference has a significant influence

on the thermal stratification in the mixing flow as well as the

reverse flow, and thus a significant influence on the thermal

fatigue in the T-junction. Numerical analysis carried out by Lee

et al. (2009) also identified the temperature difference (up to

150 K) between the two streams as the dominant factor among

various parameters that affects the thermal fatigue. It is

established that high-fidelity simulations such as large eddy

simulation (LES) can capture the unsteadiness, which is

responsible for the mechanical stresses that cause the thermal

fatigue, whereas RANS (Reynolds Averaged Navier Stokes)

models or URANS (Unsteady RANS) models to calculate the

mean temperature and the temperature variance has been found

unable to directly identify the local fluctuations associated with

the thermal mixing.

In liquid metal-cooled fast reactors, there are several areas

susceptible to thermal striping where hot and cold fluids merge,

including the core outlet region, the upper plenum, and the flow

guide tube, etc. Due to the high-temperature, opaque, and

corrosive features of liquid metal experiments, the record of

experimental data of liquid metal is scarce and most

experimental studies use water as the working fluid. The large

diffusivity for heat and the small diffusivity for momentum

makes the liquid metal convection different from ordinary

fluid convection, such as water. It has been shown that the

results of water are not transferable to liquid metal especially

under mixed convection as the velocity field depends strongly on

the temperature field and the heat transfer behavior is

significantly different from that of fluids at higher Prandtl

number due to the dominance of molecular diffusion in heat

transport (Huang and He, 2022a; Huang and He, 2022b).

Dimensional analysis and experimental study have shown that

the spectral distribution of temperature fluctuations of low

Prandtl number fluids displays different characteristics

compared with that of water (Bremhorst and Krebs, 1992).

On the other hand, turbulence modelling of liquid metal

convection is a topic requiring thorough investigation as the

low Prandtl number induces different scales of the velocity field

and the temperature field (Kawamura et al., 2000; Otic and

Grötzbach, 2007). The properties of liquid metal pose

difficulties on the turbulence modelling as the widely

employed assumptions such as Reynolds analogy may not be

applicable to liquid metal convection (Arien, 2002; Grötzbach,

2007; Shams, 2018). Otic and Grötzbach (2007) demonstrated

incomplete modelling of turbulence heat flux with eddy

diffusivity model. Roelofs et al. (2019) summarized

dissimilarity in velocity and thermal fields for liquid metal as

the wall layer thickness and the fluctuation fields do not behave

similarly. Kawamura et al. (2000) performed direction numerical

simulation of forced convection and demonstrated that the

timescale ratio shows similar behavior in the near-wall region

while it depends significantly on the boundary conditions in the

bulk region. Otic and Grotzbach showed that using a thermal

timescale or combining thermal and mechanical timescales

improves the modelling of the turbulent heat transport in

Rayleigh-Benard convection (Otić et al., 2005). Different

approaches to model the turbulent heat transfer have been

FIGURE 1
Schematic of the simulation domain of T-junction.
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developed for liquid metal flows (Carteciano and Groetzbach,

2003; Manservisi and Menghini, 2014), however, further

development and validation is still needed for complex

configurations and for all flow regimes.

This paper investigates the thermal mixing in the T-junction.

The computational model replicates the geometry and the

experimental conditions of a rig detailed in Weathered (2017).

A range of low-Reynolds-number turbulence models are

employed, and the experimental data are used to compare

with the simulation results. This is a preliminary numerical

investigation of the thermal stripping phenomenon of sodium

with a focus on the parametrical study and the performance

estimation of various turbulence models.

2 Methodology

2.1 Experimental setup

A schematic of the T-junction is given in Figure 1. The test

section has two streams of sodium impinging onto each other at

different temperatures and flow rates. The temperature difference

and the flow rates were varied to parametrically study the thermal

striping phenomenon. Optical fibre sensors were employed for

the temperature measurements in the experiments. The vertical

main pipe with diameter of 22.1 mm delivered hot sodium, and

the horizontal branch pipe with diameter of 7 mm delivered cold

sodium. The entry length of the main pipe is 308 mm. The

vertical length from the branch pipe to the exit of the main pipe is

221 mm, which is 10 times of the diameter. The entry and the exit

lengths ensure sufficiently developed upstream and downstream

flows.

2.2 Turbulence models

The unsteady RANS equations for the flow are expressed as

follows:

zρ

zt
+ z(ρ<Ui > )

zxi
� 0, (1)

zρ<Ui >
zt

+ (ρ<Uj > ) z<Ui >
zxj

� −z<P>
zxi

+ z

zxj
(μ z<Ui >

zxj
)

− z(τij)
zxj

+ ρg,

(2)
< ...> denotes the Reynolds-averaged quantities. τij � ρ< u′iu

′
j >

are the Reynolds stress components to account for turbulent

fluctuations in fluid momentum. In this study, we consider a

range of low-Reynolds-number eddy-viscosity models and

Reynolds-stress transport models as the closure for τij.The

eddy-viscosity models (EVMs) calculate τij as follows

τ ij � 1
3
δijτkk − 2μt < Sij > (3)

Where < Sij > � 1
2 (zuizxj

+ zuj
zxi
) is themeanrateof the strain tensor,μt

is the turbulent viscosity. The low-Reynolds-number EVMs resolve

theentireboundary layer, i.e., y+<1.Two-equationmodels including

Launder-Sharma k-ε and k-ω Shear Stress Transport (SSTmodels),

andv2-fmodel that solvesadditional transport equations toaccount

for the anisotropy of wall-normal stresses are considered.

The Launder-Sharma k-εmodel differs from the standard k-ε
model as damping functions to account for the viscous and wall

effects are included. The k-ω SST model uses a standard k-ω
closure in the near-wall region and a k-ε model in the free-shear

region. The v2-f model can be considered as a k-ε model with

FIGURE 2
Mesh for the T-junction (full inlets and outlets have been
cropped).

TABLE 1 Properties of liquid sodium.

Property Value Unit

Thermal conductivity 104–0.047 × T W/m/K

Density 1,014–0.235 × T kg/m3

Specific heat capacity -3.001 × 106/T2 + 1,658–0.8479 × T + 4.454 × 10−4 × T2 J/kg/K

Dynamic viscosity exp (556.835/T—0.3958 lnT—6.4406) Pa·s
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TABLE 2 Parameters of the simulation cases.

Case
no.

1 2 3 4 5 6 7 8

MR 0.2 1.3 3.27 4.31 0.87 0.87 0.83 0.84

△T (°C) 30 30 30 30 15 35 35 35

Remix 7,135 7,974 7,556 7,495 7,142 7,369 9,005 4,893

Tbranch (°C) 250 250 250 250 265 245 245 245

Tmain (°C) 280 280 280 280 280 280 280 280

Qbranch (L/min) 0.978 0.531 0.336 0.295 0.551 0.581 0.723 0.392

Qmain (L/min) 2.006 2.808 2.828 2.841 2.386 2.52 3.07 1.669

FIGURE 3
Normalized mean temperature for various momentum ratios. Top row: results from experiments, predicted jet trajectories displayed with
dotted black lines. Bottom row: results from simulations (cases 1–4 from left to right), jet trajectories displayed with solid black line.

Frontiers in Energy Research frontiersin.org04

Duan and Huang 10.3389/fenrg.2022.991763

207

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2022.991763


wall-normal stress anisotropy by solving an additional transport

equation for the wall-normal stress.

Reynolds-stress models (RSMs) solve a transport equation

for each stress component. The elliptic blending Reynolds-stress

model (EBRSM) which solves an elliptic equation for the

pressure-strain term in the near-wall and the outer region is

employed. The low-Re variant of RSM accounts for the difference

in the turbulence near the wall and that at some distances away

from the wall.

The simulations are carried out using Code_Saturne,

version 6.0.8, an open-source finite volume solver

developed by Electrictite de France (EDF) (EDF R&D,

2019). Second order centered scheme is employed for

spatial and temporal discretization. The solver of the linear

system is Jacobi for velocity and temperature, algebraic

multigrid for pressure.

2.3 Mesh setup

The mesh is generated with the first cell wall spacing y+≤1 to

resolve the viscous sublayer and 5–10 cells placed below y+ = 20. The

total number of elements of themesh is 601,008 (shown in Figure 2).

In the streamwise and the transverse directions, the sizes Δx and Δz
are kept under 40 and 20, respectively. A mesh independence study

has been carried out prior to the simulation. Temperature at selected

downstream locations were monitored and it demonstrated that the

solution is invariant when the mesh is further refined.

FIGURE 4
Streamwise velocity (left) and normalized temperature (right) along the centerline of the main pipe for cases 1–4.

FIGURE 5
Wall shear stress (left) and normalized temperature (right) along the near side wall of the main pipe for cases 1–4.
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2.4 Thermophysical properties

The thermophysical properties of sodium are taken from

Sobolev (2011). Table 1 gives the details of the properties.

2.5 Boundary conditions

Volumetric flow rate and constant temperature are

prescribed at both inlets, a free outlet, i.e., zero-flux condition

for the velocity and the temperature is prescribed at the outlet.

Table 2 gives details of eight cases for the simulation.

To fully characterize thermal striping at the T-junction, the

relevant parameters including the Momentum Ratio (MR), the

temperature difference (ΔT) between the main pipe and the

branch pipe, and the bulk Reynolds number (Remix) are varied.

The momentum is defined as the volumetric flow rate

multiplied by the momentum per unit volume. MR is thus

given as follows

Mm � (DmDbVm)(ρmVm)
Mb � (π

4
D2

bVb)(ρbVb)

MR � Mm

Mb
(4)

where Dm and Db are the diameters, Vm and Vb are the bulk

velocities and ρm and ρb are the densities. The subscriptsm and b

denotes the main pipe and the branch pipe, respectively.

The inlet flow rates range from 1.67 L/min to 3.07 L/min at

the main pipe and 0.3 L/min to 0.98 L/min at the branch pipe,

thus the range of Remix is 4,900 to 7,000. The range of the

temperature difference between the main pipe flow and the

branch pipe flow is 15°C to 35°C.

Among the eight cases, cases 1–4 vary the MR, cases 5–6 vary

ΔT, cases 7–8 vary Remix.

3 Results

This section details the simulation results of the T-junction. The

results in Section 3.1, 3.2 employ k-ω SST model, and a comparison

of different turbulence models (EBRSM, k-ω SST, Launder-Sharma

k-ε and v2-f) is presented for Case 1 in Section 3.3. The time step size

is 0.01s and the Courant number is kept lower than 1. Time-

averaged data are collected for 50 flow through times after the

TABLE 3 Locations of the separation point and the thermal front for Cases 1– 4.

Case no. Separation point (mm) Thermal
front simulation (mm)

Thermal
front experiment (mm)

1 15.6 N/A N/A

2 16.9 53.4 40.0

3 19.0 29.6 21.3

4 19.6 23.0 17.2

FIGURE 6
Turbulent kinetic energy (0.5<u′

i u
′
i> normalized by the

square of velocity magnitude) contour plots for various
momentum ratios (cases 1–4 from left to right). Jet trajectories
displayed with solid black line.

FIGURE 7
Normalized mean temperature contour plots for different
temperature difference and mixed Reynolds number. Results from
simulations (cases 5–8 from left to right), jet trajectories displayed
with solid black line.
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domain reaches a statistically converged state, i.e., when the mean

temperature value at the outlet keeps unchanged.

Time-averaged temperature and jet trajectory of cases 1–4 are

compared against experimental results for investigation of the

general flow patterns of the jet with various momentum ratios.

Line plots of temperature, velocity and shear stress along the

centerline and the near side wall of the main pipe are presented to

investigate the locations of the thermal front of the jet and the size

of the recirculation zone. The turbulent kinetic energy (indications

of the level of turbulent temperature fluctuations, i.e., small-scale

fluctuations), and the time variations of temperature (represent

large-scale fluctuations in temperature) are given together with the

experimentally measured peak-to-peak temperature variations for

understanding of the thermal striping locations and levels.

Section 3.1 gives the results of cases 1–4, Section 3.2 gives the

results of cases 5–8. In addition, a comparison between various

low-Re turbulence models for case 1 is given in Section 3.3.

3.1 Results with various momentum ratios

The normalized mean temperature is defined as follows

θmean �
�T − Tb

Tm − Tb
(5)

Where �T is the time-averaged temperature, Tbis the inlet

temperature at the branch pipe and Tm is the inlet

temperature at the main pipe. Figure 3 shows a comparison of

the normalized mean temperature of the simulations and the

experiments.

The jet trajectory is defined as the location of the maximum

velocity of the downstream flow, thus it defines the flow path of it. In

the simulation results, the trajectory is denoted by the stream trace

from the centerline of the branch pipe. In the experimental results,

the predicted trajectory shown was calculated using a correlation for

the trajectory of a jet from a junction positioned flush with a flat

plate (Kamotani and Greber, 1974). The correlation is given as

Z

Db
� 0.81M−0.47

R (X

Db
)0.36

(6)

whereZ is the spanwise direction parallel to the branch pipe,X is

the streamwise direction parallel to the main pipe, Db is the

branch pipe diameter andMR is the momentum ratio of the main

to branch flow.

The top row in Figure 3 shows the experimental results

(Weathered, 2017). MR of different cases are labelled on the top

of each contour plot. The bottom row shows the simulation

results of cases 1–4. As shown both from the experiments and the

simulations, the flow pattern changes from impinging jet to wall

jet with MR increasing from 0.2 to 4.31, which is consistent with

the flow categories in literature (Hosseini et al., 2008). A

reasonable agreement is observed between the simulations and

the experiments in terms of the mean temperature.

FIGURE 8
Wall shear stress and normalized temperature along the near side wall of the main pipe for cases 5–8.

TABLE 4 Locations of the separation point and the thermal front for
Cases 5–8.

Case no. Separation point (mm)

5 15.9

6 16.3

7 16.0

8 15.9
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The jet trajectories in the simulations differ from the

trajectories predicted by Eq. 5 as they generally shift towards

the far side wall in the simulations. This can be attributed to the

different configurations between the simulation and the

experiment in Kamotani and Greber (1974). In the simulation,

the branch jet flow mixes with the pipe flow in the main pipe,

whereas in the experiment in Kamotani and Greber (1974), the

branch flow mixed with the cross flow over a flat plate. Besides,

buoyancy effects may also contribute to this difference as Eq. 5

does not include the influence of buoyancy while the simulation

has non-negligible buoyancy effect due to thermal mixing. An

estimation of the trajectory location at 8 cm downstream from the

branch pipe, i.e., the exit location of the trajectory in the figure, is

made. It is found to be −0.122, 0.255, and 0.345 cm from the

centerline of the pipe (the negative sign indicates further away

from the jet side) in the experiments, compared to −0.539, −0.225,

and −0.166 cm in the simulations (cases 2–4).

Figure 4 shows the temperature and streamwise velocity along

the centerline of the main pipe. Following an increase in the

velocity close to the junction interface due to the mixing of the

streams, the velocity decreases as a result of the fast decay of the jet

and increases again in cases 1 and 2 as the impinged jet mixes with

the main pipe flow again. Correspondingly, the temperature

decreases at the beginning due to the cold branch flow then

increases due to the thermal mixing of the two streams.

Figure 5 shows the wall shear stress and the normalized

temperature along the near side wall for cases 1–4. A

recirculation zone is formed where the wall shear stresses are

negative at the side wall. The location of the separation point

between the recirculation zone and the upward main flow where

the wall shear stress is zero is given in Table 3 for cases 1–4. The

temperature increases monotonically along the near side wall as

the two streams mix. The thermal front of the jet is defined as the

location where the normalized mean temperature is 0.8. In case 1,

the temperature has not reached 0.8 before the impingement. In

cases 2–4, the thermal front predicted by the simulations and that

estimated from the contour plots of experiments are given in

Table 3. It is worth pointing out that the contour plots for the

experiments in Figure 3 were interpolated from the

measurements and uncertainties in the thermal front location

in experiments may arise from the interpolation.

The time-dependent temperature data was collected by the optical

fiber. The peak-to-peaknormalized temperature rangewas calculated as

θp−p � Tmax − Tmin

ΔT
(7)

FIGURE 9
Wall shear stress and temperature along the near side wall of the main pipe in the simulations using different turbulence models.

FIGURE 10
TKE in the simulations using different turbulence models
(from left to right: EBRSM, LS k-ε and k-ω SST, v2-f).
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where Tmax and Tmin are the maximum and minimum

temperatures over the acquisition period and ΔT is the sodium

temperature difference between the main pipe and the branch pipe.

The temperature fluctuations captured by experiments cannot

be resolved directly in the turbulence modelling as the temperature

fluctuation variance (< θ′2 > ) is not available in the present URANS
simulations. Instead, the small scale (turbulent) fluctuations can be

indirectly inferred using turbulent kinetic energy (TKE), whereas the

large-scale fluctuations can be directly inspected by the time-varying

temperature fluctuations in the simulation.

For an indicative comparison with the experiments, TKE

(normalized by velocity squared) is shown in Figure 6 to

demonstrate the level of turbulence over the domain. The

distribution of TKE largely follows the streamline as a result of

shearing between the jet and the main pipe flow. The TKE level in

case 1 is the highest as the shear flow is strong due to the lowMR of

the main flow over the branch flow. In each case, the highest TKE

is seen slightly downstream from the trajectories as the

recirculation zone is formed in those regions.

The temperature variations with time predicted by the

URANS models are not significant (lower than 1K) in the

current simulations, showing that the k-ω SST model is

not able to predict the large-scale temperature fluctuations.

A comparison of different URANS models in terms of this

time-varying temperature fluctuation will be given in this

Section 3.3.

3.2 Results with various temperature
differences and bulk Reynolds numbers

Figure 7 gives the normalized mean temperature

distribution of cases 5–8. A turning jet is observed in

these cases as the MR is fixed at 0.85. Figure 8 shows the

FIGURE 11
Temperature variations with time with different turbulence models.
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wall shear stress and the temperature along the near side

wall. The wall shear stress increases with the Remix

comparing cases~8), however, it does not vary

significantly with the ΔT (cases 5–6). The locations of the

separation points are given in Table 4. The normalized

temperature profiles collapse together for cases 5–8 as

shown in Figure 8, therefore, the locations of the thermal

fronts for those cases are almost the same and not included in

Table 4 for comparison.

3.3 Comparison of different turbulence Models
A comparison of different turbulence models has been

conducted using the boundary conditions of case 1. This case

has been selected for comparison as temperature fluctuations

observed are strong at both the far side wall and the near side wall

in the experiments.

The results of case 1 with various turbulence models are shown

in Figures 9–11. The mean temperature distributions are largely the

same for the tested turbulence models. Therefore, the contour plots

of temperature are omitted and the plots of total shear stress and

temperature along the near side wall are shown in Figure 9 instead.

Besides, the locations of the separation point, and the thermal front

produced by different turbulence models are almost the same. The

wall shear stress in the recirculation center is the highest with v2-f

model and lowest with the LS k-ε turbulence model.

Figure 10 shows the TKE distribution for the tested

turbulence models. The LS k-ε turbulence model predicted the

strongest turbulence level, while EBRSM and v2-f produce a low

level of turbulence.

Figure 11 shows the time variation of the temperature at

different locations. Three locations are monitored: 1D

downstream at the near side wall, 0D downstream at the

centerline and 0D downstream at the far side wall (D is the

diameter of the main pipe). Among the tested turbulence models,

k-ω SST is not able to reproduce the large-scale temperature

fluctuations, while LS k- ε produces the strongest temperature

fluctuations. The middle location, i.e., the location at the

centerline, has shown low frequency with high magnitude of

temperature variations, whereas the far location, i.e., the location

at the far side wall, is comparatively silent. Correspondingly, the

TKE level at the far location is high while it is relatively low at the

middle location as shown in Figure 10. In the results from

EBRSM and v2-f, the difference between the three locations is

not as significant as that in the LS k-ε result.
According to the experimental results of the peak-to-peak

temperature range in Weathered (2017), the fluctuation level is

around 50% of the temperature difference (i.e., about 15 K),

however, the simulation predicted temperature variation is just

around 1 K in the case with strongest temperature fluctuations,

i.e., the case using LS k-ε model. LES or unsteady RANS with

transport equations for the temperature invariance and turbulent

heat flux are needed for such predictions and this is the next step of

the current study.

4 Conclusion

Unsteady RANS studies have been carried out for the thermal

striping phenomena of a non-isothermal T-junction at various

momentum ratios, temperature differences and bulk Reynolds

numbers. The sensitivity to different turbulence models is also

investigated. The main conclusions are as follows:

Within the range of the parameters considered, the flow pattern,

including the distribution of the mean temperature, distribution of

the recirculation zone and the location of the thermal front, ismainly

determined by the momentum ratio while the temperature

difference and the bulk Reynolds number have little influence.

The location of the separation point of the recirculation zone

increases with the momentum ratio while the location of the

thermal front decreases with it.

According to the experiments, the temperature fluctuation level is

around 50% of the temperature difference and it increases with the

momentum ratio. Such fluctuations cannot be resolved directly in

URANS simulations. Instead, the small-scale (turbulent) fluctuations

can be indirectly inferred from TKE, whereas the large-scale

fluctuations can be directly resolved and represented by the

unsteady temperature variations. The simulation results show that

the TKE level decreases with the momentum ratio. The TKE level is

high in the cases with Launder-Sharma k-ε and k-ω SST compared to

the rest of the turbulence models. On the other side, the time-varying

temperature fluctuations predicted in the case with Launder-Sharma

k-ε is the highest (but still around 1K) and it is nearly 0 in the casewith
k-ω SST.

LES simulations and URANS simulations with transport

equations for the temperature invariance and turbulent heat flux

are undertaken to directly resolve the temperature fluctuations

associated with thermal striping as the next step of this study.
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Oxide Dispersion Strengthened (ODS) steels with nano-scale oxides have

become one of the candidate materials used in advanced nuclear reactor

systems. A novel MX-ODS steel with extremely low carbon content was

irradiated with 3 MeV Fe ions at 550°C up to peak damage of 70 dpa. The

steel contains uniformly distributed Y2O3 nano-precipitateswith an average size

of 3.5 nm and a number density of 5 × 1022/m3. A V-rich shell was found

surrounding the core of Y, O, and Si at some particles. Two types of large

precipitates, Y-Ta-Si oxides, and VN, were observed in the steel instead of

carbides. Voids of very small size are present due to irradiation and the

calculated void swelling was only 0.004%, suggesting good irradiation

tolerance of the MX-ODS steel in this study. Fine and dense oxide nano-

precipitates and their shell-core structure remained stable while the shape

of large precipitates changed after irradiation.

KEYWORDS

ODS steel, ion irradiation, void swelling, oxide nano-precipitate, MX phase

1 Introduction

Advanced nuclear reactor systems with higher safety, reliability, and thermal

efficiency are being developed as sustainable and clean energy sources. In the fourth

generation fission reactors and fusion reactors, structure materials have to sustain harsh

environments such as high temperatures and neutron irradiation of especially high doses,

and this sets a limit for the development of advanced nuclear reactors. Nanostructured

oxide dispersion strengthened (ODS) steels have become one of the promising candidate

materials because of their outstanding high-temperature properties and remarkable

tolerance to irradiation-induced swelling (Ukai et al., 2017; Odette, 2018). The oxide

nano-precipitates should be of small size, high number density, uniform distribution, and

should retain good stability in high temperature and irradiation environment. They could
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pin dislocations and grain boundaries, and could serve as defect

sinks to achieve good swelling resistance (Lin et al., 2021).

A series of ODS steels has been developed and tested to be

used as the fusion blanket structural material (Zinkle et al., 2017)

or in liquid lead-bismuth eutectic (LBE) or lead cooled reactors

(Kimura et al., 2011; Song et al., 2019). M23C6 carbides, which

commonly appear in ferritic/martensitic ODS steels and pin the

grain boundaries, would be unstable in the high-temperature

environment (Zheng et al., 2020), setting a limitation on the

working temperature for such ODS steels. A novel MX-ODS steel

with extremely low carbon content was developed (RUI, 2022) to

eliminate M23C6 carbides and take the advantage of MX (M = Ta/

V, X = C/N) precipitates as second-phase strengthening (Tan

et al., 2016).

Both MX and M23C6 phases suffered from instability

issues during irradiation, which may affect void swelling

and mechanical properties. Several studies have been

carried out to examine their stability under irradiation.

Kano et al. (2018a) suggested that the size of both MX and

M23C6 phase decreased slightly after ion irradiation of 50 dpa

(damage per atom). The reduction of the MX phase was less

severe than M23C6 in neutron irradiation according to Tan

et al. (2020), while Tanigawa et al. (2007) reported that TaC

disappeared when M23C6 reduced in size and became

amorphous after ion irradiation. Furthermore, the MX

phase of different elements responded differently to

irradiation. TaN dissolved under ion irradiation while TaC

and VN tended to further precipitate as reported by Tan et al.

(2014), depending both on their chemical compositions and

shapes. The excess vacancies created by irradiation can affect

the stability of the MX phase, and the properties of the second

phase may determine the behavior of point defects in return.

Thus, based on these previous results, it is determined that in

order to predict the response and the effect of the MX phase in

the MX-ODS steel during irradiation, more investigations still

need to be carried out in a systematic way.

In this work, a heavy ion irradiation experiment was

conducted on an MX-ODS steel with 3 MeV Fe ions at 550°C

to peak damage of 70 dpa. Ion irradiation with a high damage

rate, no sample activation, and economical efficiency, has been

widely used as a screening tool for alloy development (WAS,

2017). Fe ions were chosen to exclude the effects of injected

atoms of other types. The steel is envisaged to be used in the lead-

cooled fast reactor as fuel cladding with an outlet temperature of

550°C, which is slightly higher than the peak swelling

temperature in ferritic/martensitic steel at about 420°C–470°C

according to Toloczko et al. (2014). However, the peak swelling

temperature may shift due to the differences of melting

temperature of different steels. Considering a relatively good

resistance to swelling commonly expected for ODS steels, a peak

damage of 70 dpa was reached in the experiment. Such choice of

ion irradiation dose serves two purposes: 1) To clarify the

swelling resistance of the MX-ODS steel, and 2) To investigate

the stability of MX phases under ion irradiation to an

intermediate dose level.

In this work, the fine oxides of Y2O3 and large precipitates of

metallic oxides and VN were characterized in the as-received

materials first. Attention was paid to oxide nano-precipitates,

which contribute to the resistance of irradiation effects. Then

after irradiation, voids distribution and void swelling were

particularly concerned. The response of oxide nano-

precipitates to irradiation was examined as well.

2 Materials and methods

2.1 Materials preparation and
characterization

The MX-ODS steel used in this study was produced by

powder metallurgy. The pre-alloy powder smaller than

150 μm produced by gas atomization was mixed with 0.30 wt

% Y2O3 power with the particle size of 100–200 nm. Mechanical

alloying (MA) of the powder was conducted with grinding rotate

peed of 150 r/min for 90 h under the protection of high purity Ar

gas (99.99%). Then the powder was vacuum degassing and

consolidated by hot forging. Finally, heat treatment was

conducted at 980°C for 1 h and 750°C for 1 h. A detailed

fabrication process can be found elsewhere (Rui et al., 2022).

The chemical compositions are shown in Table 1. Carbon

content was controlled to an extremely low level to eliminate

carbides in the steel. The addition of N was expected to form the

MX phase (M = Ta, V, X = N) to strengthen the steel. A tempered

martensitic structure can be seen and the average grain size is

0.93 μm, as shown in Figure 1.

Non-irradiated specimens for TEM characterization were

prepared by jet electropolishing. Samples were mechanically

ground with SiC paper to less than 100 μm of thickness and

punched into 3 mm discs. A solution of 10% perchloric acid in

ethanol was used as an electrolyte and electropolishing was

conducted at −20°C with a potential of 19 V. A focused ion

beam (FIB) lift-out specimen with a thickness of 80 nm was

fabricated to examine the cross-section after irradiation. Another

FIB lift-out specimen was prepared in the same irradiation

sample, but in the area which was covered by part of the

holder during irradiation. Thus the specimen did not receive

irradiation but went through the same condition (a high

temperature of 550°C) during irradiation.

Microstructures of samples before and after irradiation were

characterized by field emission transmission electron microscopy

(TEM) using JEOL-F200 and Talos-F200X. Under-focus and

over-focus of both 1000 nm in bright-field TEM were used to

manifest voids. High angle annular dark field (HADDF) STEM

and energy-dispersive X-ray spectroscopy (EDS) were performed

for distinguishing and conducting the chemical analysis of

nanoparticles and precipitates in the samples.

Frontiers in Energy Research frontiersin.org02

Xu et al. 10.3389/fenrg.2022.988745

216

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2022.988745


2.2 Irradiation experiment

The steel received was a rod with a radius of 7.5 mm. The

samples for the irradiation experiment were prepared by wire-cut

electric spark to a thickness of about 3 mm. The surfaces were

mechanically ground with SiC paper and then polished by

alumina paste. A vibratory polishing was conducted to remove

surface stress.

Ion irradiation experiment was carried out at the 320 keV

multi-discipline research platform for highly charged ions

equipped with the ECR (electron cyclotron resonance) ion

source in the Institute of Modern Physics, Chinese Academy

of Sciences (IMP, CAS). Samples were irradiated with 3 MeV Fe

ions at 550°C to a total fluence of 6.78 × 1016 ions/cm2. The

damage and injected Fe ion profiles along depth were calculated

using Stopping and Range of Ions in Matter (SRIM) 2013

(Biersack, 2013) with the Kinchin-Pease mode and the

displacement threshold energy of Fe was set to 40 eV

(Greenwood, 1985; Stoller et al., 2013). As illustrated in

Figure 2, the area from the surface down to the depth of

1.4 μm was influenced by irradiation and a peak damage of

70 dpa was obtained at a depth of around 0.8 μm.

3 Results and discussion

3.1 Microstructure of as-received samples

3.1.1 Oxide nano-precipitates
The dispersive nano-precipitates of small size and high

number density account for the advanced mechanical property

and resistance to irradiation void swelling of ODS steel. The

distribution, structure, and chemical composition of oxide nano-

precipitates are characterized and analysed as follows.

Nano-precipitates of high number density and near-uniform

distribution were observed in TEM bright field in Figure 3A.

Precipitate size distribution was calculated using TEM bright

field images and more than 1000 precipitates were measured, as

shown in Figure 3B. The size of oxide precipitates varies from

about 1 nm in diameter to 20 nm. Most of the precipitates are

under 10 nm and the average size is 3.5 nm. The thickness of the

TEM specimen prepared by electropolishing was estimated to be

100 nm and the number density of oxide precipitates is 5 × 1022/

m3. The size and number density of the oxide precipitates in this

ODS steel are the same levels as several kinds of ODS steels, with

a number density of 1022–1024/m3 and an average size from 2 to

10 nm (Klimiankou et al., 2005; Aleev et al., 2011; Hirata et al.,

2012; Wu et al., 2012; Rahmanifard et al., 2015; Liu et al., 2017).

Y2O3 powder was added to produce oxide precipitates and

the expected structure of nano-precipitates is Y2O3. TEM images

in Figure 4 show an oxide nano-precipitate with a diameter of

TABLE 1 Chemical composition of the MX-ODS steel (wt%).

C Cr N W Mn Ta V Y O H Si Al

0.0115 7.69 0.110 1.14 0.94 0.11 0.39 0.23 0.163 0.00021 0.0124 0.0052

FIGURE 1
A tempered martensitic structure of the as-received sample
with fine grains in TEM.

FIGURE 2
Damage (dpa) and implanted Fe ions distribution (%) along
depth calculating by SRIM.
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3.5 nm in the steel matrix together with its fast Fourier transform

(FFT) image. A structure of Y2O3 (PDF#01-075-3096) in the

direction of (0 2 2) can be seen. The d-spacings of 0.26 and

0.31 nm accord with the d-spacings of (4 0 0), (2 2 2) in Y2O3,

respectively, and the corresponding angles are 73 and 53°.

Structures of 10 nano-precipitates and their FFT were

examined and all of them were the same Y2O3 structure. No

specific orientation relationship between precipitates and the

steel matrix was observed.

The chemical compositions of Y-O nano-precipitates

acquired by EDS are shown in Figure 5. Precipitates vary

from 1 to 10 nm in diameter in the HADDF image. These

larger precipitates were chosen to illustrate element

distribution clearly. Precipitates of Y and O, lacking Fe can be

seen, and some of the precipitates contain Si and a small amount

of Ta as well. A shell structure of V surrounding oxide is clearly

demonstrated with the element map of Y and V. Element map of

Cr shows its slight aggregation around the oxides.

It has been reported that other trace elements, such as Mn, Si,

V, and Ta, could take part in the formation of oxide nano-

precipitates, and some of the precipitates with these minor

elements have different structures instead of Y2O3. Uchidi

et al. (2011) reported that in 9YWT ODS steel with an extra

1 wt% Si added, besides fine precipitates of Y2O3, complex oxide

of Y2SiO5 appeared during the annealing process after MA. An

atom probe tomography (APT) study of ODS-EURORFER

97 steel showed the presence of Mn and Si at both 5%–10%

in oxide precipitates (Williams et al., 2010). Klimenkov et al.

(2009) reported the presence of Mn inside nano-precipitates,

with a chemical composition of (Y1.8Mn0.2)O3 of the oxides in

ODS-EUROFER alloy by electron energy loss spectroscopy

(EELS). Mn seemed to dissolve in the Y2O3 phase and the

structure of oxides was not changed.

The presence of minor elements in oxide can be explained by

the formation enthalpy of their oxides. Among all the minor

elements in the MX-ODS steel in this study, the formation

FIGURE 4
TEM image of an oxide nano-precipitate with a diameter of 3.5 nm together with its fast Fourier transform (FFT) image, showing a structure of
Y2O3 (PDF#01-075-3096).

FIGURE 3
(A) High-density oxide nano-precipitates inside a grain in
TEMbright field. (B) Size distribution of nano-precipitates in the as-
received sample.
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enthalpy of Y2O3 consuming per mole O at 298 K is 635 kJ, the

largest, followed by SiO2 of 455 kJ, the second, and Ta2O5 of

409 kJ (Rumble, 2021). Oxygen prefers to form oxides with Y first

during the fabrication process since it is the most stable oxide

from thermodynamic perspectives. It is reasonable for Si to enter

the oxide precipitates of Y and O as its formation enthalpy is the

second highest. Considering the small amount of Si totally

contained in the steel (only 0.0124 wt%), even though it has a

different structure of binary oxide, Si in precipitates did not

influence the structure of Y2O3 of nano-precipitates.

The presence of shell structure around the oxide nano-

precipitates has been reported in several works of ODS

EUROFER steels. ODS EUROFER steel has similar chemical

compositions of minor elements with that of the MX-ODS steel

used in this study and Y2O3 oxide nano-precipitates are observed

in ODS EUROFER steel although the presence of large carbide is

also present due to higher carbon content. A Cr and V-rich shell

surrounding the oxide nano-precipitates of Y-O core or Ti-O

particles was reported (Williams et al., 2010; Oksiuta et al., 2013;

Fu et al., 2021). Klimenkov et al. (2009) suggested that a V-Cr-O

shell of 0.5–1.5 nm thickness formed around oxide nano-

precipitates. Besides, in the study of a model ODS alloy

containing Fe-12Cr-0.4 Y2O3 wt%, a Cr-rich shell of 3 nm

was found in some of the oxides, which were still present

after annealing for 96 h (de Castro et al., 2011b).

The formation of the shell structure of V and Cr around

nano-oxides can be explained by the following two reasons.

1) The originally formed oxides contained Cr and V and other

minor elements besides Y, and in the following process at high

temperature, V and Cr atoms were expelled from oxides due

to their weaker bond with O atoms compared with the bonds

with Y, Si, and Ta (Williams et al., 2010). With smaller

formation enthalpy of V and Cr, they were adjacent to O

in the oxide core as a shell structure. The distribution of

elements inside oxide nano-precipitates and the shell

structure around is the result of reaching lower energy

locally. In the study by Aleev et al. (2011), instead of a

V-shell around, V was found inside the oxide in ODS

EUROFER characterized by ATP, and the concentration of

V equaled or exceeded that of Y in some particles. This

suggests that V atoms were concentrated in the oxides at

one time, and might participate in the formation of oxides.

Therefore the later expelling of V out of oxides could be

possible.

2) The oxides originally formed with Y, and a small amount of

Si, Ta, with V and Cr diffusing and segregating around oxides

in the following process. Cr and V atoms have a relatively high

diffusivity in bcc-Fe. The trace diffusion coefficients of V and

Cr at 1150 K are in the order of 10−11 and 10−15 cm2/s,

respectively, both higher than that of Fe, which is in the

order of 10−15 cm2/s, but smaller than Cr (Choudhury et al.,

2011; Obrtlik and Kuöeka, 2022). Segregation of Cr along

grain boundaries was observed in some prior works (Zhou

et al., 2016). The interface of oxides nano-precipitates and the

steel matrix provides sites for segregation. The diffusion of

these elements at high temperatures during fabrication

resulted in their segregation around oxides.

3.1.2 Large precipitates
Common carbides formed in steel such as MC, M23C6 (M =

Fe, Cr, Mn) can be unstable during long-term high-temperature

conditions and irradiation environments. The coarsening or

dissolution of carbides results in the degradation of

FIGURE 5
HADDF image and EDS elemental mappings showing the chemical compositions of oxide nano-precipitates and shell-core structures.
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FIGURE 6
STEM image and elemental mappings of two types of large precipitates.

FIGURE 7
HADDF image and EDS elemental mappings of VN near an Y-Ta-Si type oxide. The area of TEM image in Figure 8 is illustrated with a yellow box.
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mechanical properties, threatening the safety of nuclear reactors

(Grybėnas et al., 2017; Kano et al., 2018b). MX-ODS steel in this

study was designed with extremely low carbon content to avoid

the formation of carbides. Carbides were not found in the TEM

examination of large areas in the electropolished specimens.

Two kinds of second phase precipitates of a rather large size

(more than 40 nm in diameter) were found both on grain

boundaries and inside the grains. The two types of large

precipitates can be distinguished by their chemical

composition and size.

The first type of large precipitates is the oxides of various

metallic elements characterized as bright structures in the STEM

images shown in Figure 6. The size of these oxides varies from

100nm to 250 nm and most of them contain Y, Ta, Si, thus

named Y-Ta-Si oxide in this article. These oxides possess

complex structures and some of them contain other elements

such as Mn, Cr and V.

The second type of large precipitates is the VN particles

characterized as dark structures in Figure 6. The size of VN

particles is from 40 to 200 nm and the average size is smaller than

100 nm. It is noticed that some of the two kinds of large

precipitates are present adjacent to each other, as indicated

with arrows in Figures 6, 7 also shows a Y-Ta-Si-type oxide

adjacent with VN, where the area of TEM image in Figure 8 is

illustrated with a yellow box. The structure of VN is shown in

Figure 8, with FFT of the TEM image in high magnification, in

accord with VN (PDF#00-035-0768) in the direction of (0 2 2).

3.1.3 Voids in as-received samples
Voids of very small size (less than 1 nm) and high number

density (about 1022/m3) were observed in the as-received

specimen prepared by electropolishing, in the FIB specimen of

unirradiated area, as well as in the area far from irradiation depth

in the irradiated FIB specimen, using over focus and under focus

in bright field TEM. Thus the presence of voids was not due to

FIB preparation or high temperature during irradiation. Figures

9A, B show the voids in the as-received sample. The distribution

of small voids was rather uniform and a preferred attachment of

small voids to nano-precipitates was not observed.

These pre-existing voids before irradiation were most

probably produced during the hot forging and hot rolling

process in the fabrication stage. Several works reported the

presence of voids in ODS steel fabricated by the HIP process.

It was reported that small voids of 2 nm in ODS-Fe12Cr or 5 nm

in ODS-Fe14Cr alloys and voids were frequently found near

oxide nano-precipitates, carbides, or Cr-rich precipitates (de

Castro et al., 2009; de Castro et al., 2011a). Positron

annihilation results of EUROFER steels with and without

oxide dispersive strengthened particles suggested that Ar

atoms were absorbed during the mechanical alloying process

and vacancy clusters were captured by the interface between

nano-precipitates and steel matrix, and hence, cavities nucleated

grow next to precipitates (Ortega et al., 2008). The fabrication

process of MX-ODS steel in this study included mechanical

alloying in Ar atmosphere and hot forging as well as hot

rolling instead of HIP. During the hot forging and hot rolling

processes, materials were densified through rapid plastic

deformation under high stress and the voids were not fully

eliminated, thus small voids exist.

3.2 Microstructure of samples after
irradiation

3.2.1 Precipitates
Oxide nano-precipitates were observed to be stable after

high-temperature irradiation. Uniform distribution of fine and

dense oxides was observed using HADDF as shown in Figure 10.

The image was captured at the depth of 400 nm below surface,

corresponding to a damage of about 35 dpa as calculated by

FIGURE 8
TEM bright field image of VN in high magnification, together with its FFT image showing a structure of VN (PDF#00-035-0768).
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SRIM. The oxides in the images presented an average size of

about 3 nm in diameter and their chemical compositions are

shown in EDS images. The nano-precipitates contained mainly Y

and O, with Si not clearly seen inside these oxides. A shell rich in

V is present clearly in the overlapped element maps of V and Y.

Distribution of Cr shows a slight gathering around the oxide

particles. It can be concluded that a shell-core structure remained

and the composition of oxides did not change after irradiation,

although a careful and detailed comparison of the shell-core

structures before and after irradiation can be hard using EDS.

The changes of oxide nano-precipitates after irradiation, such as

coarsening or dissolution of oxides, have been widely studied,

and in most cases, Y-O oxides remained stable after irradiation

(Wharry et al., 2017). In this study, the oxide nano-precipitates in

MX-ODS steel remained stable after self-ion irradiation, showing

a good tolerance to irradiation.

Large precipitates became unstable after irradiation, showing

an irregular shape instead of a perfect sphere. Due to the limited

irradiated area in the FIB specimen and a relatively low number

density of large precipitates, only three precipitates after

irradiation were observed and characterized, as shown in

Figure 11A. The three precipitates are at about 200, 300, and

900 nm in depth, respectively, corresponding to damage levels of

28, 33, and 70 dpa. The bright field images in Figures 11B, C and

HADDF image in Figure 11D show the irregular shape of the

precipitates, with several bulges attaching together and

comprising the precipitates. The three large precipitates have

crystal structures and contain various mantellic elements and O,

N atoms. Figure 11E shows the elementary mapping of the

precipitate in Figure 11D and it contains Cr, Mn, V, N, and

O. Pure VN was not found in the irradiation affected area. These

three large precipitates could be developed from Y-Ta-Si-type

oxides and VN since they appeared adjacently as mentioned

before. During irradiation, both excess point defects and

displacement cascade account for the instability of

precipitates. Binding between point defect and solute atom

could lead to the dissolution of atoms in precipitates where

point defect gradient occurs (Abe et al., 2014; Kano et al., 2018b),

while a number of atoms may be ejected when a displacement

cascade locates at least partly within a precipitate (Russell, 1993).

Shape change of precipitates was most probably caused by

dissolution and subsequent precipitation. Atoms were knocked

off the precipitates and dissolved into the matrix in displacement

cascades, then formed smaller precipitates clinging to the

original one.

3.2.2 Nano-voids and swelling
A much higher number density of voids appeared after

irradiation in the irradiation influenced regions. As shown in

Figure 9, voids are presented in bright and dark spots in under-

focused and over-focused TEM bright field images. Images in

Figures 9C, Dwere captured in the near-surface area, in the depth

FIGURE 9
Voids in under-focused and over-focused TEM bright field. Some of the voids are illustrated with arrows. (A,B) Voids in the as-received sample.
(C,D) Voids at the near surface area (0–100 nm in depth) of irradiated sample. (E,F) Voids in the irradiated sample in depth of 450–550 nm.
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FIGURE 10
HADDF image and EDS elemental mappings of oxide nano-precipitates after irradiation, captured in the depth of 400 nm, corresponding to a
damage of about 35 dpa.

FIGURE 11
(A) HADDF image showing three precipitates in the irradiated area. Large precipitates are indicated with arrows and the dpa and implanted Fe
ions distribution along depth are shown as lines in red and blue. (B,C) Bright field images of the upper precipitates. (D) HADDF image of the
precipitates at the depth of damage peak. (E) EDS elemental mapping of the large precipitate in (D).
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of 0–100 nm. Some of the voids are indicated with arrows in

order to be clearly identifiable.

The size of voids remained small and statistics of their sizes

can be fairly inaccurate, thus only numbers of voids in different

depths were counted. A series of under-focused and over-focused

TEM bright field images were captured along depth to calculate

voids number density in different depths. A number density of

1022/m3 was calculated in the FIB specimen prepared in the

unirradiated area. This statistics was set as a background to be

subtracted when estimating voids distribution produced by

irradiation.

The distribution of voids number density along depth, along

with the irradiation damage and implanted ions distribution

calculated by SRIM is shown in Figure 12. Voids of the largest

number density, a number density of four times that of the

unirradiated area, were observed at the depth of approximately

500 nm, shallower than the damage peak at 800 nm depth.

Another area with a high number density of voids appeared

at the surface of the sample, at a depth of about 50 nm.

Void swelling due to irradiation was estimated using the

number density of voids at 400–700 nm depth and an average

size of 1 nm in diameter. Voids in the depth of 450–550 nm were

shown in Figures 9E,F. Voids in this area was chosen to calculate

void swelling in order to reduce implanted ion effects near peak

damage area as well as to avoid the surface effect of the sample

surface. The following formula (Velikodnyi et al., 2022) was used

to calculate void swelling:

S � π/(6Ah)∑N
i�1d

3
i

1 − π/(6Ah)∑N
i�1d

3
i

· 100%

Where A and h stand for the area and the thickness of the images

examined, di and Ni stand for the diameter of i-void and number

of voids counted. The void swelling due to irradiation was only

0.004%, indicating a reasonably good resistance to void swelling

during irradiation. Besides, the pre-existing voids seem not to

grow to a larger size during irradiation.

Ferritic martensitic ODS steels present very small void

swelling compared to steels without ODS structure (Shao

et al., 2015). No voids were found or only 0.5% swelling

occurred at peak damage under 50 dpa (Tanaka et al., 2004;

Song et al., 2018). 0.05% and 1.5% swelling were found after self-

ion irradiation up to 800 dpa at 475°C in tempered martensite

and ferrite phases respectively (Chen et al., 2015). The void

swelling calculated in this study is reasonable compared to

previous observations by other researchers. The oxide nano-

precipitates with high number density, small size, and uniform

distribution contribute to the good void swelling resistance of

ODS steels. A large number of vacancies and interstitials are

produced during irradiation, resulting in a much higher

concentration of point defects in the steel matrix. Some of the

defects are captured by sinks such as dislocations, grain

boundaries, and free surfaces, becoming immobilized or

annihilated there (WAS, 2017). The diffusivity of interstitials

is higher than that of vacancies, leading to the supersaturation of

vacancies and hence the formation of voids. High-density nano-

oxides act as trapping sites for defects and delay the

supersaturation of vacancies, thus suppressing void swelling.

The sink strength contributed by line dislocations, grain

boundaries and oxide nano-precipitates were calculated and

oxides contributed the most in ODS steels (Song et al., 2018).

The ability of nano-precipitates to reduce freely migrating defects

is even better than that of dislocations and grain boundaries

according to a rate theory calculation (Liu et al., 2018).

The peak void number density appearing ahead of peak

damage calculated by SRIM is due to the following two

reasons. First, implanted Fe ions as extra interstitial atoms

entered the matrix, reducing vacancy concentration by

enhancing recombination between vacancies and interstitials

and suppressing void density. Second, the irradiation was

conducted at a relatively high temperature of 550°C, and the

thermal diffusion was enhanced and depth-dependent radiation

enhanced diffusion should be taken into consideration as well.

The affected area of implanted Fe ions may expand to a wider

range as suggested by Doyle et al. (2018). Thus, the peak void

swelling area was observed prior to the peak swelling depth.

A high number density of voids appeared in the near-surface

area because of a biased loss of interstitials to the surface. Planar

sinks such as grain boundaries or free surfaces can cause local

defect-depleted zones in irradiation since they capture free point

defects (Zinkle and Snead, 2018). Both interstitial-type and

vacancy-type defect clusters were found to deplete near

surfaces (Gigax et al., 2016; Short et al., 2016). Interstitials

diffuse faster than vacancies, resulting in a severe depletion of

interstitials. Therefore, the void swelling was enhanced in the

near-surface area.

FIGURE 12
Distribution of voids density along depth with the irradiation
damage and implanted ions distribution calculated by SRIM.
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4 Conclusion

A self-ion irradiation experiment was conducted on the MX-

ODS steel and samples before and after irradiation were

characterized using TEM. The following conclusions were obtained.

The MX-ODS steel in this study contains uniformly distributed

oxide nano-precipitates of small size and high number density. The

average diameter and number density of the nano-precipitates are

3.5 nm and 5 × 1022 /m3 respectively. The structure of fine oxides is

Y2O3. Some nano-precipitates contain Si and present a V-rich shell

surrounding Y and O. With an extremely low carbon continent, no

carbides such asM23C6 orMCwere found in the steel. Two types of

large precipitates, Y-Ta-Si oxides, and VN, are present in grains and

on grain boundaries, with a size of 100–250 nm and 40–200 nm

respectively.

Heavy ion irradiation of 3 MeV Fe was conducted at 550°C to

a peak damage of 70 dpa. After irradiation, fine and dense oxide

nano-precipitates and their shell-core structure remained stable

while large precipitates became instable, changing from globe to

irregular shape with humps. Voids smaller than 1 nm appeared

due to irradiation and the corresponding void swelling was only

0.004%, indicating a reasonably good swelling resistance of the

MX-ODS steel in this study. The largest number density of voids

occurred at the near-surface area and the depth ahead of peak

damage calculated by SRIM, and this can be explained by the

effects of implanted ions and the effects of surface.
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An improved multiphase SPH
algorithm with kernel gradient
correction for modelling
fuel–coolant interaction

Fang Wang, Zhi-Gang Zhang* and Qi Wu

Fundamental Science on Nuclear Safety and Simulation Technology Laboratory, Harbin Engineering
University, Harbin, China

Fuel–coolant interaction (FCI) has a pivotal role in the development of core
disruptive accident in a sodium-cooled fast reactor. The drastic deformation of
multiphase interface in the FCI is hard to deal with in the traditional grid method. In
this paper, an improved multiphase smoothed particle hydrodynamics (SPH)
algorithm corrected with the kernel gradient correction (KGC) technique is
presented for multiphase flow with a large density ratio and complex interfacial
behaviors. The density discontinuity across themultiphase interface is describedwith
the use of special volume, which only depends on the position information of
adjacent particles. This multiphase SPH algorithm, which is troubled by an
unstable and mixed-interface problem under a large density ratio, is significantly
improved with the KGC technique. The accuracy and robustness of the improved
method are demonstrated in the numerical simulations of the deformation of a
square droplet, Rayleigh–Taylor instability, and bubble rising in water. The verified
corrected multiphase SPH is applied to simulate the hydrodynamic behaviors of the
general FCI and the interaction between fuels coated with stainless steel film and
coolant. Boundary layer stripping, Rayleigh–Taylor instability, and Kelvin–Helmholtz
instability are observed as important mechanisms of hydraulic fracturing. The
fragments’ distribution and the influence of stainless steel film are analyzed. The
existence of a stainless steel film has been shown to inhibit breakage.

KEYWORDS

smoothed particle hydrodynamics, kernel gradient correction, fuel-coolant interaction,
multiphase flow, large density ratio, fragmentation

1 Introduction

As the most mature reactor of Generation-IV advanced reactor systems, a sodium-cooled
fast reactor (SFR) has advantages such as good inherent safety, high breeding ratio, high thermal
conductivity, and long-life radioactive waste transmutation. Rich experience with operating
systems laid the foundation of its commercialization. However, once the anticipated transients
without scram, including unprotected transient overpower and unprotected loss of flow,
happened, the boiling coolant could cause an increase in reactivity, exacerbating the
consequences and leading to core disruption and fuel melting (Tobita et al., 2016).
Although the probability of core disruptive accident (CDA) is very low, it is crucial for
reactor safety assessment. Molten fuel ejected from the cladding rupture is mixed with the
coolant and forms fragments. The behavior and size of fuel fragments formed in the
fuel–coolant interaction (FCI) significantly affect the heat transfer deterioration in core as
well as cooling and re-criticality in the lower head and core catcher (Cheng et al., 2019).
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From this point of view, a number of experimental research studies
have been conducted on the FCI related to an SFR to figure out the
fragmentation characteristics over the past decades (Iwasawa and Abe,
2018). Some researchers usedmolten fuel materials (U/UO2) in pursuit of
a realistic core condition. Armstrong reported a series of experiments
about the interactions between UO2/stainless steel and liquid sodium in a
dropping mode (Armstrong 1971) (Armstrong et al., 1976). Gabor et al.
(1988) performed experiments by pouring molten metallic fuel and its
alloy in quantities of kilogram into a sodium pool and focused on breakup
behaviors. In most of the later experiments, as core materials are not
readily available, materials with physical properties similar to fuel, such as
copper, were often used as substitutes (Schins and Gunnerson, 1986;
Nishimura et al., 2007; Nishimura et al., 2010; Zhang and Sugiyama,
2012). The fragmentation mechanisms are usually inferred based on the
size and morphology of the solid fragments. Nishimura et al. (2010)
carried out the FCI experiment in the form of a single molten copper jet
penetrating into a sodium pool and analyzed the fragmentation
characteristics from hydraulic and thermal perspectives. The processes
of a single molten copper droplet (Nishimura et al., 2007; Zhang et al.,
2009; Zhang and Sugiyama, 2010; Zhang and Sugiyama, 2012) and
continuous copper droplets (Yang et al., 2018; Yang et al., 2019)
interacting with liquid sodium have also been studied, and a thermal
fragmentation mechanism of sodium entrainment was proposed and
fragmentation due to a sodium microjet was presented.

In order to get rid of the limitation of core materials and obtain a
visible development process, some scholars chose numerical methods to
study the FCI. Cheng et al. (2015b) used SIMMER-III, which is a safety
analysis code characterized by multivelocity field, multiphase, and
multicomponent modeling to simulate the experimental tests of
fuel–water interaction conducted at the Japan Atomic Energy Agency
(Cheng et al., 2015a), to figure out the characteristics including pressure
buildup and mechanical energy release. Because the FCI is a complex
phenomenon involving multiphase flow, intense interfacial motion,
drastic heat transfer, and phase transitions, it is challenging for
traditional grid methods to capture these details, and some technical
limitations emerge, such as grid distortion in the Lagrange gridmethod or
difficult interface tracking in the Euler grid method when dealing with
such large deformation multiphase flow problems. Therefore, some
scholars have turned to meshfree methods, which have received
extensive attention in recent years. The computational domain of the
particlemethod is represented by a series of randomly distributed particles
carrying material properties. Due to these moving Lagrange particles, the
meshfree particle methods obtain attractive features and inherent
advantages in solving complex hydrodynamics problems. The moving
particle semi-implicit (MPS) method and smoothed particle
hydrodynamics (SPH) are two typical meshfree particle methods. MPS
was first proposed by Koshizuka and Oka (1996) and focused on
thermal–hydraulic simulations in nuclear field. Abundant models
related to incompressible flow have been developed in the MPS
framework for calculating surface tension, heat conduction and
convection, open inlet and outlet boundaries, fluid–structure
interaction, and other problems. The development and application of
MPS in nuclear engineering are well-reviewed by Li et al. (2020). SPH is
the first meshfree particle method proposed by Lucy (1977) and Gingold
and Monaghan (1977). With sufficient development, it has been widely
used in marine, aerospace, and other fields covering compressible, weakly
compressible, and incompressible flows (Lind et al., 2020). The
fundamental difference between MPS and SPH lies in the solution of
pressure. The pressure of incompressible flow in MPS is calculated by

implicitly solving the pressure Poisson equation, which requires solving a
super large-scale matrix. It is a severe test of computational cost and
parallel feasibility, especially with a huge number of particles (Li et al.,
2020). Considering the large-scale particle computation and parallel
algorithms are the general trend, although SPH is rarely used in
nuclear field compared with MPS, SPH is chosen in this paper for its
development potential with explicit solution, which makes it easy to
improve the computational efficiency through parallelism. In order to
handle the density discontinuity across the multiphase interface, a few
solutions have been proposed. In this paper, one of the popular ideas
based on particle number density is adopted (Hu and Adams, 2006; Hu
and Adams, 2007; Szewc et al., 2015). However, there are still errors under
this approximation idea, and the accumulated errors lead to the situation
where the stability and accuracy of the calculation cannot be maintained
for a long time. Therefore, this study introduced kernel gradient
correction (KGC) and combined it with the use of particle number
density. The significantly better performance of the improved method in
dealing with multiphase flow has been demonstrated and emphasized.
The multiphase SPH corrected with KGC is abbreviated as KGC-MSPH
in this paper. The program in this paper is developed based on
FORTRAN language and uses OpenMP to realize parallel computation.

This paper is organized as follows: in the second section, the basic
physicalmodels, namely, conservation equations and equations of state, are
introduced. Then, the third section describes the numerical scheme,
including the basic principle of SPH and models and corrections used
in multiphase SPH. In the fourth section, the numerical investigation of
KGC-MSPH is explained with the test cases. Finally, we apply the validated
method to the simplified FCI condition and discuss the simulation results.

2 Physical models

The Navier–Stokes equations used to describe the flow system in a
Lagrangian frame are applied. The continuity equation and the
momentum equation are as follows:

dρ

dt
� −ρ∇ · v, (1)

dv
dt

� 1
ρ

−∇p + f v + f s( ) + g , (2)

where ρ is the density, v is the velocity vector, p is the pressure, and t
is the time. The pressure gradient −∇p, viscous stress f v , surface tension
force f s, and the gravity g are contained in the momentum equation. In
the SPH framework, the incompressible fluids are usually assumed to be
weakly compressible. Thus, the pressure is directly related to the density
and can be calculated explicitly via the equation of state. Here, the
commonly used Tait equation (Monaghan, 1994) is applied,

p � ρ0c0
2

γ

ρ

ρ0
( )γ

− 1[ ] + pb, (3)

where, c0 is the artificial sound speed. The value of c0 determines the
compressibility of the fluid and it must be ten times greater than the
maximum value of the fluid velocity to satisfy the weakly compressibility
hypothesis (Monaghan and Kos, 1999). For single-phase flow and the
denser phase in multiphase flow, γ is usually set to be 7, and it takes a
smaller value for the lighter phase, which is usually 1.4 under the large
density ratio of water to air (Colagrossi and Landrini, 2003; Grenier et al.,
2009). The relation of the artificial sound speeds for different phases,
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phaseX and phase Y, satisfies the condition ρ0,Xc0,X
2/γX � ρ0,Yc0,Y

2/γY.
pb is the background pressure. It has a positive value for the multiphase
flow to avoid negative pressures. The application of background pressure
is beneficial to the uniformity of particle distribution and the stability of
calculation (Marrone et al., 2013; Zhang et al., 2015).

3 Numerical scheme

3.1 Basic principle of SPH

In SPH, the computational domain is represented by a finite number of
particles, which carry physical properties like real fluid elements. A kernel
function is applied to establish the relationship between particles. The
kernel approximation works by integrating over the surrounding particles
to express the central one. The arbitrary functionA(x) at a general position
x in the domain Ω and its derivative in SPH form are obtained,

A x( ) � ∫
Ω

A x′( )W x − x′, h( )dx′ ≈ ∑N
j�1

mj

ρj
A xj( )W x − xj, h( ), (4)

∇A x( ) � ∫
Ω

A x′( )∇W x − x′, h( )dx′ ≈ ∑N
j�1

mj

ρj
A xj( )∇W x − xj, h( ) ,

(5)
where,W(x − x′, h) is the smoothing kernel function. The support

domain of the kernel function is measured by the smoothing length h
and it is discretized intoN particles. When h becomes 0,W(x − x′, h)
has the characteristic of the Dirac function and the kernel integral over
the support domain is equal to 1. The subscript j is used to label the
variables of these adjacent particles, like the mass mj and the density
ρj. All the particles in the computational domain can be expressed by
contributing to each other in the summations.

The kernel function plays an important role in the SPH simulation
and significantly affects the numerical results. Here, we consider two
kernel functions. One is the renormalized Gaussian kernel (Grenier et al.,
2009; Molteni and Colagrossi, 2009) used in the deformation of square
droplet, given as follows:

W r, h( ) �
1

πh2
e−q

2 − C0

1 − C1
( ) if q≤ 2

0 otherwise,

⎧⎪⎪⎪⎨⎪⎪⎪⎩ (6)

where, r � |xi − xj| is the distance between two particles, q � r/h
and C0 � e−9 and C1 � 10C0. The cut-off radius is set to be 3h.

The other one is the Wendland kernel (Dehnen and Aly, 2012;
Ferrand et al., 2013) used in the other cases, given as

W r, h( ) �
7

64πh2
1 + 2q( ) 2 − q( )4 if q≤ 2

0 otherwise,

⎧⎪⎪⎨⎪⎪⎩ (7)

where, the cut-off radius is set to be 2h.

3.2 MSPH formulations

The density estimation is the basis in the SPH frame and is
achieved either by the continuity equation or by the density

summation approach. In order to handle the density discontinuity
across the multiphase interface, a few variants of density estimation
have been developed. The special volume proposed by Hu and Adams
(2006) is used in the present work. It is based on the density
summation theory with the use of an interpolating function,
given as

χj xi( ) � Wj xi( )∑N
k�1Wk xi( ) �

Wj xi( )
σ xi( ) , (8)

where, Wj(xi) is the abbreviation of Wj(xi − xj, h). σ(xi) is the
particle density number. The special volume calculated with the
interpolating function is as follows:

Vσ
i � ∑N

j�1
χj xi( )Vj �

∑N
j�1Wj xi( )Vj

σ xi( ) ≈
1

σ xi( ) . (9)

After the aforementioned derivation, the special volume Vσ
i is the

inverse of σ i, which only requires the position information of the
adjacent particles. With the mass of particle i known as a constant, the
density can be approximated as,

ρi � mi/Vσ
i � miσ i . (10)

The density of particle i is not influenced by the mass or density of
the neighbors, and this multiphase model is able to reproduce the
discontinuous density field.

Based on the multiphase SPH idea, the momentum conservation
equation Eq. 2 can be discretized as,

dvi
dt

� 1
ρi

− 1
Vσ

i

∑N
j�1

piV
σ2
i + pjV

σ2
j( )∇Wj xi( ) + f v,i + f s,i

⎡⎢⎢⎣ ⎤⎥⎥⎦ + g . (11)

The acceleration term driven by the pressure gradient in Eq. 11 has
the anti-symmetric form, which is variationally consistent with the
form of density estimation.

In addition to density, some other physical properties are
discontinuous across the multiphase interface, such as viscosity. To
deal with the viscosity jump, the viscous coefficient is calculated in a
harmonic mean form proposed by Hu and Adams (2006). The
formula of the viscous force f v,i is given as,

f v,i � ∑N
j�1

2ηiηj
ηi+ηj

Vσ2
i + Vσ2

j( ) xi − xj( ) · ∇Wj xi( )
xi − xj
∣∣∣∣ ∣∣∣∣2 + ξh( )2

vi − vj( )
Vσ

i

, (12)

where, η is the dynamic viscous coefficient and ξ is a small
constant, usually taken to be 0.01, to prevent the denominator
from being 0 when two particles coincide.

Here, the surface tension force is calculated using the CSF model
(Brackbill et al., 1992) in the form f s � −ακnλ. α is the surface tension
coefficient, κ is the curvature of the interface, and n is the unit normal
vector. λ is a weight function used to define a transition zone near the
interface and determine the magnitude of the surface tension across
the zone. The calculation of n and λ requires a density-weighted color
function c such that n � ∇c/|∇c| and λ � |∇c|. The formulas are given
as (Adami et al., 2010)

cji � 1 if i ∈ S, j ∉ S
0 if i ∈ S, j ∈ S,

{ (13)

cji,W � ρj
ρi + ρj

cji + ρi
ρi + ρj

cji , (14)

Frontiers in Energy Research frontiersin.org03

Wang et al. 10.3389/fenrg.2023.1041986

229

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2023.1041986


where, cji represents the relationship between particle i and the
neighbor particle j, S is the phase to which particle i belongs to, and
cji,W is the density-weighted color function. The SPH approximation of
the unit normal vector is obtained as,

∇ci � ∑N
j�1

Vσ2
i + Vσ2

j( )cji,W∇Wj xi( )
Vσ

i

. (15)

ni � ∇ci/ ∇ci| | . (16)
The curvature κ presented in Adami et al. (2010) using a

reproducing divergence is applied here. The benefit of this
reproducing divergence is that the support domain truncated
condition can be handled more accurately. The curvature in the
CSF model can be calculated as follows:

ϕj
i � −1 if i ∈ S, j ∉ S

1 if i ∈ S, j ∈ S,
{ (17)

κi � −∇ · ni � −d∑N
j�1 ni − ϕj

inj( ) · ∇Wj xi( )Vσ
j∑N

j�1 xi − xj
∣∣∣∣ ∣∣∣∣ ∇Wj xi( )∣∣∣∣ ∣∣∣∣Vσ

j

, (18)

where, ϕji is used to describe the direction of the unit vector by
determining whether the particles i and j belong to the same phase
and d is the spatial dimension. Then, the surface tension force is
obtained.

f s,i � αid
∑N

j�1 ni − ϕj
inj( ) · ∇Wj xi( )Vσ

j∑N
j�1 xi − xj

∣∣∣∣ ∣∣∣∣ ∇Wj xi( )∣∣∣∣ ∣∣∣∣Vσ
j

∇ci . (19)

The good performance of this surface tension model in multiphase
flow is demonstrated in this study by simulating the oscillatory
deformation of a square droplet.

3.3 Time-stepping scheme

The time-stepping scheme is fully explicit. Similar to Zhang et al.
(2015), a modified predictor-corrector time-stepping scheme is used in
this paper to integrate Eqs 1, 2. The integration process is divided into two
steps. The following equation gives the prediction step of the algorithm.

Vσ,n+1/2
i � 1

σni
, ρn+1/2i � miσ

n
i

vn+1/2i � vni +
Δt
2

dv
dt

( )n

xn+1/2i � xni +
Δt
2
vn+1/2

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
, (20)

where, the subscripts n and n + 1/2 represent, respectively, the
previous step and the prediction step. Δt is the timestep which is
determined by the CFL condition. The correction step, namely, the
present n + 1 step is updated as,

Vσ,n+1
i � 1

σn+1/2i

, ρn+1i � miσ
n+1/2
i

vn+1i � vni + Δt
dv
dt

( )n+1/2

xn+1i � xni + Δtvn+1i .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(21)

3.4 Solid boundary treatment

In this paper, the solid boundary condition is carefully set with ghost
particles, which have a mirroring relationship with the fluid particles
within 3h of the boundary. Here, we use the lower subscripts g, f, andw
tomark the information of the ghost particles, fluid particles, and the wall,
respectively. The subscripts n and t, respectively, mean the normal and
tangential direction. The position of the ghost particle is easy to obtain
with the mirroring relation as xg � 2xw − xf. The common conditions of
regular boundaries aremainly divided into no-slip and slip. The boundary
conditions are expressed by the tangential velocity with vg,t � −vf,t for
no-slip and vg,t � vf,t for slip condition. The normal velocity of ghost
particles is opposite to that of liquid particles to prevent particles from
penetrating the wall. In the case of intense flow, the opposite normal
velocity is not enough to stop the particle penetration. Therefore, an
additional repulsive force (Monaghan, 1994) is needed, and its formula is
as follows:

f w rgf( ) � D
rw
rgf

( )n1

− rw
rgf

( )n2[ ] rw
rgf

2 if
rw
rgf

≥ 1

0 otherwise,

⎧⎪⎪⎪⎨⎪⎪⎪⎩ (22)

where, the distance between the ghost particle and the fluid particle is
calculated as rgf � |xi,g − xj,f|. rw is the cut-off radius, and it is taken as
the initial spacing. The two powers are set as n1 � 4 and n2 � 2. The value
of D is on the order of the square of the maximum velocity.

3.5 Kernel gradient correction

Kernel gradient correction was developed to improve the simulation
accuracy, and Bonet and Lok (1999) proved that by theoretical derivation.
Shao et al. (2012) and Zhang and Liu (2017) have applied KGC in SPH
simulation of liquid sloshing dynamics, high velocity impact, and violent
impinging flow problems (Shao et al., 2016), which all focus on single-
phase flow problems. Zhu et al. (2018) presented a SPH model for
simulating multiphase flows with the use of KGC. In their work, the
density is evaluated by the continuity equation, and the interface sharpness
was maintained by developing an interface treatment algorithm, which
consists of a virtual particle technique and an interface force. Here, the
density discontinuity is handled by calculating the special volume based on
density summation idea. The introduction of KGC can significantly
improve the multiphase SPH model in this work, and the solution
procedure of KGC-MSPH is relatively simple. The remarkable
performance of KGC will be discussed in the numerical cases. The
KGC formulation can be derived as follows:

∑N
j�1

mj

ρj
xj − xi( ) ⊗∇WKGC

j xi( ) � I . (23)

The corrected kernel gradient can be obtained by modifying the
original gradient with a reversible matrix,

∇WKGC
j xi( ) � Li∇Wj xi( ). (24)

Li � ∑N
j�1

mj

ρj
∇Wj xi( ) ⊗ xj − xi( )⎡⎢⎢⎣ ⎤⎥⎥⎦−1 . (25)

Since the d × dmatrix is defined by the local particle information,
a high computation cost is required, which is a drawback.
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3.6 The interfacial repulsive force

The interfacial repulsive force is commonly used in multiphase
SPH-related studies (Monaghan, 2000; Grenier et al., 2009). If surface
tension force is not considered, a spurious fragmentation can happen
on the interface. The application of interfacial repulsive force can
maintain the interface sharpness. This repulsive force is added to the
pressure term depending on different situations and requirements.
The discretized momentum equation considering the interfacial
repulsive force can be written as follows:

dvi
dt

� 1
ρi

− 1
Vσ

i

∑N
j�1

piV
σ2
i + pjV

σ2
j( )∇Wj xi( )⎡⎢⎢⎣

−ε 1
Vσ

i

∑N
j�1

ρ0i − ρ0j
∣∣∣∣∣ ∣∣∣∣∣
ρ0i + ρ0j
∣∣∣∣∣ ∣∣∣∣∣ pi

∣∣∣∣ ∣∣∣∣Vσ2
i + pj

∣∣∣∣ ∣∣∣∣Vσ2
j( )∇Wj xi( ) + f v,i + f s,i

⎤⎥⎥⎥⎦ + g .

(26)
The interfacial repulsive force only appears near the interface and

vanishes if the neighbor particles belong to the same phase. The effect
of the interfacial repulsive force is negligible on the surface tension
force, and the magnitude of the force is determined by the coefficient ε,
where ε is generally less than 0.1 (Grenier et al., 2009; Monaghan and
Rafiee, 2013). We introduced the interfacial repulsive force in this
study and discussed the coefficient value applicable to our method.

4 Numerical investigations

4.1 Deformation of square droplet

In this section, the KGC-MSPH method is analyzed and verified
by a 2D simulation of the deformation of a square droplet. This case
has been studied by Ming et al. (2017), and Patiño-Nariño et al.
(2019) simulated a simple case of a circle drop resettling under a zero
gravity condition. The multiphase SPHmodels adopted in their work
are also based on calculations of particle number density and specific
volumes. Distorted and mixed-interface problem plagued them. In
order to maintain the sharpness under the high density ratio and

suppress the instabilities, some treatments, like background pressure
and interface sharpness control and inter-particle approximation of
average pressure value, are applied in their simulations. Here, we use
the same case to demonstrate the effectiveness of KGC on this
problem and make comparative analysis with their treatments.

The initial condition is shown in Figure 1. A square droplet with
side length l = 0.5m is located in the center of a square cavity with side
length L = 1.0 m. The computational domain is discretized into 80 ×
80 particles with uniform spacing Δx = 0.0125m. The timestep is set as
Δt � 10−4s. The wall boundary is simulated with the free-slip
condition using mirror ghost particles without additional repulsive
force. The liquid inside the droplet is marked with subscript in, and the
subscript out is used for marking the liquid outside the droplet in the
cavity. The density ratio is defined as Ψ � ρin/ρout, and the viscosity
ratio is Φ � ηin/ηout. The density of the liquid inside and the dynamic
viscous coefficient of the liquid outside are fixed as ρin � 1000 kg/m3

and ηout � 0.2 Pa · s, respectively. The prominent driven force, surface
tension, is simulated with the density-weighted CSF model and α �
10.0N/m. The background pressure is introduced here to prevent the
tensile instability, and it is set as Pb � 500 Pa.

For comparison, the MSPH basic method without correction is used in
this case whereΨ � 1000 andΦ � 1. The same condition is simulated with
KGC-MSPH. Under the action of surface tension, the square
droplet oscillated periodically and gradually converged to a
circular droplet. Several typical moments in the first oscillation
period of droplet deformation simulated by MSPH and KGC-
MSPH are shown in Figure 2. The first two figures on the top row
indicate that, without correction, the results of MSPH calculation
are reasonable at the initial stage of calculation. However, such a
smooth interface cannot be maintained for a long time. As the
calculation is performed, the problems of mixing and distortion
breakage appear on the interface and gradually become worse.
The problem is completely solved with the use of KGC. The
interface is smooth, and the calculation is stable. The whole
process of the droplet periodic oscillation and convergence
into a circle has been simulated. The axial and diagonal size
changes of the droplet during the deformation process are shown
in Figure 3. The droplet had completed more than ten significant
oscillation periods within 20 s, and the final axial and diagonal
sizes converged to the analytical equivalent diameter. The
theoretical value of the oscillation period is calculated
tperiod � 2π

��������
ρinRa/60α

√ � 1.215s, where Ra is the analytic radius
of the circle. The simulated oscillation period is in good
agreement with tperiod. We further increased the density ratio
to 10000 and increased the range of viscosity ratio to 10–100. The
total kinetic energy fluctuated with the oscillation in these
conditions as shown in Figure 4. When Ψ � 10000, KGC-
MSPH is still competent for the simulation of deformation.
Since the momentum of the external fluid is negligible for its
small density, the variation of total kinetic energy is basically
consistent with the curve of Ψ � 1000. In the oscillation process of
the square droplet with a high viscosity ratio, the kinetic energy is
rapidly transformed into potential energy, the oscillation period
is obviously reduced, and the droplet converged into a circle more
rapidly. The results indicate that KGC-MSPH is capable of
simulating the multiphase flow with a high density ratio and a
high viscosity ratio. With KGC, a simple correction operation,
stable and accurate results can be obtained in this case.

FIGURE 1
Initial setup of square droplet deformation.
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4.2 Rayleigh–Taylor instability

In order to further demonstrate the good performance of KGC-MSPH
in gravity flow, we select a classic case, Rayleigh-Taylor (R–T) instability,
which has been studied by Cummins and Rudman (1999), Grenier et al.
(2009), and Hu and Adams (2009) in many ways. The computational
domain is rectangularwith size of 1.0m ×2.0m and is discretized into 150×
300 particles. The timestep is set at Δt � 10−4s. The heavier fluid in the
upper layer with density ρh � 1800kg/m3 and the lighter fluid in the lower
layer with density ρl � 1000kg/m3 are separated by the interface at
y � 1.0 − 0.15 sin (2πx). The Reynolds number is set as
Re � ����

H3g
√

/υ �420, where H � 1.0 m and the gravity acceleration is

g � 1.0m/s2. The fluids have no initial velocity and begin to flow gradually
driven by gravity. The boundary condition is set as no-slip, and no surface
tension is considered here. The initial setup of this case is shown in Figure 5.

With KGC modification, MSPH is qualified for simulating R–T
instability, and the contour of the interphase interface is well-
described. The variation of the highest front position of the lighter
fluid is in good agreement with the Layzer theory as shown in Figure 6.
Because no external force is applied to the interface, slight
unsmoothness occurred as shown in Figure 7A. The repulsive force
model commonly used by scholars (Monaghan, 2000; Grenier et al.,
2009; Monaghan and Rafiee, 2013) to stabilize multiphase interfaces
was introduced. Snapshots of simulation results under repulsive forces

FIGURE 3
The variation of axial and diagonal sizes of the droplet.

FIGURE 2
Comparison of square droplet oscillation simulated with MSPH and KGC-MSPH.
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of varying magnitude with ε � 0.01 and ε � 0.08, at t � 0.5 s, are shown
in Figures 7B, C, respectively. The smoothing effect of the repulsive
force is clearly observed in the enlarged images. The interface is
moderately smoothed with ε � 0.01. However, with ε � 0.08, the
interface is overly smoothed and many details are erased, which is
unreasonable. We suggest that in KGC-MSPH, the value should not be
too large and preferably around 0.01 to avoid excessive influence on
the interface.

We can conclude in this section that KGC-MSPH is capable of
simulating R–T instability problem. The KGC correction fundamentally
stabilizes the calculation and improves the calculation accuracy. If a
smooth interface is desired, surface tension can be applied or an
appropriate repulsive force can be introduced.

4.3 Bubble rising

Bubble dynamics plays an important role in multiphase flow. The
bubble rising problem has been studied with experiments, such as
Collins (1967); Liu et al. (2016), and it has been extensively simulated,
such as Sussman et al. (1994) with a level set method and Krishna et al.
(2000) with a VOF method. As an important multiphase benchmark
case, the bubble rising process is accompanied with interface
deformation subjected to gravity force, viscosity, and surface
tension, and it is a test to the algorithms. We applied KGC-MSPH

FIGURE 6
The highest front position of a light fluid over time with ε = 0.01.

FIGURE 5
Initial setup of Rayleigh-Taylor instability.

FIGURE 4
The variation of total kinetic energy of the droplet deformation with different density ratio and viscosity ratio.
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to simulate the bubble rising process, and the results are compared to
those in previous literature (Sussman et al., 1994) obtained with the
level set method to prove the effectiveness of KGC-MSPH. The initial
condition of this case is shown in Figure 8, and the bubble with radius
R � 1.0 m rests in a rectangular container. The width of the container
is 6R and the height H � 10R. The center of the bubble is located on
the axis of the container and 2R away from the bottom of the
container. We use the subscript m for referring to the bubble and
n for the heavier liquid outside. The densities are set as
ρm/ρn � 1/1000. The viscosity is defined by the Reynolds number
Re � ������(2R3)g√

/υn � 1000, where υ is the kinematic viscous coefficient
and υm/υn � 128. The surface tension is defined by the Bond number
Bond � 4ρngR

2/α � 200. A small repulsive force is considered here
with ε � 0.01. The background pressure is set to be Pb � 1000Pa, and
the artificial sound speeds of the two phases are, respectively, as cn �
5

���
gH

√
and cm � 42.5

���
gH

√
.

The timestep is set as Δt � 10−5s. The computational domain is
discretized into two resolutions, 192 × 320 and 384 × 640, and it is
placed in a Cartesian coordinate system with the origin of the
coordinates in the lower left corner. Those snapshots
demonstrating typical shapes, including horseshoe-shaped,
mushroom-shaped, daughter bubble formation, and

detachment, are shown in Figure 9. In this condition, the
bubble body is elongated and pinched off, forming the
daughter bubbles. This process, which is tricky for the
multiphase methods, is well-handled here. The evolutions
under the two resolutions are almost consistent with each
other, and the details in higher resolution are slightly better. It
is further compared with the level set results, and good agreement
can be observed.

5 FCI simulation andmechanism analysis

Considering economy, safety, and reliability as well as engineering
technology foundation, various countries have gradually agreed on the
design scheme of the SFR. The core is made of metal fuel orMOX fuel, and
stainless steel is used as the cladding material. Metal-fueled fast reactors are
promising because metal fuels have better proliferative properties than
MOX fuels, which is an important advantage for fast reactors (Carmack
et al., 2009). However,metal uranium fuel has poor irradiation stability, low
melting point, and is easy to crystallize with cladding at low temperature
(Ogata, 2014). These shortcomings threaten the safety of the reactor core in
serious accidents and may lead to CDAs. As an important phenomenon

FIGURE 7
Snapshots of R-T instability at t = 5.0 s obtained by AMSPH-KGC, BMSPH-KGCwith repulsive force ε = 0.01, C MSPH-KGCwith repulsive force ε = 0.08.
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contained in CDAs (Tobita et al., 2016), molten fuel is fragmented and
solidified into debris surrounding by the coolant in the FCI. The debris is
relocated on the lower head or the core catcher. The fragmentation

characteristics of the FCI significantly affect the heat transfer
deterioration in core as well as cooling and re-criticality in the lower
head and core catcher. The FCI is numerically studied with the developed
KGC-MSPH method in this work. The fuel material is uranium, and the
coolant is sodium. The interactions between the fuel, which is coated with
melted cladding material, and the coolant were simulated as well. In
practice, such mixed situations may be more common and equally
valuable; however, they are rarely studied in the published literatures.

Regardless of heat transfer and phase transition, we assume that
uranium, stainless steel, and sodium remain liquid and interact with
each other. The hydrodynamic fragmentation in the FCI is our focus.
The sodium pool is placed in a 2D Cartesian coordinate system with a
width of 0.6m and height of 1.2m. The uranium droplet, which has no
initial velocity, with a radius of r � 0.08 m and with a center of (0.3,
1.0) is placed in the sodium pool. The computational domain is
discretized into 450 × 900 particles. The timestep is set as
Δt � 10−5s. All the boundaries are considered free-slip. The gravity
acceleration is g = 9.81 m/s2. The density ratio between U, stainless
steel (SS), and Na is 20:7.8:1 with ρU � 17797 kg/m3, ρSS �
6920 kg/m3, and ρNa � 892 kg/m3. The other physical properties
of the three materials used in this simulation are ηU � 5.5 × 10–3 Pa · s,
αU =1.55N/m, ηSS � 5.36 × 10–3 Pa · s, αSS =1.83N/m, ηNa � 4.067 ×
10–4 Pa · s, and αNa = 0.182 N/m. The artificial sound speeds are
cU � 40

���
gH

√
, cSS � 32

���
gH

√
, and cNa � 20

���
gH

√
. We first simulated

the direct interaction between a single uranium droplet and sodium
coolant. Then, the uranium droplet wrapped in stainless steel was
further considered, and the thickness of the stainless steel film is set as

FIGURE 9
Snapshots of bubble rising. A MSPH-KGC solution with resolution of 192 × 320, B MSPH-KGC solution with resolution of 384 × 640, C Level set solution
in (Sussman et al., 1994).

FIGURE 8
Initial setup of bubble rising.

Frontiers in Energy Research frontiersin.org09

Wang et al. 10.3389/fenrg.2023.1041986

235

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2023.1041986


0.01m and 0.02m. The thinner film thickness refers to the ratio of fuel
cladding size to fuel pellet size in SFRs, which is 10% or slightly larger.
The thicker film represents the condition that other stainless steel
structures in the core also melt and participate in the FCI.

5.1 Breakup behavior

Figures 10, 11, 12 show the images of typical moments in the
aforementioned three FCI processes, respectively. In order to clearly
present the details of fragment distribution, we show uranium particles
in red, stainless steel particles in green, and hide sodium particles. The
simulated processes ended before liquid uranium hit the bottom of the
sodium pool, which took about 0.57 s in all three cases. The initial layout for
each case is shown in subfigure (a) of the series. In the process of direct
interaction between uranium and sodium, as shown in Figure 10, the
initially stationary uranium droplet began to slowly accelerate downward
under gravity, and the circular droplet gradually developed into a crescent-

shape droplet. Before 0.3 s, the droplet basically maintained good integrity.
After that, the liquid sodium beneath the uranium droplet quickly flowed
over the lower surface and carried a few small fragments away from the
main body, rolling toward the low-pressure region behind the droplet and
forming two vortexes, as shown in Figures 10D,E. As the falling speed of
molten uranium increased, a large amount of uranium was elongated and
stripped at the edge and is continuously taken away by themainstream. The
trailing vortices formed on both sidesmake the fragmentsmore fully broken
and dispersed in space. This is the typical phenomenon of boundary layer
stripping. In addition, the main uranium body was obviously affected by
Kelvin–Helmholtz (K–H) instability due to the relative velocity parallel to
the interface andR–T instability due to gravity, both ofwhich appeared later
than the boundary layer stripping. Figure 13 shows the local magnified
image at 0.57 s. The three hydraulic phenomena which are mentioned lead
to the fragmentation which occurred simultaneously at that moment. They
are in agreement with the discussion given by Nishimura et al. (2010) in
form of a jet penetrating a surrounding fluid. Gray sodium particles are also
shown in the magnified image included in Figure 13. We can observe that

FIGURE 10
Initial setup and images in U-Na interaction.
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the complex interface can be clearly captured and particles near the interface
with high density ratio are evenly distributed and accurately described. It
proves the effectiveness of the KGC-MSPH method in solving FCI
problems.

In the interactions between the uranium droplet coated with the
stainless steel film and sodium coolant, the process can also be divided
into two stages according to the integrity of the droplet. As shown in
Figures 11, 12, the shape change of the uranium droplet in the first
stage (0–0.35 s) is similar to that in the direct interaction and no
fragments are generated. As mentioned previously, the dynamic
viscosities of uranium and stainless steel are very close, and the
density difference is not large, so the stainless steel film prevented
the shear force from liquid sodium directly acting on the uranium
surface. The isolation from the stainless steel film allowed the uranium
droplets to remain unbroken for much longer than that in direct
interaction, and the obtained droplet remained crescent-shaped. With
falling speed, the lower stainless steel film gradually thinned under the
shear forces and accumulated on the upper surface of the droplet. The

stainless steel film was gradually elongated with the boundary layer
movement and will be separated from the main body. In the later stage
(0.35–0.57 s), the uranium at the crescent tips began to detach from
the main body with the liquid stainless steel and formed uranium
fragments which are adhered to stainless steel. The stainless steel film
on the underlying surface of the main uranium body continued to be
stretched and remained attached to the surface. The upper surface was
always covered with a thicker film of stainless steel.

5.2 Result analysis

It can be observed from the FCI cases that the fragments formed
mainly include a main uranium body with the largest mass and a
large number of small fragments caused by boundary layer
stripping. In order to illustrate the fragment distributions and
analyze the influence of the stainless steel film, we made
statistics on the total number of fragments and the mass change

FIGURE 11
Initial setup and images in the interaction between U coated with Stainless steel film with thickness of 0.01 m and Na.
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of the main uranium body. As shown in Figure 14, from the
development trend of the total number of fragments,
represented by Ntotal, it can be seen that the fragments in the
direct U–Na interaction appeared earlier and were increasingly
formed. We further analyzed the mass of the main body over time,
as shown in Figure 15, expressed as the percentage of the mass of
the main uranium body (Mmax) to the total uranium mass
(Mtotal). During the direct interaction, the mass detached from
the main body is larger, resulting in the smallest mass of the final
main body, about 73% of the total mass. In the other two cases, the
mass of the main body is larger due to the isolation effect of the
stainless steel film; the final mass fraction is 79% and 89%,
respectively; and the interface deformation of the main body is
less obvious and less easily broken.

Therefore, according to the aforementioned simulation results,
it can be concluded that the KGC-MSPH method can realize the
simulation of multiphase flow with intense interface deformation
under a large density ratio. The obtained interface is smooth, and

the calculation is stable. In the 2D FCI simulation results, we can
clearly observe the effect of boundary layer stripping, R–T
instability and K–H instability. Boundary layer stripping is the
main reason for the generation of small fragments, while R–T
instability and K–H instability mainly cause the deformation of the
main body. In addition to the direct interaction between uranium
and sodium, we also considered the influence of the stainless steel
film. The presence of the stainless steel film has a significant
inhibition effect on uranium droplet fragmentation. The thicker
the liquid film is, the more obvious the inhibition is, the smaller the
number of fragments is, and the larger the size of the main body is.
In addition, the obtained fragments of all sizes were adhered to
stainless steel or wrapped by a thin stainless steel film. Our further
analysis suggests that the hydraulic fragmentation of the molten
fuel is impeded with the stainless steel film, and the larger debris
produced is more likely to block coolant channels, leading to
deterioration in core. On the other hand from the thermal
perspective, the thermal conductivity of stainless steel is lower

FIGURE 12
Initial setup and images in the interaction between U coated with Stainless steel film with thickness of 0.02 m and Na.
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than that of uranium, and the stainless steel coat has a negative
effect on the cooling of the molten fuel. The risk of re-criticality
may arise, resulting in a pessimistic result. It is adverse to the safety
of the reactor.

6 Conclusion

An improved MSPH with KGC is developed in this work to
solve the simulation problem of multiphase flow with a large
density ratio and drastic interface deformation. The KGC-MSPH
is further applied to simulate FCI problems including the U–Na
direct interaction and the interactions between uranium coated

with stainless steel films of different thickness and sodium. The
breakup behaviors, the number of fragments, and the mass of the
main uranium body in each case are comparatively studied. The
conclusions are drawn as follows:

1) Remarkable performance of KGC-MSPH is obtained; the unstable
and mixed-interface problems are significantly solved. The
capability of KGC-MSPH was validated by simulating the
deformation of square droplet, R-T instability, and bubble rising
in water.

2) Smoother interfaces can be obtained by considering the
repulsive force model. The coefficient of this model
applicable to this improved method is suggested to be
around 0.01.

3) The breakup behaviors in all three FCI cases are similar, which are
mainly affected by three hydraulic factors. Boundary layer
stripping is the cause of the formation of a large number of
small fragments. R–T instability and K–H instability act on the
main body to deform the interface.

4) The stainless steel film can inhibit the breakup of the uranium
droplet so that the integrity of the droplet can be maintained for
a longer time, the number of fragments formed is less, and the
main body size is larger. The thicker the liquid film is, the more
obvious the inhibition effect is. The formed fragments and the
main body are adhered to liquid stainless steel. The presence of
the stainless steel film is suggested to be adverse to the safety of
the reactor.

There are still some deficiencies in the simulation of FCI problems,
which need to be improved in the future. The spatial scale of the
sodium pool is limited, resulting in a short simulation process and the
model is 2D. It can be further expanded in the computational domain
scale and spatial dimension by solving the problem of computational
cost. The thermal hydraulics behaviors closer to the actual situation
can be simulated by further considering the thermodynamic model.
With continuous development, the improved MSPH is expected to be
a powerful tool for nuclear safety analysis and thermohydraulic
calculation.

FIGURE 14
The variation of total number of uranium fragments.

FIGURE 15
The variation of themass fraction of themain uranium body relative
to the total mass.

FIGURE 13
Local magnification in U-Na interaction at t = 0.57 s.
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Nomenclature

Abbreviations

Symbols

A Arbitrary function

c Color function

c0 Artificial sound speed (m/s)

d Spatial dimension

f w Repulsive force acceleration of wall (m/s2)

f s Surface tension force (Kg/m2/s2)

f v Viscous stress (Kg/m
2/s2)

g Gravity acceleration (m/s2)

h Smoothing length (m)

H Height (m)

I Unit matrix

i Center particle

j Adjacent particle

m Mass (kg)

n Unit normal vector

N Total number of particles

p Pressure (Pa)

pb Background pressure (Pa)

r Distance between two particles (m)

R Radius (m)

t Time (s)

Δt Timestep (s)

v Velocity vector (m/s)

V Volume (m3)

Vσ Special volume (md)
W Kernel function (m−d)
x Position vector (m)

Δx Uniform spacing (m)

Creek

α Surface tension coefficient (N/m)

γ Stiffness parameter

κ Curvature (m−1)

λ A density-weighted color function (m−1)

η Dynamic viscous coefficient (Pa·s)
ε Coefficient of repulsive force

ρ Density (kg/m3)

ρ0 Reference density (kg/m3)

σ Particle density number (m−d)
υ Kinematic viscosity (m2/s)

Ω Volume of arbitrary domain (m3)

χ Interpolating function

Ψ Density ratio

Φ Viscosity ratio
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