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Editorial on the Research Topic
 Positive or negative? The effect of emerging technologies and products on mental health




In recent years, rapid advances in digital health technology, computing platforms, and the internet of things (IoT) have revolutionized the way we interact, communicate, and access information. These innovations have the potential to empower individuals and enhance societal wellbeing, as well as revolutionize healthcare delivery. However, they also bring new challenges, especially concerning their impact on mental health.

Numerous studies have explored the relationship between emerging technologies and mental health, leading to a dynamic and ongoing debate. Some research suggests that excessive use of social media may be associated with adverse mental health outcomes, including depression, anxiety, cyberbullying, and social isolation (1–3). There is particular concern about the potential negative effects of digital technology on mental wellbeing among adolescents and young adults (4). Conversely, other scholars argue that digital technology products can also be leveraged to address mental health issues in innovative and effective ways (5), and that they have great promise in providing timely, personalized, and accessible interventions for various mental health conditions (6).

In light of the pervasive presence of emerging technologies and their intricate interplay with mental health, further research is essential to harness their potential, while addressing potential mental health challenges emerging alongside the widespread integration of digital and electronic devices in contemporary society. Delving into the intricate relationship between emerging technologies and mental wellbeing holds significance beyond merely gauging potential advantages and drawbacks; it also serves as a foundation for crafting precise interventions and fostering psychological health.

To contribute to this vital area of research, this Research Topic presents a collection of nine articles that delve into the positive and negative effects of emerging technologies and products on mental health. These articles shed light on various aspects of the relationship between digital technology use and mental wellbeing.

Firstly, this Research Topic focuses on the potential mental health impacts of the most ubiquitous digital technology, the Internet. Nie et al. from University College London, investigated Internet use and rural-urban mental health inequalities in China. Their research provides valuable insights into the role of internet usage in shaping mental health disparities between urban and rural populations.

Subsequently, addressing potential negative experiences that may arise from internet usage, this Research Topic examined the relationship between cyberbullying, internet addiction, and mental health. A systematic review by Jeyagobi et al. from Malaysia examined the factors influencing negative cyber-bystander behavior and its association with mental health issues. Their research provides insights into bystander dynamics and the potential effects on mental wellbeing, shedding light on cyber-aggression's broader impact. Zhang et al. from Anhui, China explored the bidirectional association between smartphone addiction and depression among college students. Their findings underscore the need for comprehensive interventions addressing both smartphone addiction and depression to improve mental health outcomes.

As one of the most crucial products of the digital era, the influence of social media on mental health cannot be overlooked. Bonsaksen et al. from Norway conducted a study to illuminate the intricate link between adolescents' engagement with social media and their mental wellbeing. The findings underscore the critical role of understanding and mitigating negative digital experiences for safeguarding adolescent mental health in the age of pervasive social media engagement. Kim et al.'s study delved into COVID-19-related anxiety and the role of social media among Canadian youth. Their research highlights the interplay between social media usage and mental health during the pandemic, raising awareness of potential risks and benefits for youth mental wellbeing. Moreover, in a thought-provoking perspective article, Leightley et al. proposed a framework to maximize the positive and minimize the negative impact of social media data in studying youth mental health. With multidisciplinary perspectives from authors affiliated with various institutions, their work addresses the importance of secure data access while promoting mental health research in the digital age.

Following that, this Research Topic delved into the application and effectiveness of emerging technologies in the field of mental health treatment. Roncero et al. from Spain presented an original research study exploring healthcare professionals' perception of and satisfaction with mental health tele-medicine during the COVID-19 outbreak. Their work showcases the potential of telepsychiatry to improve mental health care accessibility and highlights its relevance in addressing mental health challenges during crises. Funnell et al. from Cambridge, United Kingdom investigated user feedback of a novel digital mental health assessment. Their study offers valuable insights into user experiences and preferences, contributing to the development of effective and user-friendly digital mental health interventions. In addition, research by Ho et al. from Hong Kong Polytechnic University and co-authors examined heart rate variability as a potential biomarker for hope, contributing to a deeper understanding of the digitization and visualization of mental wellbeing and its possible objective assessment using bio-indices.

By exploring these multifaceted dimensions of the topic, this Research Topic aims to deepen our understanding of how emerging technologies and products can impact mental health and provides valuable insights for researchers, clinicians, and policymakers in developing evidence-based interventions and promoting mental wellbeing in the digital age. The articles presented herein underscore the need for continued research, thoughtful policymaking, and responsible usage to strike a delicate balance between embracing technological progress and safeguarding our mental wellbeing.
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Cyber-aggression is global epidemic affecting citizens of cyberspace, without regards to physical, geographical and time constraints. Recent research has identified the significant role of cyber-bystanders in exacerbating and de-escalating incidents on cyber-aggression they come across. Additionally, frequent exposure to cyber-aggression is found to have been associated with negative effects on participants of cyber-aggression, ranging from self-esteem problems to mental health disorders such as depression and anxiety, and in the worst cases even suicidal behaviors and ideation. Moreover, past research had also identified that negative bystanders could potentially become aggressors themselves. Therefore, the current review is aimed at uncovering the common themes and factors that drive individuals to resort to negative bystander behavior. Hence, a systematic literature review using the PRISMA framework was carried out, involving articles published between January 2012 to March 2022, on online databases such as SCOPUS, Science Direct, SAGE Journals, Web of Science, and Springer Link. Results obtained through the synthesis of 27 selected articles, were grouped into three categories, namely situational factors, personal factors and social influence. Upon further synthesis of the results, it was noted that many of the factors had interacted with each other. Thus, practical suggestion for prevention and future research would include addressing these interactions in preventative methodologies and research interests.

KEYWORDS
 bystander intervention, systematic review, cyberaggression, cyberbullying, cyber-bystander


Introduction

The introduction of handheld supercomputers such as tablet computers and smartphones has not only made the internet and its affordances increasingly accessible but has also made one's exposure to cyberspace and the digital landscape as inevitable as it is essential. Aside from improving one's quality of life, the increased reliance and almost constant exposure to cyberspace can not only turn into dependence and subsequent addiction, but can also decrease one's quality of life in various aspects [e.g.,: (1–4)], including by exposing individuals to phenomena such as cyber-aggression (5, 6). According to past literature, rates at which cyber-aggression is perpetrated or victimizes an individual, fall between 1 to 41% and 3 to 72%, respectively (7).

Similarly to problematic internet use, it is associated with a host of negative thought patterns and behaviors ranging from mental health problems such as depression and suicide (8), to behavioral problems such as consequent or past involvement in bullying or aggressive behavior (8–11). Despite that, those who experience the fear of missing out (FOMO) tend to refrain from reporting the incident to others due to the fear of losing access to the internet or their phones which keep them connected in ways they desire (12), suggesting that the dependence on the digital world can potentially keep people in a loop of negative experiences.

Given the multifaceted nature of cyberaggression and the need to improve general understanding and intervention efforts associated with it, researchers from various fields have investigated the phenomenon from a variety of angles. These include identifying risk factors associated with cyber-aggressors (8, 10, 13), building standardizable research instruments [e.g.,: (11, 14, 15)], studying the efficacy of intervention strategies (16, 17), improving detection of aggression online (18–20), and more recently, cyber-bystander behavior, among others. The improved understanding of the role of cyber-bystanders in an incident of cyber-aggression has assisted in improving the understanding of the unique mechanism of cyber-aggression, and subsequently, the way it is defined, as well as the way intervention efforts are approached.

For instance, the presence and influence of cyber-bystanders are one of the reasons which prompted researchers to call for cyber-aggression to be distinguished from face-to-face aggression, defining it simply as being an act that is carried out using Information and Communications Technology (ICT), with the intent to cause harm to an individual (or individuals) who would have rather avoided it, omitting factors such as repetition and power imbalance which characterize traditional bullying or aggression (21, 22). This not only acknowledges the significant impact of other factors that mediate and exacerbate or merely influence cyber-aggression such as the presence and actions of cyber-bystanders but also allows for the inclusion of other singular but harmful acts such as happy slapping and outing (22, 23).

Cyber-bystanders, in simple terms, make up the audience who not only witness incidents of cyber-aggression but also have the capacity to either escalate or de-escalate the severity of the incident they have witnessed through their own response or even lack of response (21, 22). While many cyber-bystanders do utilize the opportunity to intervene positively and defend and/or comfort the victim, or even confront the aggressor constructively in order to de-escalate the situation, a non-negligible number of individuals engage in bystander behavior which reinforces the act of aggression against the victim or may even become hostile toward the aggressors (24). Moreover, cyber-bystanders are also at risk of becoming primary aggressors themselves (24).

Additionally, past research has identified that their impact on cyber-victims is no different than that of a primary aggressor. For instance, victims become warier of their social environment or experience fear and worry about being revictimized and having to revisit the incident and the pain it elicits whenever someone shows support for the aggressor by interacting with the victimizing post (12). Additionally, young people express that they do not receive the necessary support from their environment and admit to being unequipped to aid their peers manage and resolve these experiences (12). Hence, it is no wonder that feelings of loneliness, mistrust, embarrassment, fear, sadness and helplessness, and depressive symptoms as well as suicidal ideation, were associated with these revictimized individuals (25).

Furthermore, having to face incidents of cyber-aggression even as a bystander, was found to be associated with depression and/or anxiety due to the fear of being victimized, feeling empathic concern for the victimized individuals followed by the helplessness that results from not knowing how to navigate through the situation (26). In addition to that, frequent and long-term exposure to cyber-aggression on the internet could also result in individuals having lesser levels of empathic responses toward distressed individuals over time (27), and if bystanders were to perceive cyber-aggression as being a norm or expectation within their social circle, they are more likely to reinforce such acts (28).

Therein lies the importance of addressing what drives the behavior of bystanders, particularly those individuals who choose to engage in behavior that explicitly exacerbates a cyber-aggressive act, in addition to individuals whose passive behavior can act as silent approval of an instance of cyber-aggression. Therefore, the aim of the current review is to identify and synthesize results from past studies which have pinpointed the factors that influence an individual's decision to resort to negative bystander behavior. Additionally, the types and the frequencies of negative bystander behaviors addressed in the selected studies will also be highlighted for context and a better understanding of the phenomenon.



Methods


Identification of literature

Literature was sourced using five different online databases, namely Scopus, Science Direct, Web of Science, Springer Link, and SAGE Journals. The search was conducted during the last week of February 2022 up to mid-March 2022, targeting articles published in the past decade and throughout the search period.

Keywords to be used were identified by reviewing past literature addressing negative cyber-bystander behavior—words associated with the term “bystander” and the various forms of negative bystander behavior were sourced. The search resulted in the finding that cyber bystander was used interchangeably with the words “cyber observer” and “cyber witness”, and the types of negative bystander behavior can be summarized as being behaviors that reinforce the aggressor or act of aggression, aggressive behaviors, or passivity. Additionally, before identifying the keyword string to be used, the search features of the selected online literature databases were investigated. Special symbols to promote truncation of used keywords were omitted as they were already built into the database search engines.

The final string of keywords used was “((cyber bystander) OR (cyber witness) OR (cyber observer)) AND (aggressive OR passive OR reinforce)”, whereby the keyword string was divided into two halves, containing the synonyms of “cyber-bystander” in the first half and keywords associated with negative bystander behavior for specification and focus in the second half.



Eligibility and screening

Literature was screened in multiple stages, beginning from the inspection of the title and abstract to select suitable articles from the databases, followed by the close examination of the full-text of the article to determine whether they qualify to be included in the review. Inclusion and exclusion criteria were set as parameters to aid these processes, to ensure that a coherent set of articles are selected to be included in the review, allowing the researcher to fulfill the purpose of the study as accurately as possible.


Eligibility

Firstly, in order to ease the process of reviewing the articles, and to avoid misinterpretation of the contents of the articles due to flaws in translation, the articles screened were limited to those written in the English language. Secondly, a timeline spanning a decade, from 2012 to the current year, was set, taking into account the development of the technological scene which may have differed too vastly in the previous decade given how rapidly technology has evolved, possibly affecting the findings regarding individuals' behavior online. In addition to that, only research articles that discuss and elaborate on negative cyber-bystander behavior, which includes behaviors such as assisting the bully, aggressive intervention, and even the absence of intervention entirely, were included.

In the current review, negative bystander behavior was characterized as any response to cyberbullying which encourages bullying, including the absence of intervention as it is viewed as silent approval and reinforcement of the act of bullying, and “aggressive defending” through which a bystander defends the victim via acts of aggression against the bully. Other such acts include reinforcing the bully by assisting them, encouraging them through laughing along or sharing the content with others, and the like. This would indefinitely exclude articles which only address positive and constructive bystander behavior which express support toward the victim and disapproval of cyberaggression without the use of excessive aggression.

Additionally, articles which do not clearly identify the relationship between identified factors and negative bystander behavior and approach the topic through the lens positive bystander behavior will also be excluded to avoid misinterpretation of the results. The criteria are better presented in Table 1.


TABLE 1 Screening criteria.

[image: Table 1]



Literature search and screening

The literature search was split into two sections, whereby the first part of the search involved using search engines of literature databases to recall articles relevant to the keyword string input, and the second part involved a backwards and forwards search using relevant articles.

Through the preliminary literature search using the literature databases, 4,410 articles were identified and were screened based on their abstract and title. This preliminary screening resulted in 132 articles being identified and selected for further screening. On the other hand, as for the backwards and forwards search, a randomly selected article published in 2020 and 2013, respectively, were used to fill timeline gaps. The literature database “Web of Science” was used for these processes, which resulted in 25 most relevant articles being identified through the screening of their title and abstract alone. Next, upon the removal of articles that could not be accessed, were not written in English and were duplicates, authors were left with 116 articles to be screened. These articles were screened based on their full-texts to determine whether or not they met the inclusion criteria set. This resulted in 27 relevant articles being selected as the most suitable to be included in systematic review and fulfill the research objective of identifying the factors associated with negative bystander behavior. The process is presented in the PRISMA (Preferred Reporting Items for Systematic Reviews) flow-diagram (Figure 1).


[image: Figure 1]
FIGURE 1
 PRISMA flow-diagram. Source: Page et al. (29).


Selected articles were then screened for author names, age range of participants, study design, types and prevalence rates of negative cyber-bystander behavior, and lastly the factors that contribute to negative cyber-bystander behavior. The data extracted are presented in Table 2 and discussed in the following section.


TABLE 2 Articles included in the study.

[image: Table 2]

Some of the reasons articles were excluded include the fact that they did not discuss negative cyber-bystander behavior, and discussed positive cyber-bystander behavior [e.g.,: (30–33)], addressed bystander behavior in offline settings [e.g.,: (34, 35)], addressed cyberaggression rather than reinforcement of the act through negative cyber-bystander behavior [e.g.,: (36–38)], how people protect themselves [e.g.,: (39)], and the like instead.





Results

The analysis of included studies reveal that there are four different types of negative cyber-bystanders—passive bystanders, assistants, reinforcers and aggressive defenders. These bystanders, remain passive, join in on the aggression, show support for the aggressor, and aggress against the aggressor, respectively. “Showing support for the aggressor” within this review, was found to be limited to behaviors such as sharing the incident with others with the intent of making fun of the victim, laughing at the incident, telling the aggressor that they found the situation funny, and cheering on the bully. On the other hand, “aggressive defending” included behaviors such as threatening the aggressor, spreading rumors about the aggressor, or releasing their private information online, saying mean things about the aggressor and lastly, asking the aggressor to “back off”.

Out of the twenty seven studies included in this review, only eleven studies reported prevalence rates of negative cyber-bystander behavior, and these rates fell between the ranges of 1.8–55.4%, depending on the type of behavior measured. The most common negative cyber-bystander behavior was passive bystander behavior, with prevalence rates ranging from 10.55 to 55.4%, followed by reinforcers, assistants, and aggressive defenders with rates as low as 1.8% and a maximum of 26.3% overall. While the prevalence of the latter types of negative cyber-bystander behaviors are much less common, they have a more direct effect on the victim, and the severity and/or direction of an incident.

In terms of the factors that were associated with these behaviors on the other hand, the analysis of the results indicates that the most studied variables were what the current review categorizes as “personal factors”, and the least commonly addressed variables were associated with social influences. Moreover, there are a noteworthy number of studies which both, studied and loosely addressed “mediating” variables to explain the motivation behind negative cyber-bystander behaviors. Additionally, many studies had discussed certain parts of their findings (i.e.,: the relationship between the variables studied and cyber-bystander behavior) in relation to constructive cyber-bystander behavior without clarifying how or if said variables influence or are associated with negative cyber-bystander behaviors. Hence, only certain variables from these studies can be reported within the current review, and are reported alongside other details of the study in Table 2. Following that, the factors associated with negative cyber-bystander behavior which were identified through the review process were then grouped into three categories, namely (a) personal factors, (b) situational factors, and (c) social influence, and are presented in Table 3, and discussed in the sections below.


TABLE 3 Factors influencing negative cyber-bystander behavior identified in the current review.
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Personal factors

These factors address qualities unique to an individual, such as their demographic backgrounds, their past experiences, levels and usage of moral disengagement strategies, empathy levels, skills and beliefs pertaining the efficacy of their capacity.


Demographic background

While various demographic factors were addressed, age and gender were the most commonly studied across the articles included in this review and were the only demographic factors identified as being significantly associated with negative cyber-bystander behavior, with some exceptions which provided contradicting results by Schultze-Krumbholz et al. (40), Erreygers et al. (41), and Barlinska et al. (42).

With regards to age, it was noticed that older individuals expressed more reluctance to intervene (41), and were more likely to remain passive as a bystander (43) or join in on the aggression (43, 44). The lack of constructive intervention and higher negative cyber-bystander behavior among older individuals in the sample populations were rationalized using low empathy scores (45), the increase in anti-social tendencies in older adolescents (44) and social influence such as the fear of judgment by peers (41).

Gender differences reported by the studies included in the review, on the other hand, seemed to consistently indicate that male individuals were more prone to negative cyber-bystander behavior, in comparison to their counterparts. Not only was it identified that boys had a higher likelihood of being passive (45, 46) and possessing higher behavioral intention to reinforce the aggressor (31), being male could also significantly predict an individual's involvement as an assistant (47). However, variables such as moral disengagement strategies which distort the consequences of their behaviors, as well as perceived severity were found to moderate the relationship between gender and pro-aggressor behaviors in the study by Schultze-Krumbholz et al. (47), suggesting that the relationship between gender and negative cyber-bystander behavior might not be very straight-forward and will require further analysis.



Past experience as an aggressor or victim

Unsurprisingly, studies found that individuals with past experience as an aggressor were more likely to be associated with negative cyber-bystander behavior (28, 42–44). This was true for both traditional aggressors who engaged in face-to-face aggression, as well as cyber-aggressors who were bullies in cyberspace (43). Panumaporn et al. (44) elaborated on these results, stating that individuals who were bullies tend to hold positive beliefs pertaining to the use of aggression and that this attitude is likely to be reflected in their behavior as cyber-bystanders as well. Moreover, individuals who were aggressors did not feel pressured into joining in on the aggression as cyber-bystanders (28). On the other hand, it was identified that aggressive defenders were also more likely to have had experiences of being cyber-victims in the past, in comparison to their peers who engaged in more prosocial behaviors (47).



Beliefs, norms, and outcome expectations

Seven different studies identified differing normative believes, outcome expectations and attitudes pertaining to cyber-aggression or bystander behavior. Put simply, the findings of these studies indicate that individuals tend to engage in behaviors that they perceive would result in either a reward or the avoidance of harm. For example, individuals stated that they remained passive for safety reasons (48) or the fear of being victimized in the process of defending a victim (43, 49–51). On the other hand, DeSmet et al. (52) found that individuals were also prone to remaining passive or reinforcing the aggressor if they expected to be rewarded with a rise in social status, the possibility to gain new friends, for self-protection or if they held positive beliefs about their choice of response as a bystander. Additionally, it was also noticed that individuals who believed that aggression was a valid response to provocation, as well as those who had lower levels of defending normative beliefs were moe likely to resort to pro-bullying behavior that reinforces aggression (53).



Skills and self-efficacy

Whether or not individuals possessed the skill or the belief that they were capable of effectively handling an incident of cyber-aggression as a bystander, was found to be associated with negative bystander behavior. In essence, individuals who lacked self-efficacy or the skills to intervene, had a higher tendency to become negative bystanders (43). While participants in the study by Bauman et al. (50) simply stated that the “did not know what to do” in response to why they remained passive, more specific factors such as the lack of defending self-efficacy (54), social self-efficacy and knowledge (55), as well as low socio-emotional skills (47), self-reliance, and problem-solving strategies) were linked to the increased tendency to resort to negative cyber-bystander behavior. Van Cleemput et al. (43) suggested that the lack of control individuals have over an incident of cyber-aggression, such as the inability to prevent something from going viral given the public nature of cyber-space as well as the speed through which information spreads digitally, could contribute to the perceived lack of skills (i.e.,: low self-efficacy) among individuals. It is important to note, however, that the adolescents in the study by Bussey et al. (54) neither remained passive nor reinforced the aggressor, but instead resorted to aggressive defending styles by redirecting the aggression toward the aggressor when they lacked the self-efficacy to defend individuals in more constructive ways.



Empathy

Cross-sectional studies show that lower levels of empathy was able to predict individuals' negative bystander behavior (43, 47). Additionally, an empathic reaction was found to be the only differentiating factor between bystanders who respond in supportive ways and those who chose to remain passive (46). Lastly, a noteworthy finding by Machackova et al. (46) indicates that it's likely that empathic reactions could be reliant on contextual factors that might play a more crucial role in determining the final response.



Aggressive tendencies

Without surprise, studies found that more aggressive individuals had a higher tendency to assist aggressors (47). Schultze-Krumbholz et al. (47) highlighted reactive aggression in particular and suggested that the behavior is likely influenced by impulsivity and identified this group of individuals as being at a higher risk of becoming aggressors, in comparison to their peers.



Moral disengagement and responsibility

Moral disengagement was found to be one of the more prominent theme and variable in this review, with seven different studies highlighting its link to negative bystander behavior. It is defined as a mechanism that allows an individual to reconstruct their beliefs about negative and harmful behaviors by either minimizing or distorting the consequences of said behaviors, or shifting the blame and/or responsibility away from themselves or onto others, allowing them to justify engaging in such behaviors (56). The results presented by the studies indicate that individuals who were more morally disengaged were also more prone to engaging in aggressive defending (54, 57), as well as positive bystanding (49, 58). This is likely because moral disengagement processes provide individuals with the tools to justify their behavior (49), even in the event that they behave in ways that contradict their own values (58).

Van Cleemput et al. (43) who studied the influence of various aspects moral disengagement mechanisms identified that diffusion of responsibility, attribution of blame, and distortion of consequences as well as displacement of responsibility as being factors that are positively linked to negative cyber-bystander behavior. Similar patterns can be found in other studies as well, where individuals who had low levels of moral responsibility (58) or believed that it was “not their problem” (48, 50, 51, 55) were more likely to be negative bystanders. DeSmet et al. (52) on the other hand, found contradicting evidence pertaining the mechanism of attribution of blame, whereby lower victim blaming tendencies were associated with passive bystander behavior, suggesting that it is possible that individuals were behaving in ways that go against their own beliefs.




Situational factors
 
Characteristics of cyberspace and computer mediated communication

Three different characteristics of computer mediated communication (CMC) were identified through this study. The first being the absence of physical aggression which diminishes the severity of the event in the eyes of cyber-bystanders (59). Secondly, student's suggested that the lack of rules and authority figures present in online spaces, to provide guidance, led them to remain passive when they witnessed incidents of cyber-aggression (59). Lastly, it was noticed that the increase in tendency to be a passive bystander was contributed by the bystanders' delayed exposure to the incident of cyber-aggression (43).



Privacy

Participants in a study by Barlinska et al. (42) were found to be more likely to remain passive as a bystander when the incident they had witnessed was private in the nature. The researchers theorized that it was the result of the lack of social pressure to conform to social norms, which is present in situations where there is a large audience.



Anonymity

In the study by You and Lee (60), it was identified that the intention to intervene was more influenced by their own anonymity or lack thereof, rather than the number of cyber-bystanders present.



Interpretation of the incident

In most of the reported findings addressed in the studies included in the current review, it was noticed that individuals were more likely to remain passive if they perceived a situation as being not severe enough to require intervention (49, 50, 55, 59, 61). This falls in line with the Bystander Theory by Latane and Darley (62), which states that individuals need to perceive the situation as being an emergency that requires their intervention in order to engage in proactive and constructive bystander behavior. Additionally, it was also identified that individuals remained passive if they assumed that the victim had the capacity to handle the situation themselves, or if they found enjoyment in witnessing the incident (50)—it seems reasonable to assume that that this would have made a situation seem less like an emergency that requires their intervention.

In addition to the perceptions about the severity of the incident, two studies found that bystanders also remained passive when they experienced difficulty in interpreting the nature of the incident they are witnessing (43, 63) and/or were uncertain about who was responsible for the incident (43). On the other hand, they were more likely to engage in behaviors that reinforce the aggression and aggressor if they believed that the event they were witnessing was a joke between parties involved (63).



Other participants

Cyber-bystanders' behavior was found to be influenced by not just the behavior of other bystanders (31, 49, 50) but also the number of bystanders present (60, 64), as well as the gender of the protagonist (63) involved in an incident of cyber-aggression. Through this review, it was noticed that bystanders were likely to reinforce aggressor (31) or remain passive (50), if other bystanders, especially close friends were to engage in such behaviors (31). Additionally, the “bystander effect” which states that individuals are less likely to intervene in the presence of a large audience, was present in reports by Song and Oh (64) as well as You and Lee (60). However, it was reported that passive bystander behavior was possible even in the absence of other bystanders, in the event that these bystanders had a positive relationship with the aggressor(s), likely to preserve their relationship with the aggressor (64), suggesting that there are other important contextual factors that need to be taken into account when addressing the number of bystanders and its relationship with the behavior of bystanders.

Lastly, a lone study by Patterson et al. (63), in which adolescents were allowed to freely state their reasons for passive behavior, it was identified that individuals did not want to intervene in situations where the protagonists were female as they believed that the situation was less controllable than when the protagonists were male.




Social influence
 
Relationship with other participants

As addressed in an above-mentioned section, bystanders' behavior was also found to be influenced by their relationship with the participants involved in an incident they had witnessed. For example, if they were friends with aggressor, they were more likely to reinforce or ignore the incident and disregard the plight of the victim (50, 64) in order to maintain their relationship with the aggressor (64). However, Song and Oh (64) clarified that this behavior was context dependent and relied on the absence of other bystanders, as the presence of other bystanders would lead to defending behaviors.

Additionally, bystanders were also found to remain passive when they were not closely acquainted with or had a bad relationship with the victim (46, 50, 55), or in the event that they did not have a close relationship with any participant involved in the incident of cyber-aggression they witnessed (44, 63). It could be because individuals perceived levels of responsibility based on the closeness of their relationship with the victim (55)—the closer they were, the more responsibility they had to intervene and defend the victim, and vice versa (44). It could possibly be explained by how people tend to view individuals from their in-group and their out-group as most people tend to prioritize their in-group (i.e.,: individuals they identify with, and are close to) in comparison to those who are more distant to them (44). Machackova et al. (46) on the other hand, theorized that an individual's relationship with the victim could influence their perception of the severity of the event they are witnessing, meaning the closer they were to the victim, the more severe they would perceive an incident to be. According to the “bystander effect” theory and the bystander intervention model, a lower perception of severity would lead to passivity in the face of aggression as a bystander.



Popularity of aggressor

The popularity of the aggressor was stated as a reason why 16% of the bystanders in the study by Bauman et al. (50) had refrained from intervening and had chosen to remain as passive bystanders. It could be that going against a popular individual who holds a higher social status costs a lot more than individuals are willing to deal with.



Perceived peer response

In the event that individuals held the perception that their peer would support or expect them to join in on the bullying, they were more likely to join in on the bullying and reinforce the aggression against the victim, to maintain their relationships and social status (28, 31).



Parental monitoring

Only Levy (65) addressed the influence of parental monitoring. It was noticed that higher aggressor-supporter scores were positively associated with the behavior of reinforcing and supporting aggressors. However, it was not expressed as a causal relationship and authors suggest that restrictions could be the consequence of aggressor-supporter behaviors and questioned the efficacy of such measures if it were the case.



School environment

Schultze-Krumbholz et al. (40) found that lower levels of positive peer interactions in class was associated with assistant behavior cyber-aggression situations. Additionally, they also stated that classrooms that contained a higher number of offline-aggressors tend to promote more negative cyber-bystander behavior—likely due to social norms and pressure.





Discussion

The acknowledgment of the influence of cyber-bystanders in influencing incidents of cyber-aggression has allowed for a more complete understanding of the mechanism of cyber-aggression, which in turn allows for the identification of crucial risk factors that contribute to the reinforcement and/or prevalence of the phenomenon. While these individuals known as negative cyber-bystanders, in contrast to the more constructive cyber-bystanders, have been studied for a while now, the data obtained are scattered and lacking. Hence the current review aims to compile, present and discuss existing findings from journal articles published in the past decade, to provide a more coherent look at the data, and highlight potential findings of interest that may aid in the identification of future research questions. The discussion will be broken into several sections which will discuss the factors associated with negative cyber-bystander behavior, as well as directions for future studies and limitations of the current review.


Factors associated with negative cyber-bystander behavior

Based on the review of the results and discussions produced by the studies included, it appears evident that negative cyber-bystander behavior is the result of the interaction of multiple factors, and that mediating and moderating factors should be of focus and rigorously studied to better understand the phenomenon. Despite the complexity of the associations between the variables of interest, several notable themes were identified. Firstly, the review indicates that the Bystander Intervention Model introduced by Latane and Darley in 1970 (61) was a relatively simple yet useful model that identified noteworthy precursors to negative cyber-bystander behavior.

Latane and Darley's (62) Bystander Intervention Model posits that (a) the perception of the severity of an incident and need for intervention, (b) accepting responsibility to intervene and (c) having the capacity to intervene were important precursors to bystander behavior (61). The findings identified through the review echoed this, as those who (a) minimized the severity of the event (49, 50, 55, 59, 61), (b) did not think that it was their responsibility to intervene (43, 48, 50, 51, 55), and those who had neither the necessary skills and knowledge (43, 50) nor the self-efficacy to intervene (54), had consequently resorted to negative cyber-bystander behavior.

The need for intervention appears to be assessed in two ways; based on (a) the severity of the incident and (b) the capacity of the individuals involved to manage the situation without additional intervention. Evidently, those who believed that victims (50) or other bystanders (49) would accept the responsibility and have the capacity to effectively resolve or handle the situation were more likely to detach themselves from the situation and remain as passive bystanders. Those who had the tendency to minimize the severity of a situation, however, did not consistently adopt the role of a passive bystander as a result. For instance, individuals consistently ignored the incident when they perceived the absence of physical aggression to mean that the situation was not severe enough (59), or because they perceived the inaction of other bystanders as a sign that there was no need for intervention (49). On the other hand, while some individuals remained passive when they perceived the incident as being mere banter among peers (63), others had chosen to reinforce it (49, 63). This implies that there may be two stages in the process leading to a behavioral response, whereby the initial step involves factors that first influence the perception of the severity of the event, followed by the second step which includes an additional variable that subsequently influences the resulting type of negative cyber-bystander behavior.

An individual's perception regarding their responsibility to intervene, on the other hand, was in many instances associated with the nature of their relationship with participants involved in the incident, as individuals only felt more responsible to intervene when they were close to the victims (44, 55), hence were less likely to intervene when they had neither a close nor positive relationship with the victim (43, 46, 50, 55) or any other participant in general (44, 63). Moreover, when faced with ambiguous situations that make it difficult for individuals to even identify whether intervention is necessary, a close relationship with other participants would allow them to directly request for further context or clarification, and subsequently determine whether they must or want to intervene (63). Whereas, those with a weaker relationship with other participants would be deprived of this opportunity. Given the lack of contextual information present online, and the fact that the ambiguity of a situation leads individuals to remain passive, this presents as a vital finding (43, 63).

Regarding the lack of skills that were associated with negative bystander behavior, as mentioned in the result section, both the lack of problem-solving (52) as well as socio-emotional skills (47) resulted in negative cyber-bystander behavior. Similarly, factors like the lack of self-reliance (52), defending self-efficacy (50, 54), general self-efficacy (43), social self-efficacy (55) and components of empathy (43, 47), which are associated with these skills, were also associated with an increased likelihood that individuals would resort to negative cyber-bystander behavior. Building these skills and improving one's self-efficacy, which could promote later positive cyber-bystander behavior, requires both, the opportunity to learn and to practice those skills. One of the reasons that hinder these possibilities is the reliance on others, like authority figures, when faced with incidents of cyber-aggression, rather than relying on themselves, as it would likely decrease the opportunities to build these necessary intervention skills (59). Therefore, although teaching individuals to reach out to authorities or others who may be able to help or guide them is necessary, it is also important to create opportunities for them to develop these crucial skills.

Moreover, one's environment needs to promote these behaviors as being desirable behavior in order to further encourage it as the review indicates that individuals tend to engage in these behaviors if they believe that their peers expect (28) or will reward such behaviors (52), or that it would keep them safe (43, 49–51). This includes efforts to discourage both face to face and online cyber-aggression as those who were in classrooms with a higher number of aggressors were more likely to reinforce aggression (40). In addition to that, efforts to improve poor peer relationships and peer support also seem vital as factors such as self-efficacy were found to be associated with these variables (51), and it might also increase one's sense of safety when they have adequate social support. Based on the above-mentioned section, it also seems reasonable to believe that good peer relationships have the potential to promote a higher sense of responsibility (44) to engage in incidents of aggression as constructive cyber-bystanders.

It shouldn't go unnoticed that some individuals who lack defending self-efficacy may still assist the victim, albeit resorting to aggressive behaviors directed at the aggressor (54). This indicates that some individuals may have the correct intention, the ability to understand that intervention is required, and subsequently choose to intervene, but choose retaliatory acts similar to that of cyber-aggressors rather than more constructive ways of intervening. Schultze-Krumbholz et al. (47) identified that factors such as past experience as either a cyber-victims or cyber-aggressors, lower socio-emotional skills, as well as higher reactive-aggression, and possibly also impulsivity as being associated with these individuals. Bussey et al. (54) and Luo and Bussey (57) on the other hand, caution that these individuals are more closely linked to aggressors rather than defenders, making it necessary to clearly differentiate the various types of negative cyber-bystander behavior rather than grouping them together.

Another important theme that was identified through the review was the fact that there seemed to be notable distinctions between factors associated with aggressive and passive types of negative cyber-bystander behavior, despite there being some overlapping variables. For instance, aggression, whether it's their own past experience as aggressors (28, 42–44), increased exposure to aggressors in their environment (40), or their belief that aggression can be a valid response (53), was naturally more likely to be associated with aggressive forms of cyber-bystander behavior. Moreover, these behaviors were also associated with the belief that it would result in favorable responses such as an improvement in social status or opportunity for new friendships (52). On the other hand, passive bystanders were associated with factors which were related to avoidance of undesirable consequences like a threat to their safety (48), potential victimization (43, 49–51), loss of friendships (43) and etc. As highlighted above, it also has to do with not accepting responsibility to intervene, as well. However, this should be interpreted with caution given that studies had rarely addressed or compared the different types of negative cyber-bystander behavior.

In addition to above-mentioned themes, moral disengagement strategies, whether or not explicitly studied, were observed to be present in many of the situations that were discussed in the findings of the study. Simply put, moral disengagement is a mechanism of thought through which individuals rationalize and justify their harmful or generally negative behaviors (56), which in the case of the study would subsequently lead to or is simply positively associated with negative cyber-bystander behavior (49, 54, 57, 58). It involves the use of strategies such as the attribution of blame, the displacement or diffusion of responsibility, cognitive restructuring, distorting consequences of an action and etc. (56), most of which can be identified within the current review even in studies outside of those that had provided empirical evidence pertaining to their relationship with negative cyber-bystander behavior.

Some of the examples include the diffusion of responsibility experienced by individuals in a large crowd (60), placing blame and the responsibility to handle the situation on the victim (43), detaching themselves from their aggressive friends and the consequences of their behaviors (64), trivializing their reinforcement of aggression and reframing it as mere banter (49) or just the minimization of the severity of the incident in general (43), among other things. Moreover, aside from reinforcer and passive bystanders, both empirical evidence and simple deduction suggest that aggressive defending, was associated with moral disengagement strategies (54, 57), as it requires individuals to justify why their use of aggression is morally correct while the aggressor's use of aggression was not. These findings suggest that individuals resort to moral disengagement strategies in order to simultaneously maintain their own moral identities while also engaging in negative cyber-bystander behavior without feelings such as guilt. Additionally, moral disengagement was found to moderate the relationship between gender and pro-aggressive bystander behavior, further implying that it might be the factor that distinguishes between individuals that resort to such behaviors and those who don't (47).

Similarly, the bystander effect, as introduced by Latane and Darley (62), which suggests that individuals tend to resort to being passive in the presence of other bystanders (60), was proven by Chan et al. (49) and You and Lee (60) but contradicted by Song and Oh (64). This indicates that even the presence or absence of other bystanders did not consistently predict the way in which individuals will react to an incident of cyber-aggression, as some bystanders were more constructive in private situations where no or very few bystanders were present (64) while others were more likely to remain passive in a similar situation (42), and some others were passive in the presence, not absence of other bystanders (60). Therefore, it seems likely that a larger crowd, in some situations would increase the social pressure an individual experiences to behave in socially acceptable ways (42), while it encourages the diffusion of responsibility in others (60), and that other contextual factors should be taken into account. For instance, individuals with a close relationship with the aggressor were more likely to remain passive in the absence of other cyber-bystanders but were more likely to behave constructively in the presence of other bystanders (64), possibly because they found safety in numbers.

Lastly, although this phenomenon is one that occurs in cyber-space, there were very few papers which identified or acknowledged the influence of the characteristics of cyber-space and computer mediated communication on leading individuals to resort to negative cyber-bystander behavior. From what was reported, however, it can be gathered that the lack of context cues can complicate matters relating to the interpretation of the event and subsequently one's response as a cyber-bystander. Additionally, it seems as though individuals have the tendency to perceive cyber-aggression as being less severe than face-to-face aggression, solely due to the absence of physical aggression in the former, suggesting that there is a lack of awareness regarding the effects of cyber-aggression due to these differences. Moreover, asynchronicity which can cause a delay between when the incident had occurred and when the cyber-bystander witnesses it may leave individuals believing that there is no other response other than ignoring the incident as there is neither a need nor value in intervening in a situation that has already passed and might have been resolved (43). Besides that, in You and Lee (60), it was discussed that individuals are less likely to choose more constructive cyber-bystanders behavior, likely due to the fact that they fear negative judgments a lot less in such situations. Other than that, there seems to be very little empirical evidence and the discussion it fueled, regarding the ways in which the characteristics of cyberspace and the pattern of communication in such platforms influence negative cyber-bystander behavior.



Future studies

Based on the review of demographic factors associated with the participants included in the studies reviewed, it is evident that the focus was largely on the pre-teen and adolescent population, aged between 12 and 16, with only six out of 27 studies addressing the adult population, and even fewer studies which included children ages 8–10. Hence, future studies should consider investigating negative cyber-bystander behavior among the adult population as well as well as younger children considering that the age at which individuals are exposed to the internet and technological devices seems to be decreasing. Moreover, various factors such as empathy, technological savviness, the need for external guidance and others might manifest differently among different age groups.

Secondly, most of the studies were carried out in the United States of America (USA) or European countries with very few addressing countries from other regions with differing cultures and norms. Given that these differences can subsequently influence thought and behavioral outcomes, it seems necessary to widen the scope of the study in terms of geographical locations, to account for cross-cultural differences. Additionally, most studies were cross-sectional surveys, more longitudinal studies as well experimental designs should be explored. In addition to that, there was a great benefit in collecting qualitative data from participants, hence, this practice should be encouraged even in the smallest ways in future studies.

Future studies could also go beyond the biological binary when discussion gender differences and account for more personal differences. The differences can include factors such as normative beliefs associated with gender, particularly with regards to aggression, empathy, outcome expectations, feelings of guilt and shame associated with negative cyber-bystander behavior, and the like. Moreover, difference in personality traits may also be worth exploring to identify variables that directly or indirectly influence an individual's choice of negative cyber-bystander behavior on a more personal level. In addition to that, factors such as moral disengagement, on the other hand, could potentially prove to be a vital moderating factor in future studies.

Future studies could also benefit from a more uniform way of measuring different types of cyber-bystander behavior to ensure some consistency across different studies. Most importantly, as identified above, more studies should address the ways in which the characteristics of cyberspace as well as computer mediated communication would influence an individual's decision to resort to negative cyber-bystander behavior. Various existing models and theories such as the online disinhibition theory by Suler (66) and the Barlett and Gentile Cyberbullying Model would be of use in doing so as they do indeed support findings presented by studies such as You and Lee (60) and Van Cleemput et al. (43).



Limitations

There are a number of limitations and shortcomings in several aspects of the study ranging from the literature search, data analysis to the determination of the quality of the study. Firstly, although the choice of keywords used, as well as the strict inclusion criteria were selected and employed in order to ensure that only relevant data would be retrieved, it could have inadvertently excluded other significant literature which could have further enriched the current review. For instance, while the peer-reviewed articles published in the past ten (10) years might be able to better capture dynamics of the phenomenon in the current cyber landscape, it is likely that literature published prior to the past decade might contain important information that the current review may have benefitted from. The omission of gray literature would have impacted the review in similar ways. Moreover, limiting the literature search to five databases might have lead to the omission of important literature that could be found on other online databases or registers. Lastly, it should be taken into account the screening process could have been impacted by human errors. However, the review has managed to fulfill the aim of compiling, presenting and discussing important findings that provide a simple overview of negative cyber-bystander behavior.

Moreover, the reproducibility or the replicability of the search can be affected by things out of the control of the authors, such as the changes made in the literature databases in terms of search retrieval systems, the addition or elimination of journals or articles and etc. (67). Additionally, the quality of the review is difficult to assess given that the extraction and analysis of data could be influenced by bias as they rely on the reviewers' and authors' interpretations and ideas, and the fact that the review consists of studies of varying designs (68).

Despite the flaws, the review, like any other has managed to compile, and present a comprehensive set of literature and discussion highlighting factors associated with negative bystander behavior, in addition to the possible interactions between them, as well as possible gaps to address in the future. Moreover, the review can be used as a point of reference through which further questions can be identified, in order to extend the scope of research.




Conclusions

Through the synthesis of literature included in this review, it is evident that is not only crucial to create an environment that facilitates and encourages positive bystander behavior, but also an environment that discourages and disincentivizes negative bystander behavior. This is especially true in the case of aggressive bystander behavior, as it would aid in not just preventing the reinforcement and/or exacerbation of an act of aggression by primary aggressors but could possibly prevent bystanders' potential future participation in acts of cyber-aggression. Moreover, the review indicates the necessity to take into consideration and further study in detail the interaction between multiple variables, as well as contextual factors, as a catalyst for negative bystander behavior as many of the studies have either theorized or proven that these are relevant in uncovering a clearer picture regarding this phenomenon. Lastly, the influence of technology on human behavior and interaction, in addition to the role of personal characteristics rather than a categorical approach to demographic differences may also prove to be useful directions for future studies to take.
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Digital mental health interventions (DMHI) have the potential to address barriers to face-to-face mental healthcare. In particular, digital mental health assessments offer the opportunity to increase access, reduce strain on services, and improve identification. Despite the potential of DMHIs there remains a high drop-out rate. Therefore, investigating user feedback may elucidate how to best design and deliver an engaging digital mental health assessment. The current study aimed to understand 1304 user perspectives of (1) a newly developed digital mental health assessment to determine which features users consider to be positive or negative and (2) the Composite International Diagnostic Interview (CIDI) employed in a previous large-scale pilot study. A thematic analysis method was employed to identify themes in feedback to three question prompts related to: (1) the questions included in the digital assessment, (2) the homepage design and reminders, and (3) the assessment results report. The largest proportion of the positive and negative feedback received regarding the questions included in the assessment (n = 706), focused on the quality of the assessment (n = 183, 25.92% and n = 284, 40.23%, respectively). Feedback for the homepage and reminders (n = 671) was overwhelmingly positive, with the largest two themes identified being positive usability (i.e., ease of use; n = 500, 74.52%) and functionality (i.e., reminders; n = 278, 41.43%). The most frequently identified negative theme in results report feedback (n = 794) was related to the report content (n = 309, 38.92%), with users stating it was lacking in-depth information. Nevertheless, the most frequent positive theme regarding the results report feedback was related to wellbeing outcomes (n = 145, 18.26%), with users stating the results report, albeit brief, encouraged them to seek professional support. Interestingly, despite some negative feedback, most users reported that completing the digital mental health assessment has been worthwhile (n = 1,017, 77.99%). Based on these findings, we offer recommendations to address potential barriers to user engagement with a digital mental health assessment. In summary, we recommend undertaking extensive co-design activities during the development of digital assessment tools, flexibility in answering modalities within digital assessment, customizable additional features such as reminders, transparency of diagnostic decision making, and an actionable results report with personalized mental health resources.
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Introduction

Mental health disorders are among the leading causes of disability worldwide, as indicated by disability-adjusted life-years (1) and are associated with substantial detrimental impacts on the individual (2–4), societal, and economic level (5, 6). The prevalence of mental health disorders is estimated to be rising, with a 21% increase of people accessing mental health services in the United Kingdom between 2016 and 2019 (7), with further reported increases in the wake of the COVID-19 pandemic (8–13). The demands on mental healthcare services are high, with a large number of patients presenting to services, alongside a parallel increase in patients with complex or severe psychiatric symptoms (13, 14). Despite the high prevalence and burden of mental health disorders globally, a lack of adequate recognition of disease and delivery of traditional mental health care persists (15–17) due to barriers such as the high costs and an understaffed work force (14, 18).

Considering these barriers to traditional mental healthcare, digital mental health interventions (DMHI) provide a method to support detection, treatment, and management of psychiatric conditions (16, 19, 20). DMHIs are versatile as they can be integrated in the traditional care pathway, and used alongside in-person care (20–22). Thus, DMHIs and traditional in-person care should be viewed as complementary. DMHIs are able to address geographical and service level barriers to accessing mental health services, such as understaffing and medical coverage of more remote areas (23) providing support to healthcare providers. In return, healthcare providers can facilitate engagement with DMHIs, as evidence shows that two-thirds of individuals prescribed a digital intervention for depressive or anxiety symptoms by their GP reported using it (24). Additionally, DMHIs can address non-service level barriers associated with accessing traditional face-to-face mental health care, such as patients experiencing difficulties or distress in disclosing mental health concerns, or perceived stigmatization (23, 25, 26).

In the context of identification and triage of mental illness, digital screening has the potential to reduce the number of patients who require healthcare appointments by identifying patients who may benefit from signposting to self-help strategies or to digital interventions for management and treatment of symptoms, and do not require high-intensity treatment from a clinician (23). These benefits are compounded by a documented interest in the implementation of digital questionnaires designed for the assessment of mental health disorders. These tools are the second most commonly reported digital tool used by General Practitioners (GPs), with computerized cognitive behavioral therapy (cCBT) reportedly being the most commonly used (27). Importantly, an assessment component of mental health apps is perceived positively within written user reviews for such apps (28).

Perhaps most crucially, when considering possible benefits, digital mental health assessments have been shown to improve identification of mental health disorders (24, 25). Previous work has demonstrated that, of those participants who underwent digital screening for common psychiatric disorders in a primary care setting, a quarter of those identified as experiencing depressive or anxiety symptoms were previously unidentified by their GP. The majority of these previously unidentified patients were experiencing mild to moderate symptom severity, however 1-in-10 presented with severe symptoms or reported current suicidal ideation at the time of screening (24). Additionally, digitized screening may help in removing clinician variability or error by standardizing the questions asked of patients when assessing psychiatric symptoms (29, 30). Furthermore, screening ensures that differential mental health conditions are considered during more comprehensive psychiatric assessments. For instance, evidence indicates that most patients with bipolar disorder seek help during depressive rather than manic episodes (31). This can result in a major depressive disorder misdiagnosis, and result in inappropriate or ineffective treatment being delivered to the patient. By ensuring that a history of past mania episodes is detected and considered during clinical decision making, patients may be diagnosed earlier and more accurately, and will thus receive effective treatment earlier. This would be a major benefit as research indicates a high rate of mis- and non-identification of mental health diagnoses, with a meta-analysis including 50,731 patients showing that GPs accurately diagnosed only 47 percent of depression patients (32). Evidence also shows that a GP’s ability to correctly detect depression varies dependent on symptom severity, with greater difficulty in accurately identifying mild to moderate presentations (33). An even greater rate of mis-diagnosis is observed in bipolar disorder of just under 70 percent, with the majority of patients being mis-diagnosed with unipolar depression (34, 35). This misidentification rate contributes to documented delays of up to 10 years in receiving an accurate diagnosis of bipolar disorder (34–37). Delays to accurate diagnosis are associated with significant costs to the individual, such as a poorer response to treatment (38), and increased risk of both substance misuse (39) and suicide attempts (40, 41). Reducing these delays by implementing accurate screening tools for bipolar disorder into the care pathway could minimize individual suffering associated with misdiagnosis and delays to receiving the correct treatment, as well as conferring cost savings to healthcare systems (42). For these reasons, there is a compelling health, societal, and economic case to be made for mental health assessments that can improve diagnostic accuracy and early identification.

Digital mental health assessments are generally perceived positively by their users. However, despite the promise of DMHIs for both care providers and patients there persists low user engagement and high levels of dropout (43, 44). This has prompted research into reasons for poor user engagement. User attitudes toward and perspectives of digital mental health tools have been investigated via interviews and focus groups (45–49), surveys (50–53), and app user reviews studies (54–58). In a systematic review of 208 studies investigating user engagement with DMHIs, three constructs of engagement factors were identified related to: (1) the user, (2) the program, and (3) the technology and environment (59). Relevant for the current paper are engagement factors related to the program construct, and the technology and environment construct. These engagement constructs include specific potential barriers such as the usability, the impact of the DMHI on the user, and the perceived helpfulness of the DMHI (59). Critically, potential user-centric barriers to user engagement include the perceived usability and usefulness of the DMHI. Understanding user perspectives of digitally delivered mental health tools, for example from feedback or during a co-design process, can ensure that the resulting digital tool is suitable for the target user groups’ requirements and preferences (60).

Considering the importance of investigating user perspectives, the current study utilized feedback provided by users from a large-scale pilot study of a novel digital mental health assessment to explore users’ perspectives. The data used for the current study was taken from the Delta Study conducted by the Cambridge Centre for Neuropsychiatric Research (CCNR) between April 2018 and February 2020 (61). Briefly, the Delta Study was designed to: (1) identify patients with bipolar disorder from a group of patients misdiagnosed with major depressive disorder (MDD); and (2) improve the accuracy and speed of MDD diagnosis among low mood individuals. During the Delta Study, participants completed a novel digital mental health assessment, with a sub-set further providing dried blood spot samples in order to identify proteomic biomarkers which may differentiate between MDD and bipolar disorder. Those who provided blood spot samples were additionally invited to complete the Composite International Diagnostic Interview 3.0 (CIDI; 62). The CIDI was developed by the World Health Organization with the view to extend the scope to include diagnostic criteria from the International Classification of Disease in order to facilitate international comparative research (62). The CIDI has been demonstrated to have excellent concordance with the SCID for bipolar spectrum disorders (63), whilst simultaneously offering more flexibility regarding delivery than the SCID, as the CIDI can also be delivered by a trained and supervised layperson (64). Therefore, the CIDI was considered an appropriate tool for the objectives of the Delta Study.

Following the completion of the novel digital mental health assessment, participants were sent a non-diagnostic results report which outlined the most likely conditions the participant may be experiencing, based on their answers. After the receipt of this results report, participants were provided a feedback survey designed to collect information on their motivations to engage with such an assessment, their perception of the worthwhileness of completing the assessment, and actionable constructive feedback which can be operationalized by the developers to improve future iterations of the assessment. This feedback represents a wealth of information that can guide future development of digital psychiatric assessments to best drive user engagement. Whilst the feedback survey focused on collecting the participant perspectives of, and areas of future improvement for the novel digital mental health assessment, as well as the Delta Study in general, some users provided un-prompted feedback about the CIDI. Thus, we analyzed the feedback dataset in order to: (1) identify features of the digital mental health assessment which users perceived as either positive or negative; and (2) identify commonly mentioned features of the CIDI delivered via telephone, from any unprompted CIDI feedback. Based upon our findings related to each of these aims, recommendations were devised to offer developers insight into optimizing the user experience of digital self-assessments for mental health.



Materials and methods


Data collection

The data used for the current study were taken from the Delta Study. For a detailed description of the Delta Study methods see Olmert et al. (61).

Recruitment was performed via Facebook advertisements and email mailing lists comprised of individuals who had consented to be recontacted in the context of previous CCNR studies. During recruitment, participants were familiarized with information regarding the key objectives of the Delta Study in the landing pages outlining the aims, the organizers and funders, the stages of the which the participant would be invited to complete (see Figure 1 for a breakdown of the flow of the Delta Study), details about what the user can expect to receive following their participation [i.e., a results report with indicated mental health conditions, links to sources of help (SOH) and some brief psychoeducation]. Through a “frequently asked questions” link, the participants were given details about the novel digital assessment including the length of the assessment, the expected time to complete the assessment, and how the mental health symptom data they provide is confidentially stored.
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FIGURE 1
Delta Study flow.


Three groups of patients with current depressive symptoms were recruited into the Delta Study: (1) individuals with no lifetime diagnosis of a mood disorder including MDD and bipolar disorder; (2) individuals with a diagnosis of MDD within the past 5 years and no lifetime diagnosis of bipolar disorder; and (3) individuals with a previous bipolar disorder diagnosis. Inclusion criteria for the Delta Study were: (1) aged 18−45; (2) currently living in the United Kingdom; (3) currently experiencing at least mild depressive symptoms as indicated by a PHQ-9 score of at least 5 (65); (4) no current suicidality; and (5) not currently breastfeeding or pregnant. A total of 5,422 participants were enrolled in the Delta Study. The Delta Study was a three-part study: (1) a digital diagnostic assessment; (2) a dried blood spot collection kit, delivered by post; and (3) Composite International Diagnostic Interview (CIDI) (62), delivered via the telephone. Only participants who returned a dried blood spot sample were invited to participate in the CIDI. Of the enrolled sample, 924 participants completed all three parts of the Delta Study. See Figure 2 for a breakdown of participant flow through the Delta Study.
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FIGURE 2
Flowchart of participants through the Delta Study.


Following the eligibility check, consent and registration, participants accessed the Delta Study webpage hosting the novel digital assessment. The digital assessment was developed as a webpage designed for use on both PC and smartphone. The digital assessment was comprised of six separate question sessions: (1) socio-demographics, validated measures including the Warwick-Edinburgh Mental Wellbeing Scale (WEMWBS; 66), and psychiatric history; (2) current and past manic and hypomanic symptoms; (3) current and past depressive symptoms; (4) personality traits based on the big five personality framework (66); (5) treatment history, alcohol and substance use; and (6) screening for other psychiatric symptoms. Questions included in question sessions 2, 3, and 6 were based on existing validated measures (62, 67–77) and the expertise of a practicing psychiatrist (SB). Input from a panel of ten patients with lived experience of psychiatric disorders was also implemented when developing the digital assessment. This patient input included review of questions, the results report, and the website and flow of participants through the Delta Study. This patient input resulted in amendment to aspects included in the novel digital assessment (i.e., questions and results report), and participant facing materials included in the Delta Study.

The digital assessment used a logic model which only displayed questions to participants which were relevant based on their previous answers. The potential maximum number of questions answered by a participant was 382, and the average number of questions answered by participants was 284. Upon enrollment, participants were invited to create an account in order to be able to take breaks during the assessment, while automatically saving their progress.

After completion of the digital assessment, participants were sent a brief results report. The results report included: (1) screening results; (2) personalized psychoeducation; (3) a list of SOH; and (4) general self-help tips. The results included in the results report were reached by using a novel algorithm based on the diagnostic rules as set out in the Diagnostic and Statistics Manual of Mental Health Disorders, Fifth Edition (DSM-5; 69).

A feedback questionnaire was available immediately after users completed the digital assessment and after they received their results report. Completion of the feedback questionnaire was optional. The feedback questionnaire was comprised of four closed questions and four open questions designed to gather constructive criticism from users in order to improve future iterations of the digital assessment (see Table 1).


TABLE 1    Questions included in the Delta Study feedback questionnaire.
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Participants were eligible to participate in the CIDI interview if they (1) consented to provide a dried blood spot for biomarker analysis; (2) did not suffer from a blood-borne infectious disease; and (3) had no previous diagnosis of schizophrenia. The dried blood spot collection kit was designed to identify protein biomarkers, previously identified as associated with the psychiatric disorders MDD, bipolar disorder, and schizophrenia (78).

The CIDI was conducted via a telephone call by CIDI-certified interviewers who received continued mentoring and training. Only the modules required for a lifetime mood disorder diagnosis were offered. There were six possible outcomes of the CIDI interview: bipolar disorder type I, bipolar disorder type II, sub-threshold bipolar disorder, MDD, MDD with subthreshold bipolar disorder, and no mood disorder.

Participants were sent a digital follow-up and usefulness questionnaire at 6 and 12 months after the initial digital mental health assessment. The purpose of the follow-up questionnaire was to investigate help-seeking behaviors since the Delta Study, as well as any changes in mental health diagnosis or psychiatric treatment, and to evaluate the perceived usefulness of participation in the Delta Study. The two validated measures, the WEMWBS (79) and PHQ-9 (65) were included in the initial digital assessment and in both the 6-month and 12-month follow up in order to analyze wellbeing scores and depressive symptoms longitudinally, and to determine whether engaging with a digital assessment was associated with improvements in either of these outcomes.



Data selection

The 40.35% of participants who completed the digital assessment (n = 1304) also answered the feedback questionnaire. All the participants who completed the feedback questionnaire were included in the dataset.

As the primary aim of the current study was to use thematic analysis to investigate positive and negatively perceived features of a digital mental health assessment, only feedback questions capturing feedback on the question wording, design and flow, homepage design and reminders, and the results report were included (Table 1; questions 3, 4, and 5). The decision was made to exclude general feedback (Table 1; question 8) in order to avoid the inclusion of data not specifically commenting on the digital assessment (i.e., general feedback on the Delta Study, information the participant wished to share about their personal mental health). Only feedback about the digital mental health assessment itself was included in the thematic analysis. Therefore, any general feedback about the Delta Study pilot or the blood spot kit was not included in the analysis. Any feedback text which only conveyed a sentiment (i.e., “was good,” “I liked it”), or any feedback text which was unclear as to what it was referencing (i.e., “it was smooth” which could refer to the trial itself, the question flow or the assessment design) were considered “Not Applicable” for the current study and were excluded from the thematic analysis.

There were 918 responses to the question about assessment design, 1058 responses to the question about homepage design, and 937 responses to the question about the results report design.

Feedback data on the CIDI was included in the current study only when the feedback was specifically commenting on the interview itself and not its delivery (i.e., the skill of the interviewer, the ease or difficulty of booking the interview). Feedback comments were considered to be referring to the CIDI if they mentioned being read the questions rather than digitally delivered, or included the words: (1) “Telephone;” (2) “Interview;” (3) “Telephone question(s);” (4) “Clinical interview.”



Data analysis

Participant characteristics and psychiatric history were gathered by the novel digital mental health assessment utilized in the Delta Study. Descriptive analyses of this information were conducted to determine averages and frequencies, as appropriate. Group differences between Delta Study participants who did and did not provide feedback were calculated. Mann−Whitney U-tests were used to examine group differences in continuous variables because the data were non-normally distributed. Group differences in categorical variables were calculated using chi-square or Fisher exact test.

The thematic analysis was manually conducted in Excel, following the Braun and Clarke framework (80). The feedback comments were read and re-read until the first author (EF) was familiar with them and any initial ideas were noted. Initial codes were created (EF). For feedback about the novel digital assessment, codes were grouped into “positive” and “negative” sentiment groups. For the CIDI, the decision was made not to group codes into sentiment due to the unprompted nature of the feedback which minimizes the amount of data and its representation in the dataset. The codes were added to a coding framework with brief descriptions for each. The feedback comments were then manually allocated codes under blinded conditions (EF/BS/JB) guided by the coding framework. Any inconsistencies in the code allocations between the authors (EF/BS/JB) were discussed until a consensus was reached. In order to reduce review bias and increase the robustness of results, a double independent review approach was utilized. Therefore, all feedback comments included in the thematic analysis received their final coding based on the consensus of at least two independent reviewers.

The identified codes were then grouped into broader themes, independently by two reviewers (EF/BS), which were then discussed with the third reviewer (JB) until consensus was reached.

Once the thematic labeling was finalized and code/theme frequencies had been calculated, the frequency of overlapping themes was calculated in Excel (see Supplementary material 2−6). This involved determining which themes were commonly reported together within the user feedback for each question prompt asked.




Results


Demographics

Participants who completed the feedback survey were mostly female (n = 939, 72.01%), with one or more previous diagnosis (n = 1015, 77.84%). 289 (22.16%) participants who completed the feedback survey reported no previous diagnosis. 722 (55.37%) participants who completed the feedback survey reported two or more previous diagnoses. The most commonly reported previous diagnosis of participants who completed the feedback survey was MDD (Table 2). The mean PHQ-9 score of the participants who completed the feedback survey indicates the sample group experienced moderate MDD symptom severity (Table 2).


TABLE 2    Demographic information about patients who completed the Delta Study feedback questionnaire (n = 1304).
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Analysis of group differences between Delta Study participants who did and did not provide feedback found that the groups did not significantly differ in terms of sex, educational attainment, total WEMWBS score, total PHQ-9 score, or self-rated mental health quality (Table 2). Delta Study participants who provided feedback were significantly older than those who did not provide feedback. There were differences in the psychiatric histories of Delta Study participants who did or did not provide feedback, with a significantly higher proportion of individuals in the group who did not provide feedback reporting a previous diagnosis of MDD, bipolar disorder, social anxiety disorder, an eating disorder, or a personality disorder (Table 2).

Participants additionally provided scores on the level of how worthwhile they considered participating in the Delta Study (Table 1; question 2). The current study determined a mean worthwhileness score of 3.11 (SD = 0.83) on a 1 to 4 scale, with a score of 3 translating to the user considering participation in the study to have been at least somewhat worthwhile. Most participants (n = 1017; 77.99%) considered completing the digital assessment to be at least somewhat worthwhile (Figure 3).
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FIGURE 3
Worthwhileness scores from users who provided feedback on the Delta Study (n = 1304).




Thematic analysis

Example feedback comments presented in the results were extracted from the dataset. The example feedback comments included in the results were taken verbatim from the dataset, so any spelling or grammatical errors are as intended.


Feedback on the design, wording, or flow of the questions

212 (23.09%) responses to the question regarding the design, wording, or flow of the questions were identified as being “Not Applicable” (N/A) to the aims of the current study. This left a total of 706 relevant responses. The average word count of the included feedback for this question was 21.87 (SD = 33.89). In total, 10 themes were identified from feedback comments on the design, wording, or flow of questions included in the Delta assessment (See Figure 4), including three negative major themes and three positive major themes, focused specifically upon the quality of the assessment content, the quality of the assessment flow, and the usability.
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FIGURE 4
Name, description, examples, and frequencies of themes as identified in the thematic analysis of feedback responses about the question design, wording, and flow (n = 706; See Supplementary material 1 for novel digital assessment theme count). Bars represent theme frequency as a percentage of the total number of relevant feedback responses (n = 706).


The quality of assessment, related to the question wording, design, or flow (n = 467, 66.15%), both positively (n = 183, 25.92%) and negatively (n = 284, 40.23%), was the most frequently mentioned theme in the feedback. The largest dimension of the negative quality of assessment theme was poorly worded questions (i.e., were too long, overly complicated, lacked clarity; n = 150, 52.82%; “Some of the questions would be a little vague and confusing at times, it could be useful to add an example after the question to explain what is mean”). A secondary dimension of the negative quality of assessment theme was related to the users’ ability to enter an appropriate answer (n = 110, 38.78%). This dimension consisted of users reporting missing relevant or accurate answer options, or an inability to select multiple relevant answer options (n = 83, 29.23%). Additionally, other users commented on the inability to enter qualitative data (n = 27, 9.51%) either in order to provide nuance alongside the answer option they selected, or as a stand-alone method to answer questions. The largest dimension of the positive quality of assessment theme was well worded questions (i.e., easy to comprehend, not overly intrusive; n = 175, 95.63%; “The questions were very straightforward to follow so it was very nice tbh;” “Questions were good, easy to understand and give straight forward answers.”).

Another frequent theme identified in the feedback related to the wording, design and flow of questions was the quality of the assessment flow (n = 193, 27.34%; see and Table 3), both positive (n = 90, 12.74%) and negative (n = 103, 14.59%). The most frequently mentioned dimension of the negative quality of assessment flow theme was repetitive questions (n = 90, 87.38%; “Seemed fine, a little repetitive and as a result it felt a little like you were trying to catch me out. Which to be fair is possibly to try to control for recall bias, but the user experience felt a little taxing.”).


TABLE 3    Frequency of theme combinations from thematic analysis of feedback responses about the question design, wording and flow, with ten or more instances in the dataset (n = 706; see Supplementary material 2 for the remaining theme co-occurrences).
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Almost all feedback in the positive quality of assessment flow theme referred to a good assessment flow (i.e., easy to follow, logical question flow, well grouped into question sections; n = 89, 98.89%; “I thought the questions flowed very well. I didn’t mind doing them at all.”).

The feedback comments also made reference to positive (n = 79, 11.19%) and negative (n = 105, 14.87%) usability of the assessment. Feedback comments mentioning positive usability features mainly focused on the assessment being well-designed (i.e., visually appealing; n = 42, 53.16%; “Design of the website/app was very user friendly and smooth. Graphics were easy to understand.”) and ease of use (n = 32, 40.51%; “Simple and easy to use”). Most feedback in relation to negative usability focused on the questions being hard to answer (n = 83, 79.05%). In some cases this was linked to the questions being poorly worded (n = 27, 18%; “I felt some of the statements that I was required to rate how much I agreed with could have been simplified. I found I agreed strongly with one part of the statement but not at all with another part, which made it very hard to rate my level of agreement overall”), and in other cases it was linked to the lack of ability to select an appropriate answer option (n = 19, 22.89%; “Sometimes it was difficult to choose between two answers as it was difficult to decide which was most applicable.”). However, some feedback comments cited the reason for difficulty in answering questions being due to, in some part, it being difficult to remember specific depressive or mania episode information (i.e., number of episodes, duration of episodes; n = 23, 27.71%; “I think it’s very difficult to retrospectively our exact lengths of time on things and days per year. Lots of the time I’m not certain about how long I have been feeling things or extreme feelings I have subsided slowly. I also found it a little difficult to determine whether less extreme episodes were still classes as episodes”).

Finally, negative functionality was also identified as a theme within feedback relating to the wording, design, or flow of questions in the digital assessment (n = 44, 6.23%). The vast majority of this feedback commented on the lack of a back button within the digital assessment, or the users missing the ability to review and amend their answers before submitting them for analysis by the algorithm (n = 41, 93.18%). Of users who provided this feedback, 31.71% (n = 13) reported that they were concerned about providing inaccurate data within the assessment as they were unable to amend their answers after choosing one (“I feel like there should be a back button in case you answer a question incorrectly. At least one of my questions was answered incorrectly and I couldn’t change the answer”).

Several themes overlapped within the feedback on the wording, design, and flow of the questions (Table 3). The most frequently overlapping themes were negative perception of quality of assessment and usability (n = 46, 6.52%). The majority of this overlap was between users reporting questions were hard to answer and (1) questions being poorly worded (n = 33, 70.21%; “Some questions were very broad so quite difficult to answer especially with regards to symptoms.”); (2) reporting an inability to answer appropriately (n = 21, 44.68%; “Sometimes none of the multiple choice questions described my experiences so it was difficult to answer. Maybe some written/spoken answers more specific to a person would be more helpful.”); or, (3) concerns about reporting inaccurate data (n = 15, 31.91%; “Sometimes I honestly didn’t know how long specific conditions had been going on for or when my first episodes started or how long or how many I had over the years so I had to guess. I think my guesses were probably not even close to correct. There should be more opportunity for ‘I don’t know know”’).

Other commonly overlapping theme combinations were a positive quality of assessment and the positive quality of assessment flow (n = 31, 4.39%), and a negatively perceived quality of assessment and assessment flow (n = 27, 3.82%; “It was easy to answer and the questions flowed nicely”). 24.44% (n = 22) of feedback which mentioned repetitive questions, also stated that questions were poorly worded. Users provided feedback that repetitive questions assessing the same symptom multiple times were worded too similarly, which caused reports of confusion from users (“Word similar questions more contrastingly. Sometimes I didn’t know the difference between questions.”).

Positive perception of quality of assessment and usability were also often identified in combination (n = 25, 3.54%) with many users commenting on both well-written questions and a well-designed assessment in their feedback (n = 23, 92.00%; “They were laid out clearly and easy to understand”).



Feedback on the homepage design and email reminders

A total of 671 relevant responses were included in the analysis of feedback on homepage design and email reminders. 389 (36.77%) responses were identified as being not applicable to the aims of the current study. The average word count of the included feedback for this question was 11.81 (SD = 11.13).

In total, eight themes were identified from feedback comments on the homepage and reminders included in the Delta assessment (See Figure 5), including two positive major themes and two negative major themes, focused upon usability and functionality.
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FIGURE 5
Name, description, examples, and frequencies of themes as identified in the thematic analysis of feedback responses about the homepage design and reminders (n = 671; See Supplementary material 1 for novel digital assessment theme count). Bars represent theme frequency as a percentage of the total number of relevant feedback responses (n = 671).


When providing feedback on the homepage and reminders, the majority of feedback made reference to positive usability (Figure 5). The largest dimensions of this theme included ease of use (n = 307, 45.75%; “Very helpful and easy to navigate”) followed by a well-designed homepage (i.e., visually appealing, not overly cluttered, simple; n = 298, 44.41%; “I really like these, the design is simple and attractive”). There was overlap between the largest dimensions of the positive usability theme, with 122 (24.40%) feedback responses stating that the homepage was both well-designed and easy to use (“Very user-friendly, uncluttered and straightforward. A+”). Similarly, the negative usability theme (n = 11, 1.64%) was most frequently characterized by a poor design (n = 8, 72.73%; “Good needs to be a little more mobile friendly”).

In terms of functionality, the majority of feedback focused positively upon the reminders to continue the assessment (n = 278, 41.43%). Many users commented that they found the reminders to be helpful as a prompt to encourage them to continue with the assessment if they forgot to complete it (“The homepage is really easy to navigate and the emails are helpful! Part of my mental health problems do concern forgetting things so they helped.”). In contrast, of those who commented negatively on the email reminders (n = 33, 66.00%), users stated that the frequency of the reminders were irritating and made the user feel as if they were being pressured into continuing with the assessment (“Toom many;” “[…] The email reminders are quite frequent which could put some users off, especially if they are in a depressive mood.”). Other reported aspects of negative functionality included the presence of bugs (n = 15, 30%; “The web app looked good. But there are things like being pieces to use portrait mode that stopped me doing things and had to keep putting it in desktop mode on my phone.”) and a missing back button (n = 5, 10%; “The one thing I found annoying was not being able to take a step backward if I made a mistake”).

Several theme overlaps were identified in feedback related to homepage and reminders (Table 4). The most frequently identified theme overlap was between positive functionality and positive usability (n = 155, 23.10%). A large proportion of feedback which mentioned positive reminders, also mentioned that the assessment had a well-designed homepage (n = 121, 78.06%) and that the homepage was easy to use (n = 95, 61.29%).


TABLE 4    Frequency of theme combinations from thematic analysis of feedback responses about the homepage and reminders, with ten or more instances in the dataset (n = 671; see Supplementary material 3 for the remaining theme co-occurrences).
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Feedback on the results report

179 (19.10%) responses to the question regarding the results report were identified as being not applicable to the aims of the current study. This left a total of 794 relevant responses. Of the relevant responses, the mean word count of the feedback was 27.85 (SD = 31.40).

Through the thematic analysis, 12 themes were identified with three major positive and negative themes (see Figure 6).
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FIGURE 6
Name, description, examples, and frequencies of themes as identified in the thematic analysis of feedback responses about the results report (n = 794; See Supplementary material 1 for novel digital assessment theme count). Bars represent theme frequency as a percentage of the total number of relevant feedback responses (n = 794).


The most common theme identified within the negative feedback commented on poor report content (n = 309, 38.92%), with feedback that the results report lacked depth comprising a major dimension of this theme (n = 279, 90.29%). Users reported that the content of the report was too brief (“I would have liked a little bit more detail.”). An additional common feature of feedback regarding poor report content was a lack of personalization of the report (n = 35, 11.33%; “Not very useful or personal.”). There was an overlap between feedback commenting the results report lacks depth and lacking personalization (n = 22, 7.12%; “It was helpful to gain a diagnosis however I thought the report would be more comprehensive and personalized due to the level of information I provided […]”).

In contrast, 63 (7.93%) users provided positive feedback regarding the results report’s content. The majority of this feedback was centered upon the results report being of an adequate depth, and/or being well-worded (n = 54, 85.71%; “It was very detailed and responsibly worded”). Users seem to positively comment on results report content when it was concise, detailed, or easy to understand. Of the users who stated that the results report was of adequate depth, and/or was well-worded, many commented that the results report was clear or easy to understand (n = 26, 48.15%; “I found the results report easy to digest and understand. Thank you”).

The second most commonly identified negative theme in feedback about the results report was negative wellbeing outcomes (n = 228, 28.72%). The major tenet associated with negative wellbeing outcomes was related to a lack of diagnostic decision making provided within the report, with many users stated that they wanted more detail on how the results report was reached (n = 128, 56.14%; “Maybe should be clearer that it’s not that much information in it though that could be personal to me). I thought there might be more of a breakdown of why and how the conclusion was made […]”). A secondary aspect of the negative wellbeing outcomes theme was the user not considering the results report to be useful or to contain any new information about their mental health (n = 82, 35.96%; “It didn’t tell me anything new or feel very detailed.”). In some cases, the lack of usefulness or lack of new information was due to a lack of depth in the results report (n = 37, 45.19%; “It was not detailed. I felt I had to answer a lot of personal questions just to receive a very generic response. It didn’t tell me anything i didn’t already know.”). Additionally, within the negative wellbeing outcomes theme were comments stating that the results report was missing SOH or psychoeducation, or that the quality of these resources was low (n = 32, 14.04%; “[…] information about the conditions that the questionnaire may have confirmed would have been welcome and more contacts for support, help and/or guidance would have been superb.”).

Conversely, other users reported positive wellbeing outcomes (n = 145, 18.26%), the biggest dimension of which was the results report encouraging help-seeking or more health-conscious behaviors in users (n = 57, 39.31%). Most users commented on the results report’s ability to encourage help-seeking with users stating they planned to discuss their results with a clinician (“Enlightening. I will be taking a trip to a GP.”). Other users additionally stated that they thought the results report would help them initiate conversations with the clinician (“It contained information that I had suspected for a little while. I may have more confidence to talk with my GP in further detail about my feelings now and explore further diagnoses.”). In addition to saying that the results report encouraged help-seeking, a subset of these users (n = 5, 35.17%) stated that the results report was interesting to them or was useful in undisclosed ways (“It was very simple, but it was useful to me to know that I don’t seem to meet the criteria for bipolar.”

Users who mentioned positive wellbeing outcomes also provided feedback on SOH or psychoeducation (n = 29, 20.00%), stating that they considered it to be helpful and relevant (“It was helpful to have help sources identified”). Of people who noted that the results report contained high-quality SOH or psychoeducation, an equal proportion (n = 7, 24.14%) stated that the results report was well-worded (“The results were presented well and easy to understand, I thought the additional support groups were a great idea.”) or poorly worded (“I feel like the results report wasn’t as comprehensive as I thought it would be. I thought it would be a bit more in depth. However, I think the suggestions on where to seek help and support is very good.”).

Perceived accuracy was a major theme identified in feedback related to the results report, with users comparing the mental health conditions listed on their results report against either a previous formal (“Is the same results as a psychiatrist had come up with, in my case it was very accurate.”) or a self-suspected diagnosis (“The results report helps me confirm the symptoms I suspect myself to have had.”). More feedback was identified as commenting on the perceived accuracy of the results report (n = 101, 12.72%; “Results report reiterated my diagnoses from my psychiatrist”) than perceived inaccuracies of the results report (n = 92, 11.59%). The theme of negative accuracy was broader than that of positive accuracy however, encompassing both inaccuracy in the report (n = 62, 67.39%) and unexpected or confusing results on the report (n = 36, 39.13%), with these dimensions of negative accuracy theme overlapping (n = 14, 38.89%; “Confused as I have been diagnosed bipolar but the results said I’m not”).

The most frequent theme combination identified in relation to the results report were the negative report content and negative wellbeing outcome themes (Table 5). This theme overlap was frequently identified when users mentioned that the results report was both too brief and was missing information related to the algorithm’s diagnostic decision making (i.e., how a specific condition outcome was reached; n = 42; 64.62%; “I found it too simple. I was hoping for more detail as to why these conclusions had been drawn.”). Additionally, some feedback stated that due to the brief content of the results report it did not provide any new information beyond what users already knew about their mental health (n = 37, 56.92%;“The results report was a bit brief; it didn’t really tell me anything I didn’t already know/suspect.”). Finally, some feedback stated that the brief results report precluded users from help-seeking by not having enough detail in order to present it to a clinician (n = 5, 7.69%;“It wasn’t at all as detailed as I thought it would be. I thought there would be an analysis of my answers not just ‘you might have depression’ and ‘you might have a panic disorder.’ I was hoping to take my report to my GP to help with getting and accurate diagnosis for my poor mental health but I feel the report will be useless.”).


TABLE 5    Frequency of theme combinations from thematic analysis of feedback responses about the results report, with ten or more instances in the dataset (n = 794; see Supplementary material 4 for the remaining theme co-occurrences).
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The themes of positive accuracy and positive wellbeing outcomes were also commonly identified in combination (n = 18, 2.27%). Much of the feedback which reported both positive accuracy and positive wellbeing outcomes, indicated that the results report was useful or interesting (n = 10, 55.56%; “Useful to know, confirms a suspicion I’ve had for a while.”). An additional proportion of feedback which mentioned positive accuracy and positive wellbeing outcomes in combination mentioned that the results report encouraged help seeking behaviors (i.e., encouraged users to take their results report to discuss with a clinician; n = 8, 44.45%).

The negative assessment content and negative accuracy themes were also identified frequently in combination (n = 18, 2.27%), with users stating that the results included in the report were inaccurate due to the assessment omitting relevant information (i.e., a more in-depth assessment of past psychiatric history, how well medication is managing their psychiatric symptoms, information about menstruation and its impact on the user’s mental health, other diagnosed mental health conditions the user has which may be misidentified as a different condition by the algorithms; n = 17; 94.45%; “The report I was given tells me I am bipolar when in fact I am menopausal which give similar symptoms at times.”).

Some feedback commenting on the positive accuracy of the results report also commented on negative wellbeing outcomes, with users reporting that the results report was useless or lacked any new information as it confirmed a previous diagnosis (n = 18; 21.95%; “I would’ve liked more detail in my results. I already knew I had bipolar and anxiety, I like that there was information attached but it was very generic. It would’ve been nice to see if I had particular tendencies that would respond to certain types of help more than others.”).



Feedback on the composite international diagnostic interview

A total of 84 feedback responses mentioned the CIDI unprompted, across all three of the feedback question prompts. 81 (96.43%) of the CIDI feedback was in response to the prompt about the design, wording, or flow of the questions mentioned the CIDI.

Three themes were identified from the thematic analysis of feedback comments which mentioned the CIDI telephone interview (Figure 7).
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FIGURE 7
Name, description, examples, and frequencies of themes as identified in the thematic analysis of unprompted feedback responses about the CIDI (n = 84; See Supplementary material 5 for CIDI theme count). Bars represent theme frequency as a percentage of the total number of relevant feedback responses (n = 84).


The most frequently identified theme related to the CIDI was the acceptability of the CIDI telephone interview (n = 58, 69.05%). The most frequently mentioned dimension of this theme was the CIDI containing hard to answer questions (n = 39; 67.24%; “[…] It is also quite difficult to recall in the moment specific (or first) episodes and exactly how long they lasted.”). A secondary dimension was related to the delivery of the CIDI via a telephone call, with users stating they would have preferred a different delivery (n = 14, 24.14%; “The phone interview was extremely long and could have been done via online. […]”). Of those users who stated they would have preferred a different delivery, some commented a preference for completing the CIDI on an online platform (“The telephone survey could have been done online. It would have made it easier for me to think back to historic episodes.[…]”) or requesting the ability to view a copy of the questions before or during the phone interview (“The wording of the questions was okay, but it may have been beneficial as a participant to have a copy of the interview questions and answers.”).

The acceptability theme was closely followed by the theme of the quality of CIDI assessment flow (n = 54, 64.29%). The majority of feedback within this theme was negative, with a focus on poorly worded questions (n = 32, 59.26%; “The questions in the phone call are far too long to keep a high level of focus”) and users reporting concerns that the CIDI was collecting inaccurate information (n = 17, 31.48%; “A lot of the clinical telephone questions were very hard to answer accurately, e.g., asking for exact numbers of depressive and high episodes, for exact lengths of each episode, to rate exact numbers for hours of sleep etc., and a lot of the questions were difficult to give just a yes or no answer to”).

Finally, of the users who provided feedback on the CIDI, 15 (17.68%) commented on the quality of the interview flow. Similarly to the digital assessment, many of the users who provided feedback on the flow stated that the questions asked were repetitive (n = 10, 66.675; “Phone interview quite repetitive”). Additionally, users also commented that the CIDI interview was too long (n = 6, 40.00%; “Clinical interview is too long.”).

Only two themes were frequently identified in combination within unprompted feedback regarding the CIDI (Table 6). The themes of quality of assessment and acceptability were identified more frequently in combination (n = 32, 38.10%) than in isolation (n = 19, 22.62%; and n = 18, 21.43% respectively). Within this theme overlap, the majority of feedback stated that the questions were both poorly worded and hard to answer (n = 10, 52.63%;“Some questions were too broad up to interpretation and were hard to answer as it wasn’t clear what the exact question was and the phone interviewer is unable to explain further”).


TABLE 6    Frequency of theme combinations from thematic analysis of unprompted feedback responses about the CIDI, with ten or more instances in the dataset (n = 84; see Supplementary material 6 for the remaining theme co-occurrences).
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Discussion


Overview

The primary aim of the current study was to utilize thematic analysis methods of user feedback in order to determine features of a novel digital health assessment which user perceived as either positive or negative. This aim was conceived with the view to offer recommendations in improving the user experience of digital mental health self-assessments. Feedback indicates that the majority of participants who completed the digital mental health assessment considered it to be worthwhile, with over a third categorizing it as very worthwhile. This finding corroborates previous evidence demonstrating that users find engaging with DMHI to be helpful (81, 82). It also supports research that found, via varied measures, high satisfaction is reported by individuals using mental health apps.

Despite the majority of participants considering the current digital mental health assessment to be worthwhile, the thematic analysis indicates key areas for improvement. Most of the written feedback commenting on both the design, wording and flow of the questions, and the results report was negative. This finding may be explained by the framing of the prompts delivered in the feedback survey. The questions were designed to elucidate actionable, constructive feedback on the digital mental health assessment. Therefore, the written feedback was expected to include feature suggestions to improve the assessment.



Themes identified in feedback of a novel digital mental health assessment

Overall, across all feedback questions, the major themes identified in relation to the digital mental health assessment appeared to be the quality of the assessment, its usability, the quality of the report content, accuracy, and wellbeing outcomes. Additionally, functionality was identified as a minor theme across all of the feedback question prompts.

Within the feedback prompt for the question wording, flow, and design of the questions, two-thirds of the feedback was related to the perceived quality of the assessment. Within this theme, the majority of feedback was negative, indicating that questions included within the assessment were overly complex or too long. This appears to be a feature of both psychiatric assessments investigated in the current study, as this feedback was also identified in relation to the CIDI. This negative sentiment regarding the quality of the questions emerging from this feedback indicates the importance of engaging extensively and widely in Public and Patient Involvement (PPI) activities and co-design. PPI involves research being conducted “with” patients and/or the public in an active participatory relationship, rather than “for” patients and/or the public by researchers (83). PPI work can be widely varied including tasks such as defining research priorities (83), and reviewing the study design (84). Engaging in PPI activities within research is now considered best practice (85), with the combination of expertise through experience of a mental health disorder and expertise through clinical experience suggested to facilitate the best design and provision of mental healthcare services (86). As an example, a co-design of mental healthcare services between staff, patients and carers has been demonstrated to improve the quality of acute care services (87). Of interest to the current study focus, a systematic review mapping the impact of PPI on health and social care research demonstrated that PPI can lead to higher quality of research materials, including improved wording of research questionnaires (88). Including PPI panels in the development of questionnaires can enhance the validity of the questions asked and ensure a comprehensive question set (88). Any opportunity to improve the validity of questions asked in a digital mental health assessment should be pursued, particularly as a systematic review of the validity of digital psychiatric assessment tools is lacking high-quality evidence (24).

Whilst a patient panel was consulted in relation to all aspects of the development of the Delta Study assessment tool prior to the pilot study, and amendments were made to the novel digital assessment and study materials after receiving feedback, the feedback demonstrates there are still areas with scope for improvement. Therefore, by engaging in as much PPI tasks as possible, many different perspectives can be captured in the design stage in order to maximize the likelihood of designing an assessment which is both accessible and usable to all in the intended population. Ensuring the questions are easily comprehended by users who are experiencing mental health symptoms is particularly important when considering possible cognitive/concentration difficulties associated particularly with low mood, MDD (68, 89) and bipolar disorder (90). This is important as previous literature suggests that impaired neurocognitive functioning may be associated with poorer ability to engage in digital health tools for mental health conditions (91). However, it should be noted that this is not isolated to engagement with DMHIs, as in order for patients to engage with traditional care they must also be able to engage in a lengthy diagnostic interview (92). The advantage of DMHIs is that the assessment can be completed at an opportunity most convenient to the user, and when the user feels most concentrated, potentially encouraging better engagement.

Another dimension of the quality of the assessment was related to a reported lack of ability to select appropriate answers. This was reflected in some users stating that a necessary answer option was missing or that they were unable to choose multiple answer options when needed. Therefore, considering that often symptoms are hard to quantify, only offering pre-defined answer options may make it hard to fully capture the severity and psychological burden. Associated with an inability to select an appropriate answer were concerns that the data collected may be inaccurate as users felt they were encouraged to select the “closest fit” answer option, as the most accurate answer option was not available. Considering the core motivation for completing a digital mental health assessment is likely to be receiving an accurate indication of current mental health status, a perception that inaccurate data is being collected may be a barrier to engagement. Developers should aim to engage users thorough PPI activities to ensure that a large range of answer options are available to users to best allow them to reflect their experiences and symptoms. Additionally, developers may wish to consider offering multiple modalities of answer entry, chiefly open or free text boxes. In the current study, some users requested the ability to enter other datatypes such as free text in order to provide personal context. These free text boxes could be implemented alongside more standardized measures to maintain the collection of necessary data to assess symptom fit against diagnostic criteria. Aside from being a commonly requested feature identified in the current study, the addition of free text would allow for potentially richer data which could be used for additional diagnostic decision making such as during a clinician review of questionnaire data.

Usability is a commonly reported feature of user feedback reported in previous literature (58) and is a potential barrier to usage of digital tools (59). An attractive design and ease of use are the highest rated aspects to user engagement with DMHIs identified in user reviews (27, 92). Both of these dimensions of usability were identified within the current study in relation to feedback on the homepage design and reminders. Ease of use and good visual design were mentioned in the majority of feedback response within the usability theme, and were often identified in combination indicating that high-quality visual design will contribute to ease of use.

Additionally, in the current study we found that usability extends to the question wording, flow and design with some users reporting that the questions were hard to answer, however this is likely not exclusive to only mental health questionnaires. In some cases, the reporting of difficulties in answering questions was due to the questions assessing hard to qualify and quantify psychiatric symptoms, or difficulties in remembering episode details (i.e., frequency and duration of depressive and/or manic episodes, the severity of past symptoms). Within the context of bipolar disorder for example, previous literature demonstrates patients experience difficulties in recall of previous (hypo)manic episodes and symptoms (93, 94). This potential difficulty in providing answers to questions could impact both the engagement with the digital tool and the accuracy of any given results, with some users reporting having to make guesses if they did not have a good recollection of their symptomatology. This is a concern in all deliveries of psychiatric assessments, including in-person, as identification of mental health disorders relies upon the patient’s narrative and insight. Future work may consider investigating to what extent a patient’s level of insight impacts the accuracy of reporting symptoms, and in turn the assessment outcomes in order to determine to what extent this needs to be controlled for during digital (and indeed in-person) psychiatric assessments.

Functionality, whilst being a minor theme identified in the current study, was highly related to usability in terms of the homepage design and reminders. The major aspect of functionality commented upon in the current study was reminders, with more users positively commenting on the quality of the reminders. This is in line with previous findings, which also found that reminders are perceived as a positive feature of mental health apps (95), and are a commonly requested app feature by users (92). In fact, receiving reminders to interact with a DMHI is also associated with higher engagement (59). Additionally, the inclusion of reminders in apps for mental health may support users who are experiencing cognitive symptoms associated with mental health disorders, primarily poor memory and concentration (68, 89). On the other hand, some users reported that they perceived the reminders to be negative, stating that the reminders were sent too often and became intrusive. Therefore, developers may consider allowing the users to modify the number and frequency of reminders they receive to best meet their personal preferences. This is supported by previous evidence highlighting user preference for customizable reminders (57, 58). Considering that integration of DMHIs into user’s daily life is considered a facilitator to engagement (59), providing users with the ability to personalize aspects of the reminders (i.e., number of reminders, the time of day) may encourage engagement.

The quality of the report content was a major theme identified both in a positive and negative context in response to the report feedback prompt. The majority of negative feedback was related to the report lacking adequate depth, with users requesting more symptom details alongside the likely diagnosis indicated by the algorithm to reflect the amount of information they provided during the assessment. Additionally, some users indicated that the results report was lacking personalization. Previous literature demonstrates the importance of personalization from analyses of user reviews (58). Further reports posit that a lack of perceived personalization in DMHIs constitute a barrier to user engagement (59, 96), and that offering personalized feedback increases user engagement (97). Therefore, by ensuring that the report content is personalized to the data provided by the user during the completion of the assessment, engagement may be increased. The constructs of the results report lacking adequate depth and lack of personalization were also identified in combination, with users reporting expectations of the report being an in-depth analysis and personalized to the responses they provided. The importance of personalization is further reflected in the current study, as some users commented that the provided SOH and psychoeducation were a positive feature when perceived to be relevant to their results, and likewise considered a negative wellbeing feature if relevant SOH or psychoeducation was missing.

Conversely, positive report content was centered on the report being well-worded and of an adequate depth. Whilst this was a smaller proportion of provided feedback, it is still of interest that different users can hold different sentiment polarity opinions toward the same report content. Therefore, future work should consider investigating factors related to the level of detail in a mental health results report a user prefers. This would also offer the opportunity to expand the ability for personalization to user preferences, by offering the user their preferred level of report detail. Investigating user-centered factors related to determining the user’s preferred level of results report detail is further substantiated by the overlapping themes of poor report content and negative wellbeing outcomes. The current study observed that a perceived lack of detail in the results report was associated with a lack of new or useful information being provided to the user. Future work may wish to investigate whether users with prior knowledge of their own mental health or previous interactions with mental health services may require additional detail as compared to users who do not have such past knowledge or experience. This would assist in ensuring all users are offered meaningful and actionable insights from the results report, irrespective of their prior level of knowledge of their own mental health. In the current study, accuracy was identified as a theme in relation to the results report, with a similar proportion of users perceiving the results as accurate or inaccurate when comparing them to either self-suspected or previous formal mental health diagnoses. Importantly, when assessing accuracy of mental health assessments some users seem to use their own self-suspected diagnosis as a “gold standard.” More people now look for information about mental health online and evidence indicates that among individuals who search for a potential diagnosis online, thirty-five percent did not visit a clinician to confirm their diagnosis (98). This suggests that some users potentially utilize a digital psychiatric assessment for confirmation of a self-suspected diagnosis, rather than seeking an assessment from a clinician. The potential dangers associated with self-diagnosis of mental health conditions are a great concern (99), especially if coupled with potential self-medication through illegal online drug providers. Therefore, future work should consider exploring the incidence of users who utilize a self-suspected mental health diagnosis as a gold standard when assessing the accuracy of a digital mental health assessment, or online symptom checker.

The current study demonstrated that completing a digital mental health assessment is associated with both positive and negative wellbeing outcomes, as perceived by users. In terms of positive wellbeing outcomes, the major dimension was related to the receipt of a results report encouraging help-seeking, or facilitating more health conscious behavior to improve their mental health. This finding reflects insights from previous reports demonstrating that engaging in online screening tools increases one’s likelihood in seeking mental healthcare or support (82, 100–102). Additionally, some users stated that they considered their results report to be of interest or of non-specified usefulness. This reflects previous work which demonstrates that an increase in mental health understanding and/or responsibility is a commonly identified feature mentioned in app store reviews of mental health apps which offer an assessment. Therefore, whilst some users did not indicate that they took their results report to a clinician to discuss, this aspect of the positive wellbeing outcomes theme suggests that the results report can still offer value outside of a formal healthcare context.

The core dimensions of the negative wellbeing outcomes theme was related to a lack of explanation of diagnostic decision making within the results report. This has also been identified in previous reports in relation to Artificial Intelligence (AI), which highlighted that users of online symptom checkers wish to be provided an explanation for the results reached based upon their personal data (103). Ensuring that users are aware of how results of digital assessments were reached may potentially increase trust, and encourage users to follow personalized triage recommendations (104). This was also reflected in the findings of the current study, which showed that some users reported that the lack of explanation of diagnostic decision making precluded them from or caused hesitation in showing their results report to a clinician.



Themes identified in the composite international diagnostic interview feedback

The most frequent theme identified in feedback on the telephone-delivered CIDI was acceptability. Similar to the feedback for the digital assessment, the current study identified that poor acceptability of the CIDI was also related to the included questions being considered hard to answer by users. Therefore, this further demonstrates that difficult to answer questions are not simply a feature of digital mental health screening tools, and also extend to interviewer-led telephone interviews.

Interestingly, in relation to the theme of acceptability some users stated they would have preferred a digital rather than phone delivery of the CIDI, while the majority did not comment on it. This reflects previous work demonstrating that when a computerized version of the CIDI is delivered, 94 percent of 222 patients in an acute psychiatric setting liked the interview, with a further 60 percent stating that they found the interview just as comfortable or more comfortable than completing an in-person interview with a doctor (105). However, these findings must be evaluated with caution since this previous work was published over 20 years ago and the digital literacy of the population has increased. Similarly, our study was not focused on the CIDI and the feedback gathered in relation to it was incidental; hence, further work is required to investigate the suitability of the CIDI for digital delivery.

The second most frequently identified theme related to the CIDI was the quality of the assessment content. Some users who underwent the CIDI assessment stated that the questions included in the assessment were poorly worded or lacked an appropriate option to provide an accurate answer. Similar to the current study, previous work also identified a lack of suitable answer options as a frequent criticism of the CIDI (105). However, this may be a feature related to the previously stated difficulties of quantifying and qualifying highly heterogenous and subjective mental health symptoms into the “neat” binary categories often employed for data collection with screening tools or in a structured interview. This again highlights the potential benefits conferred by offering users free text modalities to provide additional information as well as using pre-defined questions and answer options to determine fit to diagnostic criteria.



Limitations

Despite the learning offered from the current study, the content and sentiment of the feedback of both the novel digital mental health assessment and CIDI may have been skewed due to several reasons.

Firstly, unfortunately, as the feedback questions were only asked to users who completed the entire digital assessment, and received their results report, no feedback was collected from users who dropped out. Therefore, the feedback sentiment or content may be skewed, and does not capture the reasons of users who have dropped out. However, as we included a large dataset of users who completed the entire digital assessment we have an evidence base demonstrating features which users who completely engaged with a digital mental health assessment considered to be positive or negative. Despite this, future work may consider addressing this by providing all users, even those who drop out, the opportunity to offer feedback. The study cohort only included individuals experiencing symptoms of low mood, or with a previous diagnosis of a mood disorder (i.e., MDD or bipolar disorder). Thus, the findings may not be representative to other patient populations outside the scope of the original pilot study. Therefore, caution should be taken when applying the findings to non-psychiatric users or users with other mental health concerns or disorders. Future work should address these populations, by assessing feedback on the same domains as the current study.

Within the current study, there were no group differences in terms of gender between Delta Study participants who did and did not provide feedback; however, the results of the current analysis of this written feedback should be interpreted with the caveat that the majority of participants were female. There is substantial evidence that, despite disproportionately high rates of suicide in men compared to women (106), men are less likely to seek help or engage in psychiatric treatment either in-person or through DMHIs. This is corroborated by evidence of low rates of help-seeking for mental health concerns in men (107). Some explanations for these low rates of help-seeking include stigma, adversity to appearing “vulnerable,” and difficulties in effectively communicating mental health concerns with healthcare professionals (108). Several of the above mentioned barriers to help seeking can be addressed with DMHIs, however the majority of users of such tools appear to be women (59). Future work should investigate which features and delivery methods would encourage men to engage with DMHI’s and in turn with mental health support and treatment. The thematic analysis method employed in the current study is potentially susceptible to bias. However, by implementing an independent double review for each piece of feedback and for each identified theme, we aimed to mitigate this risk.

Finally, there was no specific question assessing user perspectives of the CIDI and its mention was incidental. Therefore, the views expressed may not represent the full spectrum of perspectives of individuals who completed the CIDI. This may explain why the feedback given in reference to the telephone-delivered CIDI was overall negative. Future work may wish to investigate user experiences of the CIDI, and opinions toward different modalities of its delivery in order to determine how best to utilize the tool within both clinical and research settings.



Recommendations for improving user engagement


1.Engage in extensive and iterative PPI activities, ensuring a wide range of patient perspectives are captured to establish that questions and associated answer options included in mental health assessments are of an acceptable quality and quantity to both (1) improve user experience, (2) certify the validity and comprehensiveness of the assessment, and (3) enable users who are experiencing cognitive symptoms associated with mental health disorders to be afforded equal participation opportunities.

2.Consider offering multiple modalities to answer questions within the assessment, such as free text boxes with a view to both (1) increase user engagement; and (2) use this additional data to further inform diagnostic decision making, such as via clinician review.

3.Include reminders to encourage the user to complete their assessment, whilst providing the opportunity for the user to personalize reminder frequency.

4.Consider providing information on the algorithm’s diagnostic decision-making logic, to both (1) increase users’ trust in the results and (2) increase the likelihood of users sharing their results with a healthcare provider.

5.Ensure that the results provided following a digital mental health assessment are in-depth enough to be actionable by users (i.e., in-depth enough for the user to feel comfortable to share with their healthcare provider), and reflect the amount of time the user has invested to complete their assessment.

6.Provide relevant information, SOH, and psychoeducation which is personalized to the results of the digital mental health assessment.

7.Future work should consider investigating the acceptability of digitally delivered structured diagnostic interviews, such as the CIDI, in light of the current landscape of a more digitally native population.
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Background: The use of telemedicine is increasingly being implemented, showing numerous benefits over other methods. A good example of this is the use of telemedicine following the breakdown caused by the COVID-19 pandemic. Previous experiences with telemedicine (TM) have not been significantly explored in relation to the professionals' own perspectives.

Objective: Identify and explore the perceptions and interests of mental health professionals who have performed TM during the period of pandemia.

Methods: A questionnaire on mental health professionals' perceptions of and satisfaction of TM, the Font Roja Work Satisfaction Questionnaire, was adapted and used. Data collected included 112 Psychiatric Service professionals who conducted TM in March 2020, after the country had been under lockdown for 10 weeks. Over 12.000 medical consultations were carried out by the phone, showing an overwhelming response to this method.

Results: High levels of satisfaction were recorded amongst professionals. TM would function as a complement to the traditional system of face-to-face visits (n-112, f-109, 96.5%). Only 9.7% (f-11) believed that digital or virtual interventions would completely replace face-to-face visits. 60.8% did not consider this monotonous work. The older the health workers were, the more satisfied they felt during their follow-up telephone consultation. The greater the previous experience, the more satisfaction was shown. There were gender differences: female mental health workers reported a greater level of comfort.

Conclusion: TM can be implemented with less effort, but it requires time, methods, and resources to be managed. Satisfaction among professionals is high, especially among those with more clinical experience. Patient satisfaction must be contrasted against this.

KEYWORDS
  tele-medicine, healthcare professional's perception, COVID-19, pandemic, telepsychiatry, e-health


Introduction

The COVID-19 pandemic is the most critical public health issue this society has faced in the last 50 years. By October 27, 2021, more than 244 million people have been infected worldwide (5006675 in Spain), with 4968445 deaths (1, 2). This eventful issue forced mental health services to quickly modify their usual procedures to face the new situation (3, 4). The National Health System in Spain is made up of a set of health services dependent on public authorities. It is free and universal: consultations, access to emergencies and medicines are free. For this reason, the majority of Spaniards turn to the public health system on a regular basis. The method usually used is face-to-face attendance. Telemedicine (TM) has become an essential tool to guarantee mental health in this new situation (4, 5). However, it must be carefully analyzed to be considered effective in the future because as experiences in this field are remain limited (6, 7), even though they have increased in recent years. Little is known about the subjective perception, satisfaction, and interest in TM of mental health professionals who have conducted it both in a the pre-pandemic context (8) and during the pandemic outbreak (4, 5). Knowing professionals' perspectives is valuable since they diagnose and treat diseases based on the resources, they have access to (9–11). Based on these facts, TM's use should be planned and implemented for future scenarios or clinical development for the post-COVID-19 stage.

There are increasingly more studies based on the assistance provided during the pandemic COVID-19 (12–14) however, this study highlights the point of view of the professionals who have performed these services. From this perspective, gender differences among mental health professionals still remain under-researched and under-reported, despite the fact that most of the task force in mental health are women (2).

This study describes how mental health professionals of the Psychiatry Department at the University of Salamanca Health Care Complex (USHCC) adapted and perceived TM after switching from the traditional face-to-face model to the new widely-available TM system on March 16 2020, after the lockdown that lasted 10 weeks (15). We also focus on socio-demographic and gender differences, factors that must be analized (16). This point of view is interesting because it helps to analyze the perceived self-efficacy of the workers, and the difficulties they encounter in their work, and contributes to improving the quality of the services provided.

Based on previous information, the main hypotheses are:

- Telemedicine acceptance and satisfaction will increase among professionals exposed to this modality (way of working).

- Professionals carried out tele-matic consultations (telemedicine) will be more willing to use it as part of their future practice.

- Professionals' perception of patients' satisfaction will be more significant in patients attended by more satisfied and experienced professionals.

- Age or gender differences exist in professional satisfaction when applying telemedicine.



Materials and methods

Data were obtained from a sample of mental health professionals of the Psychiatry Service (PS) of the USHCC, including 45 different medical services and more than 900 beds. The PS includes most Salamanca Mental Health Network resources, including part of the drug dependence care network, community outpatient services, inpatient units and community flats. It also includes psychiatric emergency services and on-call doctors at the University Hospital (UH), plus a transversal program for suicide prevention and attention for refractory mental disorders.

One hundred and twelve participants participated in the study, 75 of them provided TM services while confined. During the first 10 weeks of the COVID-19 outbreak, over 12,000 medical consultations were conducted by phone. A summary of the data collected can be found in Figure 1.


[image: Figure 1]
FIGURE 1
 A summary of the data collection.


Each professional was able to participate in the study; however, those professionals who did not apply TM only answered 18 questions from the questionnaire.

An observational descriptive, cross-sectional study was carried out to understand TM's expectations and satisfaction by PS members during the COVID-19 pandemic confinement. The analysis was performed in a single phase using a questionnaire developed and carried out by the authors.

A questionnaire on mental health professionals' perceptions and satisfaction of TM, the Font Roja Work Satisfaction Questionnaire, was adapted and used. The authors designed an adapted questionnaire based on the literature's references, including 49 closed-ended questions. This questionnaire includes some questions, grouped into nine factors, which exploring different areas involved in job satisfaction: (1) work monotony; (2) job satisfaction; (3) stress/stress from work; (4) competition; (5) labor pressure; (6) promotional capacity; (7) relationship with superiors; (8) relationship with colleagues; (9) extrinsic characteristics of work (17). Four additional items were included: 2 to assess the work environment (18) and 2 to measure the professional's perception of the patient's satisfaction. The user satisfaction was measured on a scale of 1 (not at all satisfied) to 10 (maximum satisfaction). An additional open question was added at the end of the questionnaire to include qualitative information and personal feedback.

The online questionnaire was sent by email to all the staff members on May 15, 2020, and was available online until May 25, 2020. There were no exclusion criteria; every member from the PS received the e-mail. The procedures followed ethical standards and the Organic Law 3/2018, of the 5th of December, on the Personal Data Protection guaranteeing digital rights. The questionnaire was confidential, and subjects accepted by informed consent with the possibility to withdraw voluntarily at any time.

For quantitative data, normality tests were performed through either the Kolmogorov- Smirnov or Shapiro-Wilk Test. The described data was measured with the dispersion measures of mean and standard deviation for normal samples and the Median and Interquartile Range (IQR) for models that did not comply with the normality criteria.

Qualitative variables were explained with tables of good percentage or frequencies, which corresponded to be more appropriate. For parametric variables, an analysis was performed through either the Student's T-test for independent sample differences or the ANOVA test, when more than two groups existed. Mann-Whitney's U-test was used for non-parametric variables for two independent groups or Kruskal-Wallis when there were more than two separate groups. Qualitative variables were correlated by Fisher or Chi-Square tests, depending on which was appropriate in each case. The results were considered statistically significant for all analyses when the p-value was < 0.05 (significance level α = 0.05). SPSS software, v.26.0, was used for Mac.



Results


Sample description

The sample involved 112 participants, representing 70% of the PS total members (n = 160). 82.1% of the sample was working during COVID-19, and 66.4% carried out TM. In this sub-sample, as data to mention, 13 subjects (11.6%) lived with people who had COVID-19 while working remotely. Furthermore, 84.69% of all those who carried out TM, had never done TM or did without previous training.

On another front, concerning other professionals' characteristics, it should be said that most of the subjects who performed telemedicine were Doctors (32.1%) and 20.5% of the sample had management responsibility. The professionals were homogeneously distributed by different age groups and years of experience; however, gender differences were not found in the distribution of the sample (Table 1).


TABLE 1 Sociodemographic and professional profile among respondents.
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Regarding the TM method used, there were no prior resources or data protection systems to facilitate videoconferencing be realized, so the telephone was the most popular. Medical consultation by phone is considered as an immediate and direct method of telematic assistance, which allows the user to contact the health professional from anywhere and in any circumstance. Most subjects tracked digital follow-up used this method, followed by chat/email (40%) and video calling (4/75, 9.3%). Most of health professionals who used these methods had direct access to the hospital health platforms, and could carry out the health service with computer support to consult and update the medical history of the patients.

It could be said the amount of TM accomplished was significant as 32 % of the sample made more than 40 connections per week.



Professional's subjective perceptions about telemedicine and the future

This new TM service was considered an innovative practice for most participants. Most full sample participants (85%) pointed out that TM would increase its use in the coming years and found it very useful. Meanwhile, 60% of the sample thought that TM was not yet well-defined and 4.4% of the sample felt that this option would not be implemented and did not consider it worthwhile. Despite the fact that only eight subjects (7.1%) stated that TM would not cause any side effects, most professionals thought TM would complement the traditional face-to-face visits model (97.3%). Furthermore, some gender differences were found (Table 2).


TABLE 2 Professional's perceptions about TeleMedicine.
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Job satisfaction perceived during COVID-19

More than half of the respondents (60.8%) did not consider this experience as monotonous work, and this result was significantly related to having prior knowledge of TM (P = 0.02).

Concerning professionals' feelings about this practice, in our study, a majority of participants (71.6%) perceived some responsibility when making decisions and 14.9% of the subjects felt very tired at the end of the day, while 50% reported the opposite feeling. Furthermore, 16.3% of the sample had mood disturbance, in comparison to half of the respondents that did not experience any mood alteration (50%) related to the change from face-to-face to TM. Secondly, while a small number of participants (6.8%) indicated an over-strain, 35.5% of participants indicated they could disconnect at the end of the day. In our study, the failure to disconnect at the end of the day has been related to the confinement situation (living alone vs. merging social and family life 90.4%) and a significant relationship between the two variables was found (p = 0.041).

Almost all subjects (83.2%) considered themselves independent to do their work, 75.6% were satisfied with their work, 50% felt their work was well-recognized and 68.9% perceived that they had had the opportunity to learn new aspects. The Work Satisfaction Questionnaire category “I have gained recognition for my work” also showed a statistically significant correlation depending on whether the subjects reconciled work and family life or lived alone (P = 0.02). Among all the participants, only one perceived that thet could not do their job (1.4%), while 85.1% felt qualified.

Under other matters, 47.3% considered having a salary suitable for the work done and 67.5% an acceptable position. Competitiveness did not appear to be a problem in these circumstances, as only three subjects reported stress or tension because of that fact. Some professionals (39.2%) perceived that they received enough time to organize their work, while 23% lacked time. More than half of the staff (62.1%) knew what was expected of them at work, while the 16.2% had some doubts about their task.

There is a relationship between the category: “how problems of other colleagues can affect you” and the situation of coexistence during the confinement (living alone vs. merging social and family life) P = 0.008. It should be noted that 30 subjects of the total sample (n = 160) were infected by COVID, although sick leaves did not appear to correlate with any other items (categories).

Relating the extrinsic characteristics of the work, the same number of subjects (36.5%) seemed to have the right resources to perform their work which is statistically related to a better adaptation of the work (P < 0.001), better working environment (P = 0.002) and the physical structure of work performed at home (P = 0.02). Most respondents (67.6%) did not consider that the work's physical structure at home interfered with their ability to carry it out.

Some gender differences were detected in satisfaction showing that females were more prone to TM and more satisfied and adapted (Table 3).


TABLE 3 The satisfaction of the professionals performing telemedicine and differences according to gender.
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Telemedicine general satisfaction

Respondents scored a high perceived satisfaction with their work done with TM (Me = 8; IQR = 8 (n = 73) being the highest score 9/10 (very satisfied) (Figure 2).


[image: Figure 2]
FIGURE 2
 Level of general satisfaction on telemedicine (range 0–10).


Previous experience with TM seems to be related to more satisfaction in its performance (P = 0.029). There were no statistically significant differences between the different professional categories concerning perceived satisfaction when conducting TM. According to our results, satisfaction with telemedicine was also not related to professional responsibility. However, the group with more than 30 years of experience showed the highest satisfaction rates. Linear regression was generated to predict participants' satisfaction with their therapy performed according to their age. The older the health workers were, the more satisfied they felt with their telephone follow-up model. This model would have great goodness of fit index (R-squared-0.94), so it would be appropriate to predict one variable over the other. Moreover, TM's positive opinions for the future were significantly related to the respondents' general satisfaction (P = 0.002) and with more social connections, professionals had more satisfaction with the activity performed (P = 0.007).



Professional's perception of patient's satisfaction

The mental health care providers also positively assessed the degree of satisfaction and comfort perceived from the patients receiving TM (Me = 8, IQR = 7 (n = 74), indicating that patients were “quite satisfied” with the treatment received. It is remarkable that five participants point out the risk of dehumanization in open questions and that human contact is needed for a good therapeutic relationship. On the other hand, the perceived professional satisfaction of the patients' approval was related to age (P = 0.01), according to the previous linear regression model (Me = 8; IQR = 7; average score = 7.76 (DT = 1,451; n = 74). This subjective perception of the patient's comfort was also statistically related to the gender variable (P = 0.009).




Discussion

The main hypotheses of this study were confirmed: Telemedicine acceptance and satisfaction increased among professionals exposed to this modality (who participated in it's use); Most of the Professionals who carried out telemedicine stated that they had expectations about the increased use of telemedicine as part of their future practice; Professionals' perception of patients' satisfaction was related to experienced professionals. However, it was not more significant in patients attended by more satisfied professionals. There were age and gender differences in professional satisfaction when applying telemedicine.

The mental health professionals showed, in general, an excellent clinical experience with TM, even though they had little any previous experience with it. This new model was performed through multiple calls and was carried out unexpectedly with little resources or legal regulation and no adaptation or prior training. Professionals mostly managed to reconcile family and work-life despite the pandemic circumstances, and in general, they were quite satisfied with the TM they had performed. The work was done autonomously, adapting personal preferences and peculiarities to the new task and employment situation. Older age had a positive relationship over the satisfaction with the job done, and simultaneously, professionals perceived the approval and satisfaction from most of their patients. Therefore, the higher the clinical experience, the greater the satisfaction. This could be related to more increased safety and confidence in their prolonged professional activity.

Matching previous studies, TM's satisfaction and efficiency in professionals, including psychiatrists, is high (8). Some gender differences were detected, showing that females are more likely to carry out TM (19) and are more satisfied and adapted when conducting this modality. This fact has not been described previously, but it is a well-known that females are more likely to engage in different e-health behaviors than males (20).

Professionals felt that patients were satisfied, which overlaps previous studies addressing patients' perception of the use of TM (21). There is evidence of high patients satisfaction when receiving TM in other sanitary fields (22, 23).

In general, patients and providers/professionals are satisfied with telepsychiatry services, even though providers/professionals tend to express more concerns about the telepsychiatry's potentially adverse effects. The therapeutic relationship with TM is comparable to face-to-face services in terms of reliability of clinical evaluations and treatment outcomes (24), especially in the post-COVID era when the psychopathological presentation will be different (25).

This sample identifies TM as a new and widely generalized tool that will continue to grow in the future after adopting the methods, time, resources, professional stress, and some essential features like family reconciliation. This aspect became important when considering the high prevalence of anxiety and depression due to the COVID-19 pandemic (22).

There is some data on clinical interventions in severe mental disorders and TM, such as care of patients with schizophrenia (24–26) and on the benefits and costs when applying internet cognitive behavioral therapy (I-CBT) (27). Neither of our results is comparable to previous research describing phone calls for the training of functional skills (28); the use of mobile devices to decrease hospitalizations (29) to promote treatment adherence in outpatients in remission (25). These experiences can respond to link scientific evidence and clinical reality (28). Other pathologies have received care attention/treatment through TM, including patients with obsessive-compulsive disorder (29), mental health care for patients with intercultural difficulties (30), early detection and diagnosis in patients with Alzheimer's disease or mild cognitive impairment (31), and crisis interventions (32).

The use of telepsychiatry in the COVID-19 pandemic has been scarcely discussed (3, 5, 33, 34) with some experiences among psychologist, psychotherapists and clinicians. Professionals tend to prefer face-to-face care to telematics, although their experiences with telematic care during the COVID-19 pandemic were better than expected (35, 36).

This research helps the populations living far from the mental health clinics. We can agree with some of TM's advantages, such as better quality and access to care and related cost decreased. Moreover, according to the pharmaceutical companies' plans, an increase in TM's annual growth rate (between 13 and 27%, with valuation growing over 20 billion US dollars in the next several years) is expected (3). In this sense, combining TM with psychoeducation shows greater efficacy than the regular visits in the overall functioning of patients with bipolar disorder (37).

Nevertheless, our results emphasized that not all features are positive. TM shows some inconveniences and difficulties in the real world (38). Some participants (6.8%) perceived this new model as tiring at the end of the day. Most of the sample believed telemedicine could have side effects and suggested dehumanization risks in the assistance. Chakrabarti et al. (39) referred to perceived difficulties in different areas, such as communication or building a good relationship, and uncertainty over legal, regulatory, and ethical issues could influence somewhat negative attitudes regarding this model among physicians. A possible disadvantage could be that there were many failed phone calls (around 25%); additionally, some patients were either at work or accompanied by relatives when receiving the phone call, so their availability and intimacy could not be guaranteed.


Limitations

The use of the telephone restricts the observation of the patient's non-verbal and qualitative behavior. The gold standard of e-health services should be video-conference, but in the context of the pandemic, its use was marginal due to lack of resources. The use of the telephone was considered a previous step to digital tools despite of its limitations.

The stressful state may have influenced the professional opinions of the sample during the pandemic.

In this naturalistic study, the collected data's standard practice features would not differentiate the first consultations' weight vs. follow-ups. On the other hand, the results have been obtained after a short time of performing TM (2 months), and their evolution over time remains unknown.

The previous data acquired is not underpinned by clinical trials or pilot studies. Overall, previous works support the non-inferiority of remote psychiatric care in the evaluation and treatment compared to face-to-face care (40), not regarding the age, kind of population, or mental disorder. However, specific people (children and adolescents) do need some adjustments (41). However, we describe the difficulties of applying telemedicine in the real world.

The pandemic brought about a radical change in the way of treating patients. The priority after this has been to give normality and continuity to patients who were generally willing to return to face-to-face consultations, so no more data on satisfaction with telemedicine has been collected since that date. In the future, it would be interesting to assess whether patients and professionals would be interested in giving continuity to telematic services in a context of regular assistance. As well, the mental health of the professionals should be taken into account in order to evaluate the adaptation to the new technologies use (42, 43).




Conclusion

Telemedicine is a tool that has been identified as a complement in clinical practice and a world-class resource in pandemic situations such as COVID-19's. It can be deployed without difficulties, although these equate to procedures, time, methods, and resources. Satisfaction between professionals was high, especially those with more clinical experience and those with previous telemedicine practice. Gender and professional differences should be carefully studied. However, some disadvantages should be considered, and perhaps therapeutic relationships could become impaired. Patient satisfaction should be contrasted, and the planning and decision-making of when to use face-to-face vs. online techniques should be widely considered.

The feasibility of performing telemedicine consultations has been generalized with all types of patients, even with a shallow level of training and preparation in high-pressure situations (lockdown). This condition has been representative of many psychiatry services around the world. Therefore, training and access to resources that allow fair use of telemedicine should be promoted; thus, the barriers in patient care would be reduced (44, 45). On the other hand, professionals' perceptions must be taken into account because they are the ones who prescribe the treatments (9–11). Additionally, it should be noted that patients' and mental health providers' satisfaction is crucial for telemedicine success (46). Therefore, a comprehensive and long term evaluation for measuring professionals' satisfaction in delivering telemedicine is vital for the future (47).
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Social media are an integral part of adolescents' daily lives, and reviews have suggested an overall small association between more social media use and mental health problems. However, researchers have commonly investigated social media use in a time use perspective, rendering nuances in adolescents' social media experience less well explored. Thus, studies of relationships between social media use and mental health problems need also examine the nature of the events taking place on social media. This study aimed to examine depressive symptoms in adolescents in relationship to time spent on social media, negative social media-related experiences, and general self-efficacy. Data collected in a national survey, Ungdata 2021 (n = 139,841), was used. Multivariate linear regression analyses showed that time spent on social media was associated with depressive symptoms (β = 0.09, p < 0.001). However, negative social media-related experiences were more strongly associated with depressive symptoms (β ranging 0.09–0.22, all p < 0.001), and their inclusion weakened the initial association between time on social media and depressive symptoms. General self-efficacy was directly associated with lower symptom levels (β = −0.29, p < 0.001) but did not change the associations between social media use and depressive symptoms. The findings imply that not only time spent on social media, but in particular negative social media-related experiences, are related to depressive symptoms in Norwegian adolescents. General self-efficacy is an important resource for adolescents' mental health.

KEYWORDS
 adolescents, depressive symptoms, general self-efficacy, nationwide study, social media


Introduction

Social media broadly refers to applications that allow users to engage in virtual interactions, with wider or narrower audiences (1). Social media have become a prominent aspect of 21st century culture, and they are widely adopted across the world (2, 3). Young people use social media more often than older people (4, 5), and certain types of image-based social media, such as Instagram and Snapchat, are more often preferred among people in the younger age groups (5). Most social media are financed through advertising that is algorithmically controlled, which means that each user gets content that is tailored to their special target group, and what the user has shown interest in in the past (6).

In Norway, 99% of young people between 13 and 18 years use social media, with YouTube, Snapchat, Instagram, Facebook, and TikTok being the most popular (7). Social media is an important arena for socialization among young people, and engaging with social media gives rise to positive as well as negative experiences (8). Compared to boys, girls appear to have more positive (e.g., communication, positive attention) and negative experiences (e.g., pressure, social comparison) on social media (8), and more negative experiences have also been found among adolescents with lower sociodemographic status (9). While longitudinal studies are still relatively few, studies of adolescents in Norway have found that more time spent on social media has predicted subsequent increases in alcohol use (10, 11) as well as increases in depressive symptoms and conduct problems (11). International studies have reported higher social media use to be associated with more conflict within the family (12) and lower satisfaction with family life (13). Together, the studies indicate a need for further research on the possible long-term consequences of social media use among adolescents, as well as on consequences for the families involved.

There is a need to expand the scope of inquiry beyond the mere time spent on social media to also include the nature of the interactions taking place on social media and the consequences they may have. While some have emphasized social media's positive potential for connection and inclusion (14–16), others have argued that social media are substitutes for real-life relationships and rather serve to increase stress, such as “fear of missing out” (17, 18). For adolescents, social media use may instigate a pressure toward having a large number of followers and receiving affirmation (“likes”) as indicators of social acceptance, and lack of affirmation has been found to result in negative emotions and higher levels of depressive symptoms (19). In a large cross-national study of adolescents aged 11–15 years from 42 countries throughout Europe (weighted n = 180,919), about 12% have experienced cyber-bullying on social media, and more time spent on social media has been related to a greater risk of being bullied (20). Social media may in the case of late night use cause sleep problems (21, 22), which is a risk factor for attention problems in school (23) and for developing depression (24). However, such specific consequences of social media use may go unnoticed in studies where time use is the sole measure of social media use. Thus, when specific negative social media-related events are not considered, the commonly detected associations between time spent on social media and poorer mental health may concern very different circumstances and obscure more relevant relationships (25, 26).

Researchers have found diverging results with regard to the relationships between social media use and aspects of mental health. Whereas several studies have shown associations between higher levels of social media use and poorer mental health (18, 22, 27–29), recent reviews have indicated mixed results and an overall weak negative association across studies (1, 30). The great variety of methods for measuring both social media use and mental health outcomes may partly account for the mixed results (31). Associations between social media use and mental health have also been found to vary by gender, with more social media use related to poorer mental health in females (32). Thus, to move research forward, future studies should carefully specify the population of interest and which aspect of social media use is of interest.

Among young people, psychological resource factors such as general self-efficacy have been associated with favorable mental health outcomes in several studies over the last decades (33–35). In addition, self-efficacy has been found to moderate associations between various aspects of social media use and mental health, indicating that associations between more social media use and poorer mental health may be stronger for people with low self-efficacy (36, 37). Thus, while self-efficacy in adolescents may be vulnerable to the influence from social media, self-efficacy may also be viewed as a psychological resource that can buffer against a potentially negative influence from social media on mental health. The aim of the study was to examine depressive symptoms in adolescents in relationship to social media use, negative social media-related experiences, and general self-efficacy.



Methods


Design and procedure

A comprehensive cross-sectional study, the Ungdata survey, is offered annually to municipalities throughout Norway. Usually, the survey is conducted every third year in each municipality (38). In 2021 the survey was completed by 139,841 Norwegian adolescents, aged 13–19 years, representing 209 out of 356 Norwegian municipalities. Ungdata has become an essential source of information on young peoples' health and wellbeing, both at the national and municipal levels (see www.ungdata.no). The survey is conducted by the Norwegian Social Research (NOVA) at Oslo Metropolitan University in a collaboration with the Regional Drug and Alcohol Competence Centers (KoRus). The surveys are financed partially by the Norwegian Directorate of Health and gauge different aspects of adolescents' lives, i.e., health issues, local environment, school issues, social media use, diet, alcohol consumption, relationships with friends and parents, leisure time activities and symptoms of depression.

Parents and students were informed via mail in advance, and parents of under-age adolescents (13–17 years of age) were assured that they could withdraw their children from participation at any time. If no prohibiting response was received from parents of under-age adolescents, the adolescents decided independently whether or not to participate in the survey. They decided in school whether they wanted to participate after being informed that participation was voluntary and that they could skip questions that they did not want to answer. The study was conducted as a web-based questionnaire administered at school during school hours with a teacher or an administrator present to answer questions. The students used approximately 30–45 min to complete the questionnaire.

Some parts of the questionnaire are used nationally in all participating municipalities, whereas other parts are selected or de-selected by each municipality. Therefore, the number of responses vary greatly between mandatory and elective parts of the questionnaire. In this study, most employed variables were derived from the mandatory questions used nationally, while some variables (general self-efficacy, reports on conflicts or arguments in the family due to social media use, and reports on not getting enough sleep due to social media use) were derived from elective parts of the survey. In addition, it was possible to complete only parts of the survey and leave the remaining questions unanswered. Thus, the number of responses on a specific question varied according to (i) whether the question was included in the survey presented to the individual participants (i.e., a decision made by the municipality), and (ii) whether the individual participant chose to respond to it.



Measures
 
Depressive symptoms

Depressive symptoms were measured using a six-item scale derived from the Depressive Mood Inventory (39), which was again based on the Hopkins Symptom Checklist (40). The adolescents were asked if during the past week they have been affected by any of the following: “Felt that everything is a struggle” (item 1), “had sleep problems” (item 2), “felt unhappy, sad or depressed” (item 3), “felt hopelessness about the future” (item 4), “felt stiff or tense” (item 5), “worried too much about things” (item 6). The six questions have four response categories: “Not been affected at all” (1), “not been affected much” (2), “been affected quite a lot” (3) and “been affected a great deal” (4). Sum scores were computed, ranging from 6 to 24; high scores indicated higher symptoms of depression. The depression scale has been psychometric evaluated among Norwegian adolescents. The scale showed good reliability (Person Separation Index: 0.802), and as a whole, the scale works reasonably well at a general level (41).



Sociodemographic factors

Gender (male/female), grade and centrality were used as covariates. Grade was used as an indicator for age, as age is not assessed within the survey. Centrality, as defined by Statistics Norway (42), was applied as a proxy for the grade of how centrally located a municipality in Norway is. Parents' level of education was measured by asking: “Did your parents go to university or to a university college?” Adolescents who were not in touch with one or both parents were asked to miss the question out. The response options were “No, none of them” (0) “Yes, one of them” (1), and “Yes, both of them” (2).



Social media use

Daily time spent on social media was measured by asking: “Think about what you do in a normal day, how much time do you spend on the following things: social media (Facebook, Instagram etc.).” Response options were no time, <30 min, 30 min−1 h, 1–2 h, 2–3 h and >3 h.



Negative social media-related experiences

Online bullying was assessed with the question “Have you been threatened or excluded on the internet?” with response options “yes, several times a week”; “yes, approximately once a week”; “yes, approximately once every 14 days”; “yes, approximately once a month”; “almost never” and “never.” Participants were asked whether the use of social media had resulted in “conflicts or arguments in the family” or “not getting enough sleep,” with response options “yes” and “no.” Further, the adolescents were asked to indicate on a five-point scale (not at all–very much) whether they had experienced “pressure to have many followers and likes on social media.” Responses on the scaled variables (“online bullying” and “pressure to have many followers and likes”) were recoded into dichotomous variables prior to analysis, with “never experienced online bullying” and “no pressure to have many likes and followers” coded as “no” and all other responses coded as “yes.”



Psychological resources

The General Self-Efficacy Scale (GSE) (43) is a questionnaire for assessing general self-efficacy among the general population aged 12 years and older. It has been translated into several languages (44), including Norwegian (45). The scale measures optimistic self-beliefs in coping with the demands of life. The short version of the GSE used in this study consists of 5 statements that respondents rate on a scale from 1 “completely disagree” to 4 “completely agree.” Example statements are: “I always manage to solve difficult problems if I try hard enough” (item 1) and “If someone opposes me, I can find the means and ways to get what I want” (item 2). The score is calculated by summing the individual's scores on all items. The score range is 5–20, with higher scores indicating higher self-efficacy. High correlations with self-appraisal, self-acceptance, and optimism indicate theoretical accuracy of the self-efficacy concept (46), and psychometric analyses of the GSE has consistently produced one latent dimension and high measures of internal consistency between items (47–49). In the current study, Cronbach's α was 0.87.




Statistical analysis

Individuals who did not respond to specific items were removed casewise. The internal consistency of items in utilized scales were calculated by Cronbach's α. Descriptive analyses were performed for all employed measures. The dependent variable (depressive symptoms score) had a distribution which deviated from the normal distribution (Kolmogorov-Smirnov test p < 0.001), and it was skewed toward lower scores (skewness = 0.46, SE = 0.01) with the median value (Md = 12.0) being lower than the mean value (M = 12.9). However, skewed distributions frequently occur in large public health datasets without normally compromising the validity of parametric statistical testing (50). Therefore, we proceeded with parametric tests.

Depending on the number of groups to be compared, group differences in depressive symptoms were examined with independent t-tests or one-way ANOVA. In multiple comparisons, the Bonferroni correction was applied. Single (Model 0) and multiple linear regression analyses (Models 1–3) were used to assess associations between independent variables and depressive symptoms. In the multiple linear regression analyses, independent variables were entered in this sequence: Model (1) included daily time spent on social media and negative social media-related experiences (i.e., victim of online bullying; experienced conflicts or arguments in the family; experienced too little sleep due to social media use; and experienced pressure to have followers and likes on social media). Model (2) included the Model (1) variables while also including general self-efficacy. In Model 3, we included the Model (2) variables while adjusting for sociodemographic variables (age, gender, centrality, parents' education). Interaction analyses were performed to examine whether associations between negative social media-related experiences and depressive symptoms varied by gender and levels of general self-efficacy. In the event of statistically significant interactions, post-hoc analyses would repeat Model 3 separately for boys and girls and for participants with higher/lower general self-efficacy, respectively. Due to the large sample size, results with a corresponding p < 0.01 were considered statistically significant. The strength of associations (effect sizes) was interpreted in line with Cohen: β about 0.10 is small, about 0.30 is medium, and about 0.50 is large (51). Multicollinearity was checked with standard guidelines, stating that VIF should be below 5 and tolerance above 0.2 (52).



Ethics

The study was conducted in accordance with the Declaration of Helsinki. Before participating in the study, all students were asked to provide informed consent. The parents received oral and written information about the study and were given the opportunity to withdraw their children from participation. The information letter was approved by The Norwegian Center for Research Data (NSD). All data were collected anonymously and then analyzed by independent researchers who did not participate in the collection of the data. The study was approved by the Institutional Ethics Review Board at Inland Norway University of Applied Sciences (protocol code 21/01894).




Results


Sample characteristics

The characteristics of the sample are shown in Table 1. Participants in the survey were 139,841 pupils from lower secondary (13–15 years of age) and upper secondary schools (16–19 years of age). The response rate in lower secondary schools was 83% and in upper secondary schools 67%, yielding an average response rate of 75% (38). The age distribution in the sample was similar between most categories, yet with declining participation rates in the higher age groups. The proportions of boys and girls were similar. The largest groups of participants lived in places classified to be in the middle range on the centrality index. Among 47% of the sample, both parents had higher education.


TABLE 1 Sample characteristics.
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Depressive symptoms, general self-efficacy, social media use and negative social media-related experiences

Information about depressive symptom levels, general self-efficacy, social media use, and negative social media-related experiences is shown in Table 2. The mean level of depressive symptoms was 12.9 (SD = 4.9), while the mean level of general self-efficacy was 14.7 (SD = 3.1). Thirty-three percent of the sample reported to use social media daily for more than 3 h. Twenty-two percent had experienced being bullied on the internet, while 30% had experienced pressure toward having followers and receiving likes on social media. There were fewer participants with valid responses to the questions about having experienced social media-related conflicts or arguments in the family, or not getting enough sleep due to social media use. Among those with valid responses on these questions, 13% reported to have experienced social media-related conflicts or arguments in the family, while 49.5% reported to have experienced not getting enough sleep due to social media use.


TABLE 2 Depressive symptoms, psychological resources, social media use, and negative social media-related experiences in the sample.
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Depressive symptom levels in sample subgroups

The levels of depressive symptoms in sample subgroups are shown in Table 3. Depressive symptom levels were higher in the higher age groups, and girls had higher levels than boys. Depressive symptoms were also higher among adolescents living in urban districts, compared to rural, and higher among those whose parents did not have higher education. Those with higher levels (i.e., above median levels) of general self-efficacy had lower levels of depressive symptoms, compared to their counterparts. Those who spent more time on social media reported higher levels of depressive symptoms, compared to those who used social media less. For all types of negative social media-related experiences, the levels of depressive symptoms were significantly higher among those who had experienced the event, compared to their counterparts.


TABLE 3 Depressive symptoms in sample subgroups.
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In the pairwise comparisons for variables with three or more categories (data not shown), differences in depressive symptom levels between age groups were statistically significant with one exception (10th grade vs. 1st grade high school). Depressive symptom levels were also significantly different between levels of centrality, with two exceptions (between levels 2 and 3, and between levels 5 and 6). The highest levels of depressive symptoms were found among adolescents where none of the parents had higher education, whereas the lowest levels were found among adolescents where both parents had higher education. Higher levels of social media use were, for the most part, significantly related to higher levels of depressive symptoms, but depressive symptom levels were not significantly different between adolescents who did not use social media and those using social media for < 1 h daily.



Social media use, negative social media-related experiences, and general self-efficacy associated with depressive symptoms

In preparation of the regression analyses, time spent on social media was re-categorized in order to obtain similar group sizes and a linear relationship with depressive symptoms (see Table 3). The two categories indicating the least daily time spent on social media were collapsed into one category (no social media use, up to 30 min daily). Otherwise, categories remained as before. No multicollinearity problems were detected (all VIFs ≤ 1.25, tolerance ≥ 0.80).

The results of the analysis of factors associated with depressive symptom levels are shown in Table 4. Crude associations with depressive symptoms were found for all included variables. More time spent daily on social media was associated with higher depressive symptom levels (β = 0.23, p < 0.001), as was experience with any of the negative social media-related events (β ranging between 0.20 and 0.32, all p < 0.001). Higher levels of general self-efficacy were associated with lower levels of depressive symptoms (β = −0.38, p < 0.001).


TABLE 4 Linear regression analysis showing associations between daily time spent on social media, negative social media-related experiences, general self-efficacy, and depressive symptoms.
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As shown for the multivariate Model 1, more time spent on social media was associated with higher depressive symptom levels, but the association was weaker compared with the crude association (β = 0.09, p < 0.001). Having experienced any of the negative social media-related events was associated with higher depressive symptom levels, with associations being of varying strength (β ranging between 0.09 and 0.22, all p < 0.001). Variation in the negative social media-related events accounted for a larger proportion of the outcome variance (16.0%), compared to the variation in time spent on social media (5.2%).

When included in Model 2, higher self-efficacy was related to lower levels of depressive symptoms (β = −0.29, p < 0.001), explaining and additional 7.9% of the variance in depressive symptoms. The inclusion of general self-efficacy did not substantially change the associations between social media use, negative social media-related experiences, and depressive symptoms.

After adjusting by sociodemographic variables in Model 3, time spent daily on social media and having experienced any of the negative social media-related events were still associated with higher depressive symptom levels, and higher general self-efficacy was still related to lower depressive symptom levels. Higher age, female gender, living in more central areas, and having parents who did not have higher education were associated with higher depressive symptom levels.



Interaction analyses

Interaction analyses were performed to examine whether associations between negative social media experiences and depressive symptoms were moderated by gender and levels of general self-efficacy, respectively. Interactions were added in two subsequent iterations of the Model 3 regression analysis. In the first iteration, interaction terms gender × negative social media-related experiences (i.e., four separate interaction terms) were added to the Model 3 predictors, and in the second we added the interaction terms general self-efficacy × negative social media-related experiences. Gender significantly interacted with “arguments or conflict in the family” (p < 0.001), whereas the remaining three interaction terms yielded non-significant results. General self-efficacy interacted with “arguments or conflict in the family” and “pressure toward having followers and likes” (both p < 0.001), whereas the two remaining interaction terms were non-significant. Based on these results, we repeated the Model 3 regression analysis separately for boys and girls, and for participants with higher and lower general self-efficacy scores (spilt by the median score).

The results for boys and girls are displayed in Table 5. The pattern of associations was mostly identical for the two genders. However, having experienced conflicts or arguments related to social media use was associated with a higher level of depressive symptoms among girls, but not among boys. Also, for girls the model accounted for a somewhat larger proportion of the variance in depressive symptoms, and the association between higher general self-efficacy and lower levels of depressive symptoms was stronger than for boys.


TABLE 5 Linear regression analysis showing associations between daily time spent on social media, negative social media-related experiences, general self-efficacy, and depressive symptoms by gender.
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The results for higher and lower levels of general self-efficacy are displayed in Table 6. The pattern of associations was practically identical for the two groups, and the models accounted for similar proportions of the outcome variance. The association between female gender and depressive symptoms was slightly stronger for adolescents with lower levels of general self-efficacy, compared to those with higher levels.


TABLE 6 Linear regression analysis showing associations between daily time on social media, social media-related experiences, and depressive symptoms by general self-efficacy levels.

[image: Table 6]



Differences between the initial and the final sample

Given the loss of participants in the multivariate analysis, we compared the sample included in the Model 3 regression analysis with the initial sample. In comparison to the initial sample, the restricted sample included in the Model 3 analysis had a lower level of depressive symptoms (M = 12.8 vs. M = 12.9, Cohen's d = 0.02, p < 0.001) but a higher level of social media use (M = 4.6 vs. M = 4.5, Cohen's d = 0.09, p < 0.001). The restricted sample also had a higher proportion of participants in senior high school (54.3 vs. 37.8%), a higher proportion of girls (53 vs. 50%), a higher proportion had both parents without higher education (17.0 vs. 15.5%), and a higher proportion living in the less central areas of the country (44.3 vs. 36.9%, all p < 0.001).




Discussion


Main summary of results

This study found that negative social media-related experiences were associated with higher levels of depressive symptoms among Norwegian adolescents. When including negative social media-related experiences as independent variables together with daily time spent on social media, the association between time spent on social media and depressive symptoms was weakened, suggesting that negative social media-related events were responsible for some (but not all) of the association between time spent using social media and higher levels of depressive symptoms. Higher general self-efficacy levels were associated with lower levels of depressive symptoms.



Factors associated with depressive symptoms

In this study, more time spent on social media use was associated with higher levels of depressive symptoms. This corresponds with results from previous reviews that have suggested social media use to be associated with higher levels of depressive symptoms in adolescence (53). However, using a wider lens, a recent review and meta-analysis reported that associations between more social media use and poorer mental health varied considerably, with effect sizes ranging between 0.02 (ns) and 0.17 (54). In view of the variable results between studies and the small effect sizes often obtained, other factors may influence the relationship between social media use and depressive symptoms in adolescents (55).

In this study, we found that the inclusion of negative social media-related experiences in the regression model weakened the initial association between social media use and depressive symptoms, hence possibly accounting for some of the covariation between social media use and depressive symptoms. Among the included negative experiences, having experienced online bullying was shown to be most strongly associated with depressive symptoms. A relationship between having experienced online bullying and higher levels of depressive symptoms is consistent with findings from previous studies (56). These results support the idea that the content of social media use–what people experience during, and as a consequence of, social media use–is important to consider in relation to mental health outcomes, and that time spent on social media is merely one aspect of the social media exposure. While the results indicate that negative experiences related to social media use are relevant to consider, they also support the notion that there remains an independent relationship between time spent on social media and depressive symptoms in adolescents. This remaining relationship may be bi-directional or reversed, as recently suggested (57).

Almost half of the participants who responded to the questions related to sleep and social media use, reported not getting enough sleep due to social media use. This is in accordance with a recent Norwegian research report, stating that 50% of adolescents go to bed later than they should due to social media use (8). Previous studies have also suggested that social media use may cause sleep problems (21, 22), and our study substantiated higher depressive symptom levels among adolescents who have experienced sleep problems due to social media use. In addition, the results from our study showed that other problematic social media related experiences, such as “conflicts or arguments in the family” and “pressure to have many followers and likes,” were associated with higher depressive symptom levels. We should note that family conflicts related to social media hinges not only on the adolescent's social media use, but also on parents' attitudes and behaviors toward their adolescent's use of social media. Studies have shown that over the past decades parents have become increasingly aware of, and involved with, their children's social media use (58, 59), which in turn may lead to more family conflict centered around the issue (12). In combination, the findings suggest that substantial proportions of adolescents experience problematic consequences of their social media use, and that having such experiences are related to higher depressive symptoms. However, the nature of the relationship is uncertain, and bi-directional relationships are viable (57).

Moreover, the frequency of experiencing negative social media-related events may differ between groups. For example, adolescents from less affluent backgrounds have been found to report negative experiences from social media use more often than those from more affluent backgrounds (9), and possibly, associations between social media-related experiences and depressive symptoms may differ between groups with higher or lower vulnerability. Supporting this view, a recent study concluded that getting fewer likes on social media was a greater risk factor for negative affect and thoughts and feeling rejected among adolescents who were already victims of school bullying, compared to those who were not (19).

While this study has focused on depressive symptoms as the potential outcome of social media use and -encounters, social media may also have a beneficial effect on adolescent wellbeing. Social media may ease the access to supports and allow for a diversity of interactions and friendships (53), and for some, the virtual interaction may be easier than face-to-face social interaction (14–16). In a Norwegian qualitative study adolescents revealed that social media contributes to amplify social relations, as it is much easier to communicate and keep in touch via social media than in real life (60). However, negative experiences on social media have been found to be more potent than positive experiences, as negative experiences have been significantly associated with higher levels of depressive symptoms, while positive experiences have been associated with minor and not statistically significant decreases in depressive symptoms (61). Individuals with depressive symptoms may also be more inclined to engage in social media for various reasons (57) and they may experience more negative interactions while doing so (61).

In this study, higher general self-efficacy levels were significantly associated with lower levels of depressive symptoms. Similarly, a previous study also showed that self-efficacy was related to depressive symptom levels, both concurrently and prospectively, but the nature of the associations varied by self-efficacy domain (62): a strong sense of efficacy for regulating negative affect was related to lower depressive symptoms, while stronger empathic self-efficacy was related to higher depressive symptom levels. In addition, a more recent study examining a cross-lagged model of associations found that depressive symptom levels predicted academic and emotional self-efficacy 6 months later, whereas self-efficacy did not predict subsequent depressive symptoms (63). Thus, the issue of causality in the relationship between self-efficacy and depressive symptoms is debated, and cyclical relationships are also viable. Previous studies have found that self-efficacy moderated associations between social media use and mental health (36, 37). Similarly, our study showed that general self-efficacy significantly moderated two of the associations between negative social media-related experiences and depressive symptoms. However, associations were only marginally different between adolescents with higher and lower levels of self-efficacy. In addition, including general self-efficacy in the regression model (Model 3) did not substantially change the associations between social media use, negative social media-related experiences, and depressive symptoms. Thus, despite significant interaction effects, the comparison of effect sizes in our study supports the view that associations between social media use and negative social media-related experiences and depressive symptoms do not differ substantially between adolescents with different levels of self-efficacy.

Comparisons with other studies are, to some extent, hampered by different questions and conceptualizations used across studies. For example, 22 % of the adolescents in this study reported to have experienced online bullying. This proportion is higher compared to the results of Craig et al. (20), where 12% reported having experienced cyberbullying on social media. However, these results are not fully comparable, given that more adolescents would logically report having experienced online bullying (as we asked in this study), compared to those having experienced cyberbullying on social media (as asked by Craig and co-workers). Online bullying, the concept used in our study, would logically encompass bullying within a wider internet-based context, including e.g., online gaming, and is not necessarily restricted to the social media context. For these reasons, our results should be interpreted with caution.



Study strengths and limitations

A considerable strength of the present study is the high participation rate, the large sample size, and the use of recently collected data (2021) which provide updated descriptions of adolescents' perceptions of life in Norway. The very large sample, and the resulting high statistical power, give rise to challenges in the interpretation of associations, where statistically significant results must be scrutinized with an emphasis on effect size. In this study, for example, we found several statistically significant interaction effects, yet close to negligible group differences when comparing categories of the moderator variables.

Another limitation is that the sample used for the Model 3 regression analysis was different from the initial sample with regards to the participants' level of depressive symptoms, time spent on social media use, age, gender, centrality, and their parents' educational level. Thus, our results concerned with factors associated with depressive symptoms are not fully representative of the general population of adolescents, in particular with regards to the age distribution.

A limitation of this study is the cross-sectional design, which precludes inferences about causal relationships. Depressive symptoms may not only be a result of social media use and exposure; such symptoms may also increase social media use and potentially the risk of experiencing adverse events, such as online bullying. In addition, the study relies on self-report measures, some of which with unknown psychometric properties, which may have led to unidentified misclassifications or measurement errors. While the questions used to assess negative social media-related experiences have been used in the Ungdata surveys for several years (64), we have no information about the validity of the questions. Furthermore, the associations found between social media use and depressive symptoms might be influenced by other factors that were not controlled for in the study.




Conclusion and implications for future research

This study showed that negative social media-related events were associated with higher levels of depressive symptoms among adolescents in Norway, and negative social media-related events appeared to account for some of the association between time spent using social media and higher levels of depressive symptoms. Higher general self-efficacy levels were associated with lower levels of depressive symptoms. More knowledge is needed about what types of events might constitute both positive and negative events related to social media use, and what outcomes they might produce. In particular, further research on cyberbullying and its contexts, is needed. Such research may include a larger diversity of online platforms where people interact with each other, including both social network platforms and online gaming platforms. Future research may also focus on identifying potential moderating variables, to enable a more comprehensive understanding of how social media use and -exposure may be differently associated with mental health outcomes in various groups of adolescents.
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Social media usage impacts upon the mental health and wellbeing of young people, yet there is not enough evidence to determine who is affected, how and to what extent. While it has widened and strengthened communication networks for many, the dangers posed to at-risk youth are serious. Social media data offers unique insights into the minute details of a user's online life. Timely consented access to data could offer many opportunities to transform understanding of its effects on mental wellbeing in different contexts. However, limited data access by researchers is preventing such advances from being made. Our multidisciplinary authorship includes a lived experience adviser, academic and practicing psychiatrists, and academic psychology, as well as computational, statistical, and qualitative researchers. In this Perspective article, we propose a framework to support secure and confidential access to social media platform data for research to make progress toward better public mental health.
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Introduction

The viewing of self-harm-related images and posts have been cited as factors in the suicide of young people across the world (1). Not all social media use is detrimental to mental health however, and it is increasingly harnessed to provide support and even suicide prevention strategies (2, 3).

Testimony to US Congress in October 2021 by a former Facebook employee, provided evidence that the social media platform concealed internal research findings regarding the potential negative impact of its Instagram platform on some youth (4). Furthermore, social media platforms have been blocking access to data by external researchers, potentially delaying the development of life-saving advances and discoveries (5). Social media data, for example, offers the scientific community unique insights into the details of a person's digitally mediated life. Near-real-time access to data paired with the informed consent of the individual, could provide many positive opportunities in a clinical setting.

Following the Cambridge Analytica scandal of 2018, where the personal data of millions of Facebook users was harvested without their consent, the platform tightened access to its Application Programming Interface (API), which served as the main tool by which legitimate researchers collected behavioral and digital trace data (6). Facebook's current complex and lengthy guidelines for data access are aimed at commercial organizations and centred on a notion of “enhancing user experience,” including by means of targeted personal advertising (7). Research does not usually intend to improve the individual “user experience,” but instead has wider societal implications. It is important to note that in light of prior misuses of Facebook's API, all use of the API is required to be verified by Facebook and must meet Facebook's own guidelines.

This difference in focus by researchers can result in lack of access to platform products offered widely to the commercial sector, such as the open authentication protocol allowing login and access to user content via a user's Facebook login. This disparity in data accessibility between commercial and academic interests, with commercial gain prioritized over research for public benefit, raises a vital question for scientific research and data ownership. How might we conduct independent, academic research into the impact of social media use on behavioral health and wellbeing when access to data is so limited?

Researchers who try to develop expensive and difficult to maintain bespoke data collection pipelines (i.e., systems designed to regularly extract and store data from consented users), compliant with the terms of service specified by a platform to collect publicly available data, are often unsuccessful. Their requests are reviewed by the platform, and a decision is made stating that the terms are violated as they do not enhance the “user experience.” There is no independent review or appeals process external to the organization with limited engagement and consultation with academic or lived experience researchers to develop systems that meet the needs of all parties.

Moreover, researchers encounter increasingly negative scenarios when they attempt to access social media data from fully consented and ethically approved studies with active participants. Even when informed user consent is carefully documented, social media platforms do not permit (or have technical roadblocks) to data access. As an example, our US colleagues created a system for the consented donation of online data (OurDataHelps.org), to screen for suicide risk and varied mental health diagnoses using natural language processing (3, 8). By January 2021, more than 4,000 individuals had provided self-report mental health data and social media content, yet the agreed access and collection of data was revoked by the platforms. There were neither complaints by the participants nor breaches of data, the platforms simply made it impossible for this project to continue despite a long track record of qualified support of peer-reviewed research by leading Universities.

For us the answer is simple. While users must provide consent to social media platforms for the processing of their personal data, it should be for the user to decide how their other data is processed and used (9). Barriers should not be placed in the way of users making informed decisions about this.

Such a view is supported by legislation and data regulation. In the European Union and the European Economic Area, the use of personal data is regulated by the General Data Protection Regulation 2016/679 - commonly known as GDPR - which poses a number of conditions under which data processing may be considered lawful. The most transparent way for academics to process data and comply with the regulations is by obtaining informed consent.

GDPR also specifies that data processing may be lawful if it is “necessary for the performance of a task carried out in the public interest.” Since it is generally straightforward to defend academic research by accredited Universities as pertaining to public interest, data collection, analysis, and publication for scientific purposes is protected by the GDPR. This is particularly the case when participants have provided informed consent for the use of their data. Yet social media platforms are using presumed incompatibility with data privacy and accessibility as a justification to deflect or deny qualified researcher access requests.

The default position of academic study is to rely heavily on self-reported social media use which is known to be an inaccurate proxy for logged media use (10). Alternatively, participants are burdened with the unwieldy task of requesting and accessing a copy of their data and providing this to researchers (11). The systems the platforms provide to the user, while compliant with the law, are not user friendly for this purpose, which presents the researcher with complications for data completeness and participant retention. It is imperative that we move beyond self-report and utilize behavioral data from platforms including Apple iOS, Google Android, Facebook, Instagram, TikTok, Twitter and YouTuben to understand more objectively how young people are interacting online and how and when this affects their mental wellbeing, in ways that are acceptable to participants.

To address the concerns of the research community about users' safety and security, the UK government's Online Harms White Paper (12), released in 2020, pledged to provide “researchers with access to company data to support research into online harms.” The government proposal also included a 2% “turnover tax” levy on the UK revenues of major technology companies to fund independent research and training packages for clinicians, teachers and other professionals working with children and young people, though this has since been reversed with the Organization for Economic Co-operation and Development (OECD) taxation agreement earlier this year.

Neither recommendation has been realized. Instead, both proposals have been removed from the delayed Online Safety Bill, to be replaced only by a requirement for the government-approved regulatory Office of Communications (OFCOM) to prepare a report explaining how independent researchers are “(a)…currently able to obtain information from providers of regulated services to inform their research, (b) exploring the legal and other issues which currently constrain the sharing of information for such purposes, and (c) assessing the extent to which greater access to information for such purposes might be achieved” (13).



A framework of recommendations

The UK government's Online Harms White Paper's (12) suggested introduction of a voluntary best practice frameworks has not been included in the Draft Online Safety Bill (13), and would not ensure social media platforms met their ethical responsibilities (e.g., data protection, participant health and safety).

Over the last 20 years, social media platforms have been able to develop their own rules as to what, how and why an individual, organization or researcher can access user data. Often these rules change without notice, without prior notification and irrespective of the potential harm this may cause. Therefore, we are proposing a framework to facilitate regulated and monitored access for researchers to social media platform data in order to make long-term progress toward public mental health.

Our framework has four core elements and a cross-cutting theme integral to each stage (refer to Figure 1).


[image: Figure 1]
FIGURE 1
 Proposed framework to regulate and monitor researchers' access to social media platform data.


Co-production with user and stakeholder groups is the cross-cutting theme embedded and incorporated into each element of the framework. Using established public and patient involvement standards (e.g., UK Standards for Public Involvement, NIHR: https://sites.google.com/nihr.ac.uk/pi-standards/home), researchers should work collaboratively with those with lived experience, carers and members of the public to first identify the research priorities and then co-produce research protocols and methods.


Research need

Qualified researchers at accredited Universities intending to use social media data to understand and improve youth mental health, should co-produce their research with patients, carers and members of the public. Researchers shall undertake user-centred engagement in line with established public and patient involvement model criteria throughout the study; justify the rationale for data access and engage data owners in the proposed research (14). The data owner and user-group should also review and approve analysis plans to ensure the approach is acceptable, ethically-sound, feasible and of value.



Ethical approval and informed consent

Participants should always be empowered to understand why and how their data will be used for research. This should be in accessible and acceptable formats which user groups co-produce with researchers. Ethically-approved informed consent procedures will state exactly what is being collected, how it will be processed and how results will be reported. This will include clear accessible guidance on how data will be managed following GDPR.



Data access and analysis

Certain social media data inherently cannot be fully anonymised due to free-text and use of images/videos. Therefore, robust data governance guidelines and well-defined individual institutional accountability should be established, on a par with current protocols for medical research. This would include analyzing data in a Secure Research Environment (SRE), where access is intensively monitored and controlled. Data owners should agree data sharing agreements with SRE providers. Exemplars in the UK include the Office for National Statistics Secure Research Service (SRS), which records each interaction with the data and restricts what researchers might do with the data. Having a trained service user group with lived experience involved in qualitative data analysis can realign researchers' misinterpretations and challenge the ways in which findings are reported adding value to the products of research analysis.



Open dissemination

A Registered Report format is recommended, which via standardization, would improve the peer review process to be conducted before data collection and public dissemination of research findings. Lived experience advisers or service user researchers should be included in the authorship of documents, briefings and research papers arising. This would promote better accessibility, transparency and collaboration for the public, academic community and other interested groups in accordance with the Open Science Framework.




Conclusions

Gaining informed consent for social media data access to study youth mental health has the potential for significant benefits in public mental health. Data collected via social media platforms provide us with a unique opportunity to gather vital insights into participants' actions and activities. This unparalleled access will help researchers understand the intricate social constructs of user interactions, perceptions, mental state and health.

At present, the poorly defined term “enhancing user experience” is the main factor that social media platforms apply in determining if access is granted. However, accredited researchers' use of social media platform data does not usually improve user “experience” in the commercial sense, rather it has the potential for wider positive public benefits which are unlikely to be of primary interest for social media platforms.

Tackling harmful and negative content is a global problem, but one solution is to provide access for researchers to understand the problem. It is important that we unlock social media data's potential for research and leverage the data for societal good. We hope this framework will be a “call to action” to stimulate social media platforms, policy makers and researchers to make positive changes by collaborative working.
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Background: Smartphone addiction (SA) is associated with adverse consequences, especially for freshmen. Evidence indicates that SA is associated with depression, and it is necessary to conduct a longitudinal study to explore the association further.

Methods: SA (measured by the Smartphone Addiction Scale-Short Version) and depression (measured by the Zung's Self-Rating Depression Scale) among 1,186 freshmen were surveyed at baseline and a respective 12-month follow-up for each participant. The application of a cross-lagged panel model approach (CLPM) revealed an association between SA and depression after adjusting for demographic variables.

Results: The CLPM results showed a significant path from baseline SA to follow-up depression (β = 0.08, P < 0.001) and a significant path from baseline depression to follow-up SA (β = 0.08, P < 0.001). Compared with the overall cross-lagged model, the cross-lagged coefficient of the path from baseline SA to follow-up depression increased in the female group (β = 0.10, P = 0.015), and the cross-lagged coefficient of the path from baseline depression to follow-up SA also increased significantly (β = 0.15, P < 0.001). In contrast, the cross-lagged model in the male group showed no predictive effect between SA and depression (P > 0.05).

Conclusions: The current study showed a significant bidirectional association between smartphone addiction and depression among freshmen, but only in the female population.

KEYWORDS
 smartphone addiction, depression, college students, longitudinal study, cross-lagged panel model (CLPM)


1. Introduction

Smartphone addiction (SA) is characterized by excessive attention and uncontrolled dedication to one's smartphone (1). It has been observed that SA has worryingly increased worldwide in recent years. Zhong et al. (2) conducted a systematic review and found that the prevalence of SA among Asian medical students was 41.93%. Meng et al. (3) found that the global pooled prevalence of SA was 34.5% among college and high school student populations over the last 2 years. In addition, numerous studies have shown that SA is associated with several psychiatric comorbidities, including depression, anxiety, autism spectrum disorder and suicide attempt (4–7). Depression is also common among adolescents. A recent systematic review reported a global prevalence of depression among adolescents of 34% (95% CI: 30–38%), with a higher prevalence among females than males (8). Depression can have serious adverse health consequences for adolescents and may increase the risk of suicide attempts, substance abuse, anxiety disorders, and comorbid somatic disorders (9). Freshmen are a particular population transitioning from high school to college, facing new physical and interpersonal environments, and prone to mental health problems (10). After leaving the high school environment with a heavy academic load and little free time and entering relatively free college life, freshmen also have more time to use smartphones. In addition, they may become heavily dependent on smartphones, either as a tool to stay in touch with family and friends or as a necessary tool for studying and living in a new environment (11).

Different studies have provided preliminary empirical support for the association between SA and depression. In cross-sectional studies, some suggest that SA may be a risk factor for depression (12, 13), while others suggest that depression may be a risk factor for SA (14, 15). Li et al. pooled 21 studies for meta-analysis and showed that SA was weakly to moderately positively associated with depression (r=0.36) (16). Several hypotheses or approaches have been proposed to explain the interrelationship between SA and depression. The first is the Compensatory Internet Use Theory (CIUT) (17). This theory states that individuals' use of smartphones is a means for them to cope with painful emotional states and to access social needs that may not be met in the real world (17). In this model, depressed individuals have difficulty feeling pleasure gained from social interactions but tend to use their phones more frequently as an adaptive coping mechanism in difficult situations and may be prone to SA (18, 19). The second is the upward social comparison hypothesis, which refers to people comparing themselves with those they perceive to be in a more favorable position (20). For this hypothesis, repeated exposure to idealized information during smartphone use may lower the user's self-esteem, trigger depression, and enhance depression over time (21). In addition, Samra et al. (22) noted that females used social media more problematically and compared themselves more negatively to others on social media than males. This suggests the need to pay attention to gender differences while exploring the relationship between SA and depression.

It has been reported that female students report a higher prevalence of depressive symptoms than male students (9). Crockett et al. (23) found that females have more depressive moods but fewer problems with concentration and psychomotor retardation/agitation than males. Albursan et al. (24) indicated that although female students were more likely to use smartphones, the effect of over-reliance on smartphones on academic achievement appears to be more pronounced among male students. Zhu et al. (25) found that depression predicted Internet addiction only among males but not among females, suggesting that the bidirectional predictive relationship between Internet addiction and depression may depend on gender. Considering that the above study found gender differences in addictive behaviors and depressive symptoms, it is necessary to further explore the role of gender in the longitudinal association of SA and depression.

Longitudinal survey analysis to test these hypotheses concerning the potential etiological association between SA and depression will undoubtedly be valuable. Zhou et al. (26) conducted a 6-month follow-up of 313 high school students and found that depression unidirectionally predicted SA. Chen et al. (27) conducted a 9-month follow-up of 308 Hong Kong university students and found that the growth of SA was positively associated with depression. Published longitudinal studies are limited in several ways, as follows, relatively small sample sizes, short follow-up intervals, no studies have focused on the stability of SA or depression, and no consideration of the role of gender as an essential factor in the relationship. In light of the limitations of published studies, a longitudinal study is warranted to explore the association between SA and depression further. The present study aims to test the hypothesized bidirectional association between smartphone addiction and depression among freshmen using the CLPM model and to explore the role of gender in this association.



2. Methods


2.1. Participants

This is a one-year prospective study. In September 2020, we recruited 1226 freshmen from a medical college in Hefei, Anhui Province, China. An electronic questionnaire was used, with the investigator providing a QR code between classes and students scanning the code with their smartphones to fill out the questionnaire. Among the included respondents, 1,186 (96.47%) also completely responded to the questions relevant to the present study in a respective follow-up survey after 12 months. The questionnaire completion was anonymous, and data from the two surveys were matched according to a unique code assigned to each student. Informed consent was obtained from every participant prior to two questionnaire surveys. The Research Ethics Committee has approved this study of the Anhui Medical University (No. 20190495).



2.2. Measures

The data collected in the present study included socio-demographics, living habits, and health conditions. The variables examined in the socio-demographic section included gender, age, and their parents' education level (bachelor degree or higher). The lifestyle factors included body-mass index (BMI), daily exercise time (hours), daily smartphone use time (hours), and sleep time per night (hours). The health conditions included smartphone addiction (SA) and depression severity, measured by the Smartphone Addiction Scale-Short Version (SAS-SV) (Supplementary Tables 1, 2) and the Zung's Self-Rating Depression Scale (SDS) (Supplementary Tables 3, 4), respectively.

The Smartphone Addiction Scale-Short Version (SAS-SV) consisted of 10 symptoms of excessive smartphone use (28). Six experts selected 10 items of this short version from the original 33-item SAS. Each item was scored on a six-point Likert scale, and a higher total score indicates a more severe level of smartphone addiction. The widely used SAS-SV cut-off scores of ≥31 for males and ≥33 for females were used as proposed by the scale developers (28). We used the version translated by Xiang et al., which has been shown in previous studies to have good reliability and validity of SAS-SV in Chinese populations (29). In this study, Cronbach's α for SAS-SV at baseline and follow-up surveys were 0.83 and 0.89, respectively. Confirmatory factor analysis showed an acceptable model fit of SAS-SV at the baseline survey (χ2/df = 12.83, CFI =0.87, GFI =0.92, and RMSEA = 0.10) and at the follow-up survey (χ2/df = 19.74, CFI =0.88, GFI =0.88, and RMSEA = 0.13).

Zung's Self-Rating Depression Scale (SDS) has been widely used to assess depression during the past week (30). It consists of 20 self-rated questions, each item rated on a 4-point scale ranging from 1 (a little of the time) to 4 (most of the time). The total score was acquired by multiplying the raw score by 1.25. A higher total score indicates a more severe level of depression. An SDS score of 50 (raw score = 40) suggests clinically significant symptoms (31). Many previous studies had used the Chinese versions of SDS (32) to evaluate the depression symptoms in Chinese population including adolescents (33). In this study, Cronbach's α for SDS at baseline and follow-up surveys were 0.80 and 0.84, respectively. Confirmatory factor analysis showed that the χ2/df, CFI, GFI, and RMSEA of SDS at baseline survey were 7.47, 0.75, 0.88, and 0.07, respectively; and the χ2/df, CFI, GFI, and RMSEA at follow-up survey were 19.08, 0.62, 0.68, and 0.12, respectively.



2.3. Statistical procedures

Descriptive characteristics were investigated at baseline between the responders and non-responders (Table 1). Categorical variables were reported as frequency (percentages), and continuous variables were reported as means (standard deviations).


TABLE 1 Descriptive characteristics comparing groups responding at baseline only, or both surveys.

[image: Table 1]

Univariate differences in demographic variables frequencies and rates in individuals with SA and depression were tested with the Chi-square test. Adjusted odds ratios (ORs) and their 95% CIs for individuals with SA or depression and demographic groups were estimated using a binary logistic regression (Enter) model adjusted for confounding effects. For the binary logistic regression (Enter) model, the dependent variables were the status of SA or depression (Yes or No), and the independent variables were age, biological gender, parental education level, maternal education level, and BMI.

Furthermore, AMOS 26.0 was used to calculate structural equation models (SEM) in the cross-lagged panel model (CLPM) design, including the follow-up sample (n = 1,186) to examine possible bidirectional effects between SAS-SV scores and SDS scores. Model fit was evaluated using χ2 index (χ2/df ), comparative fit index (CFI), goodness-of-fit index (GFI), and root-mean-square error of approximation (RMSEA). Eventually, we performed a multi-group analysis by gender. Statistical significance was accepted at P < 0.05 in all analyses.




3. Results


3.1. Demographics

Characteristics between responders and non-responders of the study sample are presented in Table 1. There were 1,186 (96.74%) participants responding at follow-up. No significant differences were found between participants who responded to the baseline survey only and those who responded to both in terms of socio-demographics, living habits and health conditions. In view of this result, we focused mainly on reporting data from participants who responded to both surveys (n = 1,186) in the following sections.



3.2. The rates and associated factors of SA and depression at baseline and follow-up surveys

The rates of baseline SA and depression were 32.0% (95% CI: 29.4%, 34.7%) and 10.7% (95% CI: 8.9%, 12.5%), respectively; they increased to 52.5% (95% CI: 49.7%, 55.4%) and 28.2% (95% CI: 25.7%, 30.8%) at follow-up, respectively (Tables 2, 3).


TABLE 2 The detection rates and predictors for smartphone addiction and depression in the baseline among respondents who responded to both surveys.
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TABLE 3 The detection rates and predictors for smartphone addiction and depression in the following among respondents who responded to both surveys.
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SA was more prevalent among males than in females, both at baseline and follow-up survey [aOR at baseline: 1.93 (95% CI: 1.49, 2.50); aOR at follow-up: 1.30 (95% CI: 1.03, 1.66)]. Depression was more prevalent among females at baseline [aOR: 1.73 (95% CI: 1.16, 2.56)]; but more prevalent among males at follow-up [aOR: 1.56 (95% CI: 1.20, 2.03)] (Tables 2, 3).

A strong cross-sectional association was observed between SA and depression for both the baseline and follow-up surveys. The adjusted OR (aOR) values after controlling for demographics were 2.88 (95% CI: 1.97, 4.23) and 1.65 (95% CI: 1.27, 2.14) for the baseline and follow-up surveys, respectively (Tables 2, 3).



3.3. The stability and new incidence of SA and depression over 12 months

Regarding the stability of SA and depression over 12 months, we observed that 67.1% (95% CI: 62.4%, 71.9%) of the participants in the baseline still scored over the SAS-SV threshold after 12 months; in addition, 60.6% (95% CI: 52.0%, 69.2%) of the participants in the cohort with baseline depressive symptoms still scored over the SDS threshold in the follow-up survey (Table 3).

Regarding the new incidence of SA and depression over 12 months, 45.7% (95% CI: 42.2%, 49.1%) of participants without baseline SA scored over the SAS-SV threshold after 12 months; in the follow-up survey, 24.4% (95% CI: 21.8%, 27.0%) of the participants without baseline depressive symptoms scored over the SDS threshold (Table 3).



3.4. The CLPM analysis between severities of SA and depression

A well-fitted CLPM between severities of SA and depression was revealed by SEM analysis using continuous data, based on SAS-SV and SDS scores. The χ2 index (χ2/df ) was 32.16 (χ2 = 32.16, df =1, P < 0.001), CFI =0.94, GFI =0.99, and RMSEA = 0.16 (95% CI: 0.12, 0.21). All of these observed fit-indices reached the recommended cut-off values based on previous studies, except RMSEA. After adjusting for the effect of the covariates, although the severity of SA in the follow-up survey was predicted by baseline depression severity (path coefficient: 0.08; P = 0.008), the path coefficient was smaller than the predictive effect of the baseline SA severity relative to follow-up SA severity (0.26, P < 0.001) and the cross-sectional association between baseline SA severity and depression severity at baseline (0.34, P < 0.001) and follow-up (0.23, P < 0.001). Again, although depression severity in the follow-up survey was predicted by baseline SA severity (path coefficient: 0.08; P = 0.008), the path coefficient was smaller than that of the predictive effect of the severity of baseline depression to the severity of follow-up depression (0.37; P < 0.001) and cross-sectional associations between SA and depression in the baseline and follow-up surveys, respectively (Figure 1 and Table 4).


[image: Figure 1]
FIGURE 1
 CLPM of SAS-SV and SDS scores at baseline (T1) and follow-up (T2, over 12 months) with standardized path coefficients. **P < 0.01; ***P < 0.001; T1 = assessed at baseline, T2 = assessed at follow-up. SAS-SV, Smartphone Addiction Scale-Short Version; SDS, Zung's Self-Rating Depression Scale; Single-headed arrows denote regressions, double-headed arrows denote correlations.



TABLE 4 Summary of the parameters for the whole sample, male and female of the CLPM.
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3.5. Multi-group analysis by gender

Multi-group analyses by gender of the CLPM was conducted, and the models revealed satisfactory model fit [male group: χ2/df = 15.08 (χ2 = 15.08, df =1, P < 0.001), CFI = 0.93, GFI = 0.99, and RMSEA = 0.16 (95% CI: 0.09, 0.23); female group: χ2/df = 23.13 (χ2 = 23.13, df =1, P < 0.001), CFI =0.93, GFI =0.98, and RMSEA = 0.19 (95% CI: 0.13, 0.26)]. Among the male group, the relationship between SAS-SV and SDS scores was not significant in either direction. In contrast, among the female group, baseline depression severity predicted the SA severity in the follow-up survey (path coefficient: 0.15; P < 0.001), and also, baseline SA severity predicted depression severity in the follow-up survey (path coefficient: 0.10; P = 0.015) (Figure 2 and Table 4).


[image: Figure 2]
FIGURE 2
 Path diagram of the CLPM by gender. *P < 0.05; **P < 0.01; ***P < 0.001; T1, assessed at baseline; T2, assessed at follow-up. SAS-SV, Smartphone Addiction Scale-Short Version; SDS, Zung's Self-Rating Depression Scale; Single-headed arrows denote regressions, double-headed arrows denote correlations; Solid lines present statistically significant associations and dashed lines present nonsignificant associations.





4. Discussion

In this study, we adopted a two-wave longitudinal design and constructed a cross-lagged panel model (CLPM) model to examine the bidirectional relationship between SA and depression among freshmen. This study showed that, (1) high rates of SA and depression exist in the freshman cohort; (2) both SA and depression rates among freshmen are highly stable during the first year of college, while this period is also a high prevalence of SA and depression among baseline normal freshmen; (3) SA was significantly associated with depression in cross-sectional analyses at both time points; (4) CLPM showed that SA and depression were bidirectionally associated and this relationship was significant in the female group but not in the male group.

The rate of SA among incoming freshmen was 32.0%; at the time of follow-up, at the beginning of the sophomore year, this rate increased to 52.5%. This indicates that college freshmen may use their smartphones more and have a higher risk of SA. Of these, a significant number (67.1%) of students with baseline SA were still addicted to their smartphones at 12 months. This finding is important because some researchers have expressed doubts about the stability of SA and similar conditions when debating the validity of SA as a disorder (34, 35). Also, close to half of the students (45.7%) with non-SA at baseline developed SA symptoms at follow-up. Actually, the rate of SA (36, 37) among teenagers has risen dramatically during the COVID-19 pandemic. The incidence of SA among Italian adolescents has also increased, from 26.1% before the pandemic to 46.7% during the pandemic (36). Fund et al. (37) investigated a population of elementary school students in China and found that SA was significantly higher during the outbreak. Olvera et al. (38) indicated that TikTok saw a phenomenal increase in popularity during the COVID-19 pandemic, while Marengo et al. (39) found that TikTok was the most addictive application during this period. This also proves that it is important to guide and correct smartphone use behavior during the pandemic for college students, especially freshmen.

SA was more prevalent among males than females at baseline and follow-up surveys. It is inconsistent with previous studies, which suggested that females were significantly associated with a propensity for SA (34, 40, 41). We argued that such inconsistent findings might partially be attributed to the fact that the study population in this study was freshmen, that male students may be more proficient in using technology (42) and that there are some differences in the content of smartphone use between males and females (40, 43). Consistent with our results, a study conducted at an Indian medical school found that the SA rate reached 52.0% and was more prevalent in males than females (44). In addition, several other studies have found no significant gender differences in the prevalence of SA (45, 46). Further studies still need to unravel the inconsistent prevalence of SA in males and females.

As for depression, in our study, the prevalence of depression among freshmen was 10.7%, while one year later, this rate rose to 28.8%, and the new incidence during this period was 24.4%. On the one hand, this indicates that the prevalence of depression is high among Chinese adolescents. Duan et al. (13) indicated that the COVID-19 outbreak has had a significant psychosocial impact on Chinese adolescents and that high school graduates affected by the outbreak were significantly associated with depression. On the other hand, it points to a high prevalence of depression among freshmen. Ebert et al. (10) found that the incidence of major depressive disorder (MDD) within the first year of college was 6.9%, suggesting that the first year in college constitutes a risk period for the onset of MDD. Considering the context of life transition, freshmen are in an unfamiliar transition period and are vulnerable to depression and other mental health problems (47). During this period, students face a change in their living environment, a change in their learning methods, and a change from dependence to autonomy, and if they cannot adapt to this collective life in time, they can easily fall into emotional distress. As to gender, this is a controverted matter, with some studies suggesting that females are more likely to suffer from depression (48, 49), while in contrast, other researchers insist that males are more likely to experience depression than females (50). Our study found that the prevalence of depression was higher among freshmen females, and after 1 year, it was higher among males. A plausible explanation is that gender may have a significant effect only at the stage from moderate to severe depression (49), and the present study did not classify the severity level of depression. Therefore, the problem of depression among college students continues to require close attention and effort.

The CLPM results showed that the overall association between SA and depression was bidirectional; however, multi-group analysis by gender revealed that this bidirectional association persisted in the female group, whereas in the male group, the association was not significant in either direction. Among the female group, the cross-lagged effect coefficient from depression to SA was relatively larger than the reverse effect, suggesting that depressive symptoms may worsen SA to a greater extent. This echoes the previous findings, which suggested that SA or similar conditions can be caused by depressive symptoms (14, 51). Studies have found that depressed individuals derive less pleasure from social interactions and have increased sensitivity to social rejection (52, 53), but have a tendency to use social media more frequently (54). Frequent smartphone use as an avoidance-coping strategy appears to present them with a viable alternative to uncomfortable face-to-face contact in social situations. Furthermore, Elhai et al. (55) argued that smartphone use has also been proposed as a coping process for depressed mood (boredom tendencies, mood dysregulation, and pain intolerance). This avoidance-coping tends to foster reliance on online activities (52, 56). In the context of excessive smartphone use, not only may irrational beliefs or perceptions arise (feelings of inferiority, insecurity and self-esteem fluctuations) (57), but also social comparisons, a phenomenon of “emotional contagion” (58), leading to negative emotions such as depression and anxiety (59). Studies have also found that SA can lead to sleep disorders and delayed sleep, which are predictors of depression (60). Thus, SA and depression may form a vicious circle. Therefore, preventive control measures targeting depression should focus on smartphone use, while interventions targeting SA should incorporate a psychological component and appropriately increase attention to the female group.

This finding of gender differences is inconsistent with the studies of Park et al. (61), who observed significant changes in the longitudinal relationship between SA and depression among Korean adolescents across time, but no gender differences were found in the strength of these relationships. Possible mechanisms lie in physiological differences between the sexes (e.g., genetic vulnerability) (62), differences in self-concept (63), and differences in stress perception (64) that result in different emotional responses and behavioral patterns. Compared to males, females are more likely to perceive stress, and self-distraction may be considered one of the effective coping mechanisms (64). Females are more likely to internalize their negative emotions, whereas males' resort to externalizing behaviors, such as aggression and substance use (65, 66). Tang et al. (67) found that although female freshmen received more social support and had better help-seeking skills than males, females exhibited higher rates of depression. One possible explanation may be that females are perceived as more frequently, emotionally, and relatively exposed to stressful situations compared to males (68). Another reason could be that females are more likely to seek support through mobile social software, and their dependence on smartphones leads to a great sense of loss when they face real life (69). The findings suggest that researchers and practitioners have to take gender differences in understanding the bidirectional influences between SA and depression.

The current study has several limitations. Firstly, we recruited only freshmen from the same university to ensure consistent learning patterns. It may be possible to obtain richer results if college students in different years could be surveyed simultaneously at the same time. Therefore, further studies with a larger sample of representative Chinese college students are necessary to confirm our present findings. Secondly, only two-time points were assessed in this study. More waves and longer years of follow-up are warranted to understand better the stability of and changes in SA and depression. Third, the results of the validated factor analysis of SDS in this study were unsatisfactory, which we thought might be related to the fact that the study subjects were medical students with some medical background and were relatively familiar with the SDS scale. Attention should be paid to the selection of scales in future studies of depressive tendencies in college students, especially medical students. Fourth, other relevant questions, such as type of smartphone use, objective smartphone use time, and frequency of use, were not investigated, so we could not provide explicit confirmation of addicts' use patterns to support the discussion around this topic.



5. Conclusions

In conclusion, the study found that both smartphone addiction (SA) and depression were prevalent among freshmen and that there was a bidirectional predictive association between SA and depression, especially and only in the female group. Therefore, we should strengthen early intervention for behaviors related to SA among freshmen while focusing on related mental health issues.
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Introduction: In the context of the new digital era, clarifying the relationship between Internet use and urban and rural residents' mental health is of important value for reducing rural-urban health inequalities. This paper aims to study the association between Internet use and rural-urban mental health inequalities.

Methods: Based on the data of the China Family Panel Studies (CFPS) in 2020, we firstly examined the existence and specific manifestation of mental health inequalities between urban and rural residents. Secondly, we examined the mediating effect of Internet use by the Bootstrap mediating effect measure. Finally, we verified the robustness of the mediating effect.

Results: There are significant mental health inequalities between urban and rural residents, and urban residents have better mental health than rural residents (p < 0.01). In addition, the test results for the mediating effect of Internet use on mental health inequalities between urban and rural residents were significant (p < 0.01), with a direct effect of −0.028 (p < 0.01) and an indirect effect of −0.49 (p < 0.01), and this result remained significant in the robustness test.

Discussion: In such a new age of the Internet, mental health inequalities between urban and rural residents objectively did exist, and the use of the internet played a positive mediation effect on the formation of mental health inequalities between urban and rural areas.

KEYWORDS
  urban-rural differences, Internet use, mental health status, mental health inequalities, China


1. Introduction

In recent years, the Internet is embedded in social life, which is like a double-edged sword. On the one hand, online fraud, online pornography, online violence, and other functions endanger people's lives; On the other hand, online medical, virtual social and other Internet features can facilitate the healthy life of residents. Currently, although the Internet has been promoted nationwide in China, Internet users in China are still mainly urban residents, with relatively low Internet penetration in rural areas. There is a significant difference in the number of Internet users between urban and rural areas. According to China Internet Network Information Center (CNNIC), as of the end of March 2020, the total number of Internet users reached 904 million, of which 255 million were in rural areas and the Internet penetration rate was 46.2%. In contrast, 649 million were in urban areas and the Internet penetration rate was as high as 76.5%, with a significant gap of 30.3% between the two.

At the same time, Chinese society has long been characterized by health inequalities between urban and rural residents (1–3), especially in mental health (4, 5). A meta-analysis showed that the prevalence of depressive symptoms was nearly 10% higher in rural areas than in urban areas (6). In addition, several cross-sectional studies have shown that there is an urban-rural gap in mental health, especially among older adults and women (7, 8).

Under such background, we cannot help but think that, since there are differences between urban and rural areas in both internet use and mental health, do urban-rural differences affect the mental health inequalities of the population through Internet use? We focused on urban-rural differences because the internet coverage could be different in urban and rural areas. Firstly, due to the economic factors, richer towns/villages may have good internet facilities compared to those in poorer towns/villages (9, 10). Secondly, many of the younger generations living in urban areas are probably using the Internet. But older people in rural areas may be mostly less likely to be online use (11, 12).

A potential theoretical framework for the impact of Internet use on rural-urban mental health inequalities is shown in Figure 1. Differences in Internet use between urban and rural residents may affect rural-urban mental health inequalities in two ways. Firstly, Internet users generally have more opportunities for social engagement, social activities, and recreation (13, 14), thus providing depressed and lonely individuals with more opportunities for interpersonal and emotional communication, which is beneficial to mental health. Secondly, the use of the Internet can provide healthcare services through telemedicine (15) and facilitates the exchange of medical knowledge (16), thereby treating diseases more conveniently.


[image: Figure 1]
FIGURE 1
 Theoretical framework of internet use and rural-urban mental health inequalities.


There have been studies with samples from developed countries showing that Internet use can cause urban-rural health inequalities (16), but these studies focus on inequalities between urban-rural physical health and ignore inequalities in mental health. In addition, these findings from developed countries may not apply to developing countries. Because developed countries have well-established healthcare systems and high urbanization rates, while rural patients in developing countries do not have access to the same healthcare resources. Therefore, there is a need to explore this issue separately in developing countries. China, as the largest developing country in the world, provides a good sample for exploring this issue. In China, although there have been numerous studies (17–22) demonstrating the role of mediating variables between urban and rural health inequalities such as medical accessibility (19) and socioeconomic status (20, 21), the mediating mechanism of the internet use has not received much attention.

Therefore, based on the above research background, we attempt to choose the latest released China Family Panel Studies (CFPS) data in China in 2020 to study the following issues: first, in the context of the new digital era, we demonstrate the objective existence of health inequalities between urban and rural residents in China and their specific manifestations in mental health. Second, using the world's largest developing country as a sample, we examine the mediating effects of Internet use in rural-urban health inequalities, so as to provide experiences for developing countries in eliminating rural-urban health inequalities.



2. Materials and methods


2.1. Data sources

The data used in this study are from the newly released 2020 China Family Panel Studies (CFPS) individual database. CFPS data is a nationally representative longitudinal study of Chinese communities, families, and individuals. Since 2010, CFPS data has been surveyed every 2 years, covering 25 provinces/regions or their administrative levels (i.e., municipalities and autonomous regions) out of 31 provinces/regions in China (23). For the CFPS in 2010, the multi-stage probability distribution was used to stratify the samples, and five provinces/regions (Gansu, Guangdong, Henan, Liaoning, and Shanghai) were selected for preliminary oversampling (1,600 families in each province/region, or 8,000 families in total) to obtain regional comparison, and another 8,000 families were weighted from other provinces/regions, making the entire CFPS sample nationally representative. CFPS has been approved by the Biomedical Ethics Review Committee of Peking University (ID: IRB00001052-14010). We chose CFPS as the data source for this study because of its broader research agenda, wider population coverage, and its national representation. For the original sample of 28,590, we removed samples (N = 4,065) with the following five conditions in the selected variables: unable to judge, missing, not applicable, refused to answer, and don't know, thus deriving the final sample size of 20,536.



2.2. Measures
 
2.2.1. Dependent variable: Mental health

Depression is a commonly used variable to represent mental health (24–26). In this study, we also used depressive symptoms to measure mental health and used the CES-D8 scale to assess the severity and frequency of certain feelings and behaviors. Respondents were asked how often they felt unable to move forward in life, sad, happy, lonely, happy, poor sleep, hard to do things, and depressed. The scores for these items range from 1 (no time) to 4 (all or almost all of the time). We add the eight items together to develop a mental health index. The higher the score, the unhealthier the individual's psychology is.

In addition, we conducted robustness tests using subjective wellbeing. In psychology, the concepts of happiness, wellbeing, and mental health are often used as synonyms (27). The World Health Organization defines mental health as a state of well-being in which individuals are able to reach their potential, cope with the stresses of life, work productively, and contribute to society (28). Therefore, it is increasingly recognized that both mental health (e.g., depression) and wellbeing should be considered when measuring mental health (29). Mental health cannot be separated from subjective wellbeing, which is a positive aspect of mental health (30). Hence, subjective wellbeing was used for robustness testing in this study. We used the question “How happy do you think you are” from the CFPS to measure subjective wellbeing.



2.2.2. Core independent variable: Household registration status

Based on China's household registration system, we have divided people into urban and rural residents. We define “rural” as the respondents who report that they currently have agricultural household registration and “urban” as those who report that they have non-agricultural household registration or urban resident household registration (31). The household registration status is assigned a value of 1 if the respondent is an urban resident, and 0 if the respondent is a rural resident.



2.2.3. Mediating variable: Internet use

In this paper, Internet use refers to the behavior of people who can use Internet technology for learning, socializing, and entertainment through modern information and communication technology such as cell phones and computers. The variable “whether or not to access the Internet by computer” was generated by the questionnaire, and the answer “yes” was assigned a value of 1, and the answer “no” was assigned a value of 0.



2.2.4. Control variables

The control variables include age, gender, marriage, education, income level, and work status. Among them, age, gender, and marriage can be categorized as natural attributes affecting health status, while education, income level, and work status are mainly indicators of socioeconomic status. Previous studies have shown that as age increases, the health status of the population becomes worse (32, 33); gender is related to age (34, 35); the lower level of education, the worse health status (36, 37); marital status also affects the emotional health of the population (38, 39); the higher income, the better health (40); work status has also been found to be strongly associated with health (41). Therefore, in this paper, the above variables that may affect health were controlled to exclude relevant interference. In terms of assignment, age is a continuous variable, ranging from 9 to 104 years old; gender is assigned as 1 for male and 0 for female; education is differentiated according to education level, ranging from illiterate to Ph.D., respectively, on a scale of 1–8; and marriage is divided into two types: married and unmarried, with 1 indicating married. Income level is the respondent's score of their income in the local position, from high to low 1–5. Work status is classified as having a job or not, with a value of 1 assigned to having a job and 0 to not having a job.




2.3. Statistical analysis

This study first verifies the effect of urban-rural disparities on the mental health of the population, and the OLS regression model is shown in Equation (1):

[image: image]

Where healthi is the explanatory variable, which contains mental health. Urbani is the core independent variable. Xi is a set of control variables. The estimated coefficient α1 is the coefficient of the urban-rural effect on mental health, which determines the existence of urban-rural mental health inequalities according to whether it is significant or not. The positive or negative of α1 determines the specific manifestation of urban-rural mental health inequalities. εi is a random disturbance term.

In addition, Equations (1)–(3) is the mediating effect model developed in this paper, where Interneti is the mediating variable representing whether or not to use the Internet. To test the mediating effect of Internet use, we choose the bootstrap method. The bootstrap method uses the study sample as the overall sample, and repeatedly draws a certain number of samples from the study sample by means of put-back sampling, and takes the mean value of the parameters obtained from each sample as the final estimation result. This method has high statistical validity and can make the parameter estimation of the model more accurate (42). In this paper, the Bootstrap mediation test with 500 repetitions of sampling was conducted using stata16 software.
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3. Results


3.1. Descriptive results

According to the results in Table 1, the mean value of mental health is 13.439, indicating that the majority of respondents are not so depressed; the mean value of household registration status is 0.281, indicating that 28.1% of the respondents are urban households; the mean value of the Internet is 0.213, representing only 21.3% of the respondents use the Internet, which indicates that the penetration rate of the Internet in China is not so high; the mean age of the interviewees is 44.263, indicating that the majority of respondents are middle-aged. In addition, 50.5% of the respondents are male, 43.4% are married and 78.2% are having work. There are no outliers in the sample.


TABLE 1 Descriptive statistics of the variables.
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3.2. Analysis of mental health inequalities between urban and rural residents

As shown in column (1) of Table 2, without control variables, the results of the baseline regression show the objective existence of mental health inequalities between urban and rural areas, with a regression coefficient of −0.912, which is significant at the 1% level, showing that urban respondents have better mental health than rural respondents. Besides, with control variables in the model, as shown in column (1) of Table 2, the results are still significant.


TABLE 2 Regression results.
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3.3. Analysis of the mediating effect of internet use

To further verify the mediating role of Internet use, this paper uses the bootstrap mediating effect measure to decompose the impact (Table 3). The estimated coefficient of direct effect is −0.49, and the estimated coefficient of indirect effect is −0.028, and all the two effects pass the 5% significance test. All coefficients are negative, indicating that urban-rural differences could affect respondents' mental health not only directly, but also indirectly through Internet use, indicating that the respondents could significantly improve their health status through the Internet.


TABLE 3 Decomposition of the effect of urban and rural areas on mental health.
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3.4. Robustness test

We used three methods for robustness testing. Firstly, using CFPS 2020 data, we conducted a selection test on the sample by removing a portion of the residents with the lowest depression score from the analyzed sample to test the mediating effect of Internet use in the remaining sample. As shown in column (1) of Table 4, the results show that the above study findings still hold. Secondly, using CFPS 2020 data, we used subjective wellbeing as a replacement variable, as shown in column (2) of Table 4, and the mediating effect test remains significant. Third, to enhance the causal inference validity, we used the CFPS longitudinal survey data from 2010 to 2020. As shown in columns (3) and (4) of Table 4, the mediating effect test results were significant for either depression or subjective wellbeing as a measure of mental health.


TABLE 4 Robustness test result.
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4. Discussion

This paper examined the current state of urban-rural mental health inequalities using regression analysis and analyzed the mediating role of Internet usage by Bootstrap mediating effect measure, and the following conclusions were drawn.

First, mental health inequalities between urban and rural residents exist objectively, mainly manifested by the fact that urban respondents have better mental health than rural respondents. The social-ecological system theory (43) suggests that individual health is influenced by many factors such as interpersonal, organizational, community, public policies, and social environment. Rural and urban residents differ in many ways, including education, income, organization, interpersonal, and living communities. People living in rural areas travel farther to receive care, they are less likely to have access to quality health care and visit healthcare providers frequently, and therefore have poorer health status. This is consistent with social-ecological systems theory and with the findings of other scholars (3).

Second, Internet use plays a partially mediating role in the formation of health inequalities between rural and urban residents, and the effect is tested by Bootstrap methods. This finding can be explained in two ways: first, in terms of the interpersonal affective aspects, Internet users will have more opportunities for social participation, social activities, and recreation (13, 14), which is beneficial to mental health. Second, in terms of information acquisition, the Internet is an important channel for people to obtain health information, and Internet users can use the Internet to acquire health knowledge, search for information on diseases, enhance health prevention and care, participate in online health activities, and improve their lifestyles to improve their health (44). The Internet is an important channel for people to obtain health information.

There are certain limitations in this study. There may be a reverse causal relationship between Internet use and residents' mental health. For example, loneliness may enhance residents' use of the Internet. But in this study, we measured mental health based on residents' level of depression in the past week, so this health indicator is immediate, whereas Internet use refers to Internet use “in the past year.” Thus, there is a time lag between the respondents' mental health and Internet use variables, which may mitigate the possible endogeneity risk to some extent. However, although the potential endogeneity risk is relatively small, this does not completely address or avoid the possible endogeneity risk. Future studies can select other methods to better solve this problem. Despite the limitations, this work also has several strengths. Firstly, there are few studies on the relationship between Internet use and rural-urban mental health inequality, and the limited studies mainly take developed countries as samples, lacking research on developing countries. Secondly, this paper takes China, the largest developing country in the world, as a sample for research, which can provide experience for developing countries to eliminate rural-urban mental health inequality. Thirdly, most of the data selected in the existing research on this topic in China are not timely. In the new era of the Internet, this paper uses the latest CFPS 2020 data to test the objective existence and specific manifestations of rural-urban mental health inequality, therefore providing the latest empirical evidence in China.



5. Conclusion

This paper examined the current status of mental health inequalities between urban and rural residents using regression analysis and analyzed the mediating role of Internet use by the Bootstrap method. The results showed that mental health inequalities exist between urban and rural areas, and Internet use plays a mediating effect in it. Rural-urban health inequalities are an important topic for many countries around the world, and with the advent of the digital age, the use of the Internet provides new perspectives to explain rural-urban health inequalities. It is suggested that additional research on how increasing Internet access affects health in rural and urban areas is needed in the future.
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Background: Hope can affect the thinking habits, emotional regulations, and behaviors of individuals. Hope is considered as a positive trait by clinicians, who often assess the level of hope in psychological evaluations. Previous measurements of hope were largely based on self-reported questionnaires leading to the problem of subjectivity. Heart Rate Variability (HRV) is a bio index that is an objective, quick, cost effective, and non-invasive measurement. HRV has been used in the evaluation of physical health and some psychiatric conditions. However, it has not been tested for its potential to be a bio-index of the level of hope.

Method: This pilot cross-sectional observational study aimed to examine the relationships between HRV and the level of hope among adult Chinese people in Hong Kong. Convenience sampling was used and 97 healthy participants were recruited. Their level of hope was measured by the Dispositional Hope Scale-Chinese (DHS-C), and their HRV was quantified by emWave Pro Plus, a reliable sensor of HRV. Spearman’s correlation coefficient analysis was performed on the HRV measurements and DHS-C.

Results: The DHS-C’s overall mean score was 45.49. The mean scores of the subscale DHS-C (Agency) was 22.46, and the mean scores of DHS-C (Pathway) was 23.03. It was also revealed that there were significant, weak, and negative correlations between the level of hope and four out of ten HRV metrics. One HRV metric was found to have a significant, weak, and positive correlation with the level of hope.

Conclusion: This study provided initial evidence to support the use of HRV as a bio-index of hope. Implications of the current study and recommendations for future research directions are discussed.
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Heart rate variability, HRV, hope, psychological well being, positive psychology


1. Introduction

Hope has long been considered as an important therapeutic factor in psychology, medicine and nursing. Without hope, humans struggle to survive during challenging times. Hope can affect the thinking habits, emotional regulations, and behaviors of individuals (1). Individuals who are hopeful tend to have more goal-oriented thinking because this thinking style is rewarded by positive consequences (2, 3). Hope may also affect the emotion regulation processes of individuals; Peh et al. (4) conducted a path analysis to investigate whether hope mediates the association between reappraisal and anxiety/depression in patients newly diagnosed with cancer (N = 144). The result of study indicated that a higher level of reappraisal was correlated with lower levels of negative emotions and hope also mediated the linkages between reappraisal and negative emotions. Hope can also affect the behaviors of individuals. Dixson (5) conducted a cluster analysis which yielded three clusters of hope (high, average, and low) in high school and college students (N = 852). Differences among hope clusters were examined across three domains of indicator variables—(engagement, disengagement, and motivation)—associated with success-oriented behavior in school. The study finally revealed that hope could cause individuals to engage in more success-oriented behaviors (5).

Hope may also influence how people strive to achieve goals. Snyder et al. (2) described two different types of hope: dispositional hope and state hope. Dispositional hope is a trait like characteristic of individuals, which supports individuals to feel constantly hopeful. Whereas, state hope referred to current goal directed thinking, which occurred in short periods of time (6). Dispositional hope contained two interrelated cognitive dimensions: agency and pathway. Agency was the determination and commitment of individuals to help them move to the directions of goals (7). Agency thinking was the perceived capability of and motivation for achieving a desired goal. Individuals, who were high in this dimension, tended to empower themselves by self-talk phrases like, “I can do this all day” or, “I am not going to be stopped” (8). Pathway was described as the perceived capacity of individuals to achieve their goals and set up different plans to overcome the obstacles (7). Pathways thinking referred to the act of evaluating the availability of different resources and methods to reach the desired goals (3). Individuals who were considered as high in the pathways dimension tended to be more decisive and confident about creating workable routes for attaining the desired goal (8). In summary, hope was found to be a positive trait which constantly empowers individuals to seek possible pathways to achieve their desired goals (7).

Despite the potential importance of hope in influencing behaviors, it’s measurement in research studies is challenging. Previous measurements of hope are largely based on self-reported questionnaires, which include different scale including but not limited to the Work Hope Scale (9), Social Hope Scale (10), Locus-of-Hope Scale (11), and Dispositional Hope Scale (2). However, these scales have several fundamental problems in their design. Firstly, there is a problem of central tendency bias, which referred to the avoidance of participants to give answers on both extremes of the Likert scale, and the participants tended to respond in the mid-point (12). The second problem with self-reported questionnaires is that respondents’ answers may be heavily influenced by social desirability. Finally, the participants may have misconceptions about the wordings of the questions, since they are perceiving the questionnaires subjectively, which may be different from the original meanings of words used by the designers (13). In addition, the researchers using these measures require training. They are expensive and by nature the self-completed measures lack objectivity as they rely purely on self-report. Whereas bio indexes are objective, quick, cost effective, and non-invasive measurements.

Using bio-indexes to facilitate the assessment process is not new. For example, hospital nurses or physicians frequently use pulse rate, breathing rate, and blood pressure to investigate if individuals are anxious. Apart from these traditionally used bio-indexes, Heart rate variability (HRV) is a relatively new biometric which measures the fluctuation of time intervals between consecutive heartbeats (14). The variability of the heartbeat determines the capacity to the heart of individuals to alter their level of functioning to manage the changing external environment (15).

Previous studies demonstrated that Heart Rate Variability (HRV) could be an indicator of some physical health problems such as myocardial infarction, sepsis, trauma, sleep apnea, chronic fatigue and cardio-respiratory illnesses (16). Laborde et al. (17) proposed the neural pathway involved in the regulation of the autonomic nervous system (ANS) supports adaptive responses to the environment, stressors, and social behaviors (18). The heart’s activities increase in order to support rapid mobilization of metabolic resources which are required to prepare for appropriate actions (e.g., fight or flight response) (19).

Recent research has also revealed that HRV could reflect different psychiatric conditions, such as anxiety disorder, depression, post-traumatic stress disorder, daily mental stress and prolonged work stress (20–26). HRV can also provide an indication of mental wellbeing such as having good life satisfaction, a high level of positive affect and a low level of negative affect (27, 28). In summary, individuals with different ANS activities could have different HRV patterns. Hence, HRV could be used as bio-indexes of different mental health conditions.

Another direction of research on the usage of HRV on mental health was to investigate the correlations of HRV with positive psychological traits (i.e., resilience). Some studies demonstrated that HRV could be the biomarker of resilience, which is usually defined as a trait of individuals that help them adapt and bounce back from traumatic events or adversities, as it reflects the ability of individuals to maintain a stable equilibrium during stressful events (29, 30). Although recent research indicated that HRV could be bio-indexes of resilience, the possibilities of using HRV as the bio-index of other similar positive psychological traits such as hope have not been studied. The purpose of the current pilot study aimed to fill this research gap, which explored the possible correlations between HRV metrics and hope. If significant correlations between HRV metrics and hope were identified, new bio-indexes for hope would be established. As such, HRV would be able to be considered an alternative objective method to measure hope, without the inherent potential limitations of relying solely on self-reported questionnaires.



2. Theoretical framework

Polyvagal theory, which was proposed by Porges (18), provided a tenet for this study. According to this theory, the vagus nerve is a brake that actively inhibits the effect of the sympathetic nervous system (SNS) on heart activity to ensure individuals remain calm and relaxed when at rest. However, when individuals encounter stressful situations this vagal brake is rapidly reduced. Once the brake is released, then the heart’s activities increase in order to support rapid mobilization of metabolic resources which are required to prepare for appropriate action (e.g., fight or flight response) (19). Hence, the polyvagal tone could affect the activities of the ANS and the cognitive reappraisal of events and emotion regulations are also linked with cardiac vagal function. Meanwhile, hope could affect the cognitive reappraisal of events and emotional regulation capacities of individuals. Therefore, with regards to Polyvagal theory, hope should be linked with cardiac vagal function, which regulates the activities of ANS. As a result, the individuals’ difference in the level of hope should have effects on the polyvagal tone as well as the ANS, which could be measured by HRV. Hence, people with different levels of hope should have different patterns of HRV metrics. Supplementary Figure 1 illustrates the above-mentioned relationship.



3. Research questions

An individual’s level of hope can affect their capacities of emotion regulation and cognitive reappraisal, which impacts ANS activities. Given that alternations of the activities of ANS are revealed by HRV (31), differences in the level of hope should be reflected by the patterns of HRV metrics among different individuals. Thus, the HRV metrics could serve as bio-indexes of hope. In fact, as revealed by the literature review, HRV has been found to be able to serve as a biomarker of resilience, a similar psychological trait to hope. Therefore, the current research addresses the following research questions:

RQ1. To what extent is there a correlational relationship between HRV and the level of hope? RQ2. What is the overall level of hope among Hong Kong Chinese Adults?



4. Materials and methods


4.1. Study design

This study used a cross-sectional observational survey design to examine the relationships between HRV and the level of hope among adult Chinese people in Hong Kong.



4.2. Ethical consideration

Ethical approval was obtained from the Institutional Review Board (IRB) of the California Southern University (the institute where the first author completed his doctoral degree) before recruitment and data collection. All participants provided written informed consent. Participants were aware that taking part was voluntary and that they could withdraw from the study at any point without penalty. No monetary incentive was given to the participants.



4.3. Study setting

The researchers sent out online invitation letters via email, Facebook, and Instant Messenger of Smartphone (WhatsApp’s and Line) to invite participants to join the study in November 2021 in Hong Kong. The online invitation letters contain information including the purpose and nature of the study, measures to protect their privacy, participant inclusion and exclusion criteria, locations, duration, and procedures of the data collection, their rights to participate and withdraw from the study, the potential risk, and benefits of participating in this study as well as the contact information of the researcher.



4.4. Recruitment and data collection

The interested participants were invited to sign-up for a data collection session and were asked to input their information related to the participant inclusion and exclusion criteria via a Google form and select a preferred timeslot for data collection. Only the applicants who met the inclusion criteria were included in the study. Participants received a confirmation letter of the arrangements for data collection. The letter also detailed several precaution measures because these activities may affect the HRV readings. This included advice that participants should refrain from heavy aerobic exercise or consuming coffee, tea or other caffeinated beverages at least 1 h before data collection. Participants were also informed that they should not eat a heavy meal for at least one and a half hours before the assessment. In addition, they should be non-smokers. Recruitment and data collection were conducted from November 2021 to December 2021.

Data were collected at a University nursing laboratory. On the day of the data collection, the researcher initially confirmed whether the participants had followed the precautions measures and explained the purpose and the procedure of the study. After obtaining their informed consent, the researcher measured the vital signs (blood pressure, heart rate, and temperature), height and weight. The researcher assessed if the vital signs and their Body Mass Indexes (BMI) were within the normal range (i.e., BMI 18.5–22.9) and requested the participants to confirm they had no major illnesses. After that, the participants were invited to use their smartphone to click a link, which lead them to Qualtrics (i.e., an online platform for questionnaire-based research). They were requested to complete the online DHS-C and provide their demographic data (age, gender, educational level, marital status, and income) via the online form. Data from the online based questionnaires were stored on Qualtrics, which required the researcher’s login ID and password to access.

After the participants completed the questionnaires, their HRV was assessed by the emWave Pro Plus device in a quiet and air-conditioned room (between 23–25 degrees Celsius), so that no other unnecessary external stimulus, such as background noise, could affect the HRV parameters. During the HRV assessments, the participants were advised to sit in a comfortable chair with a backrest without talking, falling asleep, crossing legs, and making unnecessary movements which might cause unwanted artifacts. In addition, they were advised to open their eyes, while avoiding reading or engaging in intense mental activity during the HRV assessment. The sensor of the device was attached to the earlobe of the participant and the researcher confirmed that the signals were captured and visualized by the computer. The HRV data collection lasted for 5 min. The HRV data was stored within the computer of the researcher. The computer, which was locked with login ID and password, was stored inside a secure locker. All data including the HRV data, and the online questionnaire data was transferred onto a physical hard drive, which was encrypted. The hard drive will be stored in a locker in the research office for 5 years. Following the usual practice in handling research data, the data of in the hard drive would be deleted after 5 years (32).



4.5. Participants

Convenience sampling was used in this study. Those whose age ranged from 18–65 years and were able to read and write Chinese were included in this study. Those who had major illnesses (such as cardiovascular, endocrine, neurological, and psychiatric disorders), obesity or a history of alcohol, tobacco or substance misuse were not eligible to participate, as these problems might serve as confounding variables that can influence the baseline HRV measurements.



4.6. Variables

The Chinese version of the Dispositional Hope Scale was used to quantify the level of hope among the participants. Ten HRV metrics [Very Low Frequency (VLF), Low Frequency (LF), High Frequency (HF), Total Power (TP), Normalized Coherence (NC), Mean Heat Rate Range (MHRR), Mean Heart Rate (MHR), Standard Deviation of the Normal-to-Normal sinus-initiated interbeat-intervals measured in milliseconds (SDNN), Root Mean Square of Successive Differences between normal heartbeats (RMSDD), and Mean Interbeat Interval (MIBI)] were assessed by emWave Pro Plus, a reliable device to quantify HRV by using Photoplethysmography (PPG) technology.



4.7. Measurements


4.7.1. Dispositional Hope Scale–Chinese

The level of hope was measured by the Dispositional Hope Scale, Chinese version (DHS-C) (33). The original Dispositional Hope Scale (DHS) was developed based on Snyder’s Hope theory (2). It used 4-point Likert (i.e., ranging from 1 = definitely false, 2 = mostly false, 3 = mostly true, and 4 = definitely true) and consisted of 12-items, which contributed to the total score of the scale. The scale is comprised of two subscales: agency thinking (i.e., contained four items) and pathways thinking (i.e., contained four items). The remaining four items were used as filter items. Low total scores indicated a respondent’s low level of hope while high scores indicated the opposite. DHS is a well validated (validity: 0.71–0.84; reliability: 0.73–0.85) tool to assess dispositional hope among college students and patients. (2) The scale was translated and validated to Chinese as Dispositional Hope Scale, Chinese Version (DHS-C) by Sun et al. (33). It used 8-point Likert (i.e., 1 = definitely false to 8 = definitely true) with the same 12-items and two subscales as the original version. The DHS-C, which demonstrated good structural validity (i.e., Δχ2(1) = 9.04, p < 0.01; CFI = 0.95) with 2-factor model of hope, was reported to have good psychometric properties and be suitable to assess the level of hope among Chinese people (33). Permission to use this scale was obtained from the author before the start of this study.



4.7.2. emWave pro plus

In this study, the metrics of heart rate variability (HRV) were captured by the emWave® Pro Plus system (HeartMath LLC., Boulder Creek, CA, United States). This tool, which applies photoplethysmography (PPG) technology, was able to detect and analyze the blood pulse wave through the skin. The wave in the blood stream is captured by a sensor, which should be attached to the ear lobe of the subjects. The data is then sent to the computer (MacBook Pro, 13-inch, M1, 2020) with emWave Pro Plus software (version 3.10.0.11205) for analysis. The device can provide two major domain measures of HRV; a time domain measure and a frequencies domain measure (34). The time domain related HRV metrics include the Mean InterBeat Interval (MIBI) and the Mean Heart Rate Range (MHRR). These parameters provide clinical information for effective analysis of the alternations of the heart rates of individuals caused by the actions of the SNS and PNS (15, 34). The Standard Deviation of all normal Interbeat Interval (SDNN) is considered as the gold standard of cardiac risk and Root Mean Square of Successive Difference (RMSSD) is associated with higher risk of sudden unexplained death among patients with epilepsy (15). In addition to the HRV metrics, the emWave Pro Plus also measured the Mean Heat Rate (MHR) for analysis.

The measures related to the frequency domain offered valuable clinical information about the functioning of the ANS, including the TP, VLF, LF, HF, and NC. PPG technology was considered as a reliable and valid method of capturing and quantifying HRV (35). The emWave Pro Plus has been used extensively in published research involving HRV measurements (36–40).




4.8. Study size

As there was no previous study investigating the correlations between HRV and hope in a Chinese context, the expected correlation was taken from a relevant local study, which investigated the correlations between stress and HRV among Chinese people (41). In Low and McCraty’s (41) study, the research designers estimated the correlation r as 0.3. To achieve a power of 0.8, an estimated correlation r of 0.3, with a significance level 0.05, the total sample size needed for this study was 85 participants (42).



4.9. Data analysis

Data were analyzed by Statistical Package for Social Science version 23 (SPSS) software. Missing values analysis was done and no patterns in missing data were detected. Subsequently, pairwise deletion was used to deal with missing data. Frequency and percentages were used to describe demographic data variables: gender, age, marital status, educational level, and family income. The total score of the DHS-C was used to measure the overall level of hope of participants.

After establishing that data were normally distributed, Spearman’s correlation coefficient analysis was performed on HRV measurements (MIBI, SDNN, RMSSD, MHRR, MHR, NC, TP, VLF, LF, and HF) and the score of DHS-C in order to investigate the correlational relationships among these variables and answer RQ1: To what extent is there a correlational relationship between HRV and the level of hope. The significance or alpha level for these analyses was set at p < 0.05.




5. Results


5.1. Participants

Overall, 102 individuals expressed an interest to participate in the research. However, five did not attend the assigned day for data collection. Finally, 97 individuals met the inclusion criteria and did not have any conditions listed in the exclusion criteria. They signed the consent forms and participated in the study (Supplementary Figure 2).

More than half of participants (n = 53, 54.6%) were male and the age ranged from 18 to 30 (53.6%). Nearly two-thirds of participants were single (n = 66; 68%). Most participants possessed an education of at least of Bachelor level (34%; n = 33). Overall, 29.9% (n = 29) of the participants had a Master’s degree, and 6.2% (n = 6) were educated up to doctoral level. Most of the participants (35.1%; n = 34) reported that their family income was above $50,000 Hong Kong Dollars per year. The demographic characteristics of the participants are presented in Supplementary Table 1.



5.2. The overall level of hope among Chinese adults

Of the total 97 respondents, the DHS-C (Total)’s overall mean score was 45.49, ranging from 12 to 96, with the standard deviation of 5.350. The mean scores of the subscale DHS-C (Agency) was 22.46, ranging from 4 to 32, with the standard deviation of 2.909. The mean scores of DHS-C (Pathway) was 23.03, ranging from 4 to 32, with the standard deviation of 3.306. Details of the scores are summarized in Supplementary Table 2.



5.3. Correlational relationship between HRV and the DHS-C (total scale)

Referring to Supplementary Table 3, four HRV metrics were found to be significantly, negatively, and weakly correlated to the total scale of DHS-C, which includes HF (r = −0.286, n = 97, p = 0.004), SDNN (r = −0.224, n = 97, p = 0.027), MIBI (r = −0.227, n = 97, p = 0.025), and RMSSD (r = −0.214, n = 97, p = 0.035). Three HRV metrics showed trends toward significant and negative correlations with the total score of DHS-C. These include VLF (r = −0.187, n = 97, p = 0.067), TP (r = −0.189, n = 97, p = 0.067), and LF (r = −0.155, n = 97, p = 0.131). However, MHR was significantly and positively correlated with the total scale of DHS-C (r = −0.223, n = 97, p = 0.028). The research results provide initial evidence that HRV metrics (HF, SDNN, RMSSD, and MIBI) could be considered as bio-indexes of the level of hope among individuals.



5.4. Correlational relationship between HRV and the DHS-C-pathway

Referring to Supplementary Table 4, Spearman’s Correlation analysis was conducted to analyze the correlations between DHS-C-pathway and HRV metrics. Significant and weak correlational relationships between 3 of the HRV metrics and the DHS-C-Pathway were observed. There was a significant correlation between the DHS-C-Pathway and HF (r = −0.261, n = 97, p = 0.010). Another significant correlation was observed between DHS-C-Pathway and RMSSD (r = −0.226, n = 97, p = 0.026). MHR was also significantly correlated with DHS-C-Pathway (r = 0.200, n = 97, p = 0.050). In addition, MIBI was observed to have significant correlation with DHS-C-Pathway (r = −0.204, n = 97, p = 0.045). There appeared to be a trend toward a significant negative correlation between DHS-C-Pathway scores and VLF (r = −0.188, n = 97, p = 0.066). Another trend between DHS-C-Pathway scores and SDNN was observed (r = −0.195, n = 97, p = 0.056).



5.5. Correlational relationship between HRV and the DHS-C-agency

Referring to Supplementary Table 5, Spearman’s Correlation analysis was done to analyze the correlations between DHS-C-Agency and HRV metrics. Significant correlational relationships between 1 of the HRV metrics and the DHS-C-Agency were observed. There was a significant and weak correlation between the DHS-C-Agency and HF (r = −0.243, n = 97, p = 0.016). There appeared to be a trend toward a significant negative correlation between DHS-C-Agency scores and SDNN (r = −0.195, n = 97, p = 0.056). Another trend between DHS-C-Agency scores and MIBI was observed (r = −0.189, n = 97, p = 0.063). Finally, there was a trend between DHS-C-Agency scores and MHR (r = −0.187, n = 97, p = 0.067).




6. Discussion

This is the first study providing initial evidence to support the potential use of HRV metrics as bio-indexes of hope. The results indicate that there were significant, weak, and negative correlations between most of the HRV metrics (i.e., HF, SDNN, RMSSD, and MIBI) and the level of hope. There was also a trend toward significant negative correlations observed on VLF, TP, and LF of HRV metrics. Hence, individuals with a higher level of hope tended to have a lower level of HRV metrics including HF, SDNN, RMSSD, MIBI, VLF, TP, and LF. The results also revealed that the subscales (Pathway) tend to have more negative correlations with HRV indexes. This result indicates that an individual’s act of evaluating the availability of different resources and methods to reach the desired goals tend to have negative impacts on HRV indexes.

Previous studies revealed that individuals with a lower level of HRV metrics tend to have poor health status, such as immune dysfunction and inflammation, cardiovascular disease, and mortality [Dekker et al. (43); Fang et al. (44); Kemp and Quintana (45)]. In addition, the current study revealed that higher level of hope was positively correlated with higher level of MHR, which was measured at resting status in this study. Higher resting heart rate could be seen as an index of poorer cardiovascular health and cardiovascular disease such as hypertension (46). In other words, positive traits, such as hope, can bring positive mental health outcomes for individuals (47) but they might impose negative effects on physical health in the population being studied.

The phenomenon observed in the present study could be explained by Segerstrom’s (48) Engagement Hypothesis. Segerstrom (48) proposed that individuals with more positive traits (e.g., optimism) tended to have more active engagement to the stressful environment during periods of adversity. These individuals believed that the active engagement with stressors could lead to termination of their stressor by participating in more problem-solving activities. However, if the circumstances were too challenging or demanding, individuals with more positive traits (e.g., optimism) tended to have poorer immunity, because these traits resulted in individuals being continuously focused on the stressful situation in an attempt to resolve the issues (49). In contrast, if the individuals had fewer positive traits (e.g., more pessimistic), they tended to give up more easily, disengage, and avoid active engagement in coping against the adversities. Hence, their physiological functioning, such as level of immunity, was less affected by the extreme environment. One previous study of the relationship between HRV and resilience (a positive trait similar to hope), revealed that the score of resilience was also negatively correlated to HRV metrics (LF and HF) which echoes our findings (29). In addition, An et al. (29) study also reported that higher scores in resilience were significantly and positively correlated with more adaptive engagement to adverse situations, i.e., an individuals’ tendency to actively participate in more adaptive behaviors during a challenging time (29). In other words, individuals with more positive traits (e.g., hope, optimism, and resilience) could have greater engagement with stressors during extreme situations, resulting in higher levels of demand on physiological functioning. In contrast, participants with lower levels of hope tended to have less engagement with adverse situations, resulting in fewer demands on physiological functioning. Even though people with positive traits were more likely to handle a higher level of stress and were apparently not distressed by it, stress could be reflected by objective measurements like HRV. The negative associations between HRV metrics and hope observed in the current study may have been due to participants’ active engagement with the stressful environment during COVID-19. During this study, the research participants were residing in Hong Kong during the COVID-19 pandemic; threats of infections, mandatory quarantine, lockdowns, and layoffs were seriously affecting the metropolitan. Most of the Hong Kong citizens were suffering from a greater level of stress (i.e., increased by 28.3%) and anxiety (i.e., increased by 42.3%), and the depression symptoms and unhappiness have doubled since COVID-19 outbreak when compared to 2016 and 2017 (50). With that premise, the Engagement Hypothesis could be applied, because the environments became demanding and challenging as evidenced by the elevated stress among the Hong Kong people.

As indicated in the Engagement Hypothesis, individuals, who possessed more of these positive traits (e.g., hope, optimism, and resilience), tended to be more engaged in the stressful environments. This difference was because these individuals tended to believe that they could tackle the stressors. The more frequent exposure to stressors may have resulted in a higher level of stress and extra physiological costs, which were captured by the reduced HRV metrics. Hence, negative and significant correlations were observed between the HRV metrics and hope in the current study.


6.1. Study limitations

The current study is limited by several factors. Firstly, it used a cross-sectional design. The primary limitation of this kind of research is that the researchers are not able to demonstrate temporal relationships between the variables. This is because these variables are measured and exposed at the same time. Secondly, as this study did not receive any funding support, the researchers had limited resources necessitating the use of convenience sampling. The major disadvantage of this sampling method is that the result may not be generalized to the wider population.



6.2. Recommendations for further research

Future research in the area should aim to replicate this study using a representative sample (including diverse ethnic groups) to estimate the possibility of using HRV metrics as bio-indexes of other positive psychological traits (i.e., optimism, wisdom, personal mastery, perceived self-efficacy, coping, creativity, conscientiousness, and spirituality and religiosity). Future studies should also consider conducting the research after the COVID-19 pandemic has resolved to examine any changes in the direction of the correlational relationships between HRV metrics and hope. In addition, this study identified significant, but weak correlations between HRV parameters and hope scales, which provides initial evidence for supporting to consider HRV as a possible bio-index of hope. However, previous literature indicated that other similar traits (e.g., resilience) also produced similar findings (29). Therefore, the research results should be interpreted with caution. A larger study that includes a range of other potentially confounding variables is recommended to identify which traits (e.g., hope or resilience) contribute to the HRV indexes before using HRV indexes as complementary measurements of hope. On the other hand, this study revealed that individuals, who scored high in the DHS-C, tended to have lower HRV. Future study is also needed to investigate the potential mediating relationships between engagement with stressors and HRV.




7. Implications

The results of current study provide initial evidence to support the use of HRV as a bio-index of hope. If researchers are able to generate more evidence which supports the linkage between HRV and hope in subsequent larger studies, then clinicians should consider using HRV metrics to assess the level of hope of their clients during clinical practice or/and research, alongside the self-report questionnaire. This approach could increase the objectivity of psychological evaluations and result in more reliable research outcomes. Measuring HRV is also cost effective, efficient, non-invasive, and straightforward.

The second implication for professional practice was that it alleviated the problem of assessment and re-assessment period of questionnaire-based clinical evaluation on the level of hope. In many questionnaire-based psychometric tests, time intervals between questionnaire administrations are required. Some researchers suggest that this time interval should range from 2 days to 2 weeks (51). Therefore, frontline psychologists had to wait until the next session to review the progress of their intervention. This problem also applied to the measurements of hope as they traditionally rely on questionnaire-based assessment. As the results indicated that HRV metrics have the potential to be a bio-index of this trait, the frontline psychologists could use the HRV metrics to evaluate and re-evaluate the level of hope within the same session. This change of practice provided a more direct and instant way for the frontline psychologists to review the effectiveness of their treatment. However, this second implication is subjected to the results of future study.
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Background: Current literature indicates that safety measures, including lockdowns during the COVID-19 pandemic, severely disrupted our lifestyle, marked by increased screen time. The increased screen time is mostly associated with exacerbated physical and mental wellbeing. However, the studies that examine the relationship between specific types of screen time and COVID-19-related anxiety among youth are limited.

Methods: We examined the usage of passive watching, social media, video games, and educational screen time and COVID-19-related anxiety at the 5-time points (Early-Spring 2021, Late-Spring 2021, Fall 2021, Winter 2022, and Spring 2022) among youth in Southern Ontario, Canada (N = 117, mean age = 16.82, male = 22%, non-White = 21%) and investigated the role of 4 types of screen time in COVID-19 related anxiety. COVID-related anxiety was measured using the Coronavirus Anxiety Scale (CAS). Descriptive statistics examined the binary relationships between demographic factors, screen time, and COVID-related anxiety. Also, partially adjusted and fully adjusted binary logistic regression analyses were conducted to examine the association between the types of screen time and COVID-19-related anxiety.

Results: During the late Spring of 2021, when the provincial safety restrictions were most stringent, screen time was the highest among the 5 data collection time points. Further, adolescents experienced the highest COVID-19-related anxiety during this period. On the other hand, young adults experienced the highest COVID-19-related anxiety during Spring 2022. In a partially adjusted model (accounting for other types of screen time), engaging in 1–5 h per day on social media increased the likelihood of experiencing COVID-19-related anxiety compared to those who spend less than 1 h per day (OR = 3.50, 95%CI = 1.14–10.72, p < 0.05). Other types of screen time was not significantly associated with COVID-19-related anxiety. In a fully adjusted model (accounting for age, sex and ethnicity besides four types on screen time), 1–5 h per day of social media remained significantly associated with COVID-19-related anxiety (OR = 4.08, 95%CI = 1.22–13.62, p < 0.05).

Conclusion: Our findings suggest that COVID-19-related anxiety is associated with youth engagement in social media during the COVID-19 pandemic. Clinicians, parents, and educators should work collaboratively to provide developmentally appropriate approaches to reduce the negative social media impact on COVID-19-related anxiety and promote/foster resiliency in our community during the recovery period.

KEYWORDS
 social media, screen time, COVID-19, youth, COVID-19-related anxiety


1. Introduction

The first case of COVID-19 was reported on January 23, 2020, in Ontario, Canada (1). The Ontario provincial government responded to various waves of the virus over the following 2 years by implementing public health measures. This included public health measures limiting individuals’ contact, activities, and movement and the government-mandated closure of non-essential businesses, all indoor recreational programs, public libraries, theatres, and all outdoor recreational spaces, including parks and walking trails; and the transition from in-person learning to virtual education in grade schools (1–3). While some of these public health safety restrictions were lifted by June 22, 2020, ongoing changes to these restrictions have continued as there are still intense pressures on the healthcare system (e.g., backlogs from surgeries) (4, 5). As a result, people are still struggling with various mental health challenges, including COVID-19-related anxiety (i.e., dysfunctional anxiety associated with the COVID-19 crisis) (6, 7).

Current literature indicates that public health measures during the COVID-19 pandemic severely disrupted youth’s lifestyle, marked by increased time spent in front of screens, including smartphones, TV, and computers (i.e., screen time), in particular, use of social media (8–12). For example, daily screen time doubled to over 5 hours during the pandemic compared to pre-pandemic usage levels among young adults in the US (10). Similarly, 30.8% of Canadian youth reported using social media for 5 or more hours daily during the pandemic (13). With the public safety measures in place, youth may have shifted their way of connecting using internet-based technologies, such as social media, as an alternative platform to play and socialize with friends and families (14). Staying socially and emotionally connected with peers and family through internet-based technology is important during the pandemic for social support and may alleviate feelings of loneliness and isolation (14, 15).

While screen time and social media platforms are one of the limited options for youth to connect during the pandemic, the increased social media screen time is associated with deterioration in many mental health domains among youth during the pandemic (8, 12, 16–20). For instance, a multi-national cross-sectional study (United States, United Kingdom, and Australia) on adolescents (N = 3,810) reported that frequent use of social media was associated with loneliness and a high level of emotional distress during the pandemic (21). Canadian adolescents also expressed concerns about the COVID-19 pandemic-related peer relationship and schooling issues (11). Notably, US (22) and Canadian adolescents (11) who spent more time on social media were associated with more COVID-19-related distress, loneliness and depression. Similarly, those exposed frequently to social media were positively associated with high odds of anxiety and a combination of depression and anxiety (16).

Given the possibility of continued screen time trends beyond the pandemic and extensive findings on the adverse impact on mental health, more research is warranted to clarify the role of screen time and social media on youth mental health. For example, studies investigating the role of specific types of screen time are limited. There is a potential overlap of screen time usage (e.g., one can multi-task texting and watching Netflix®), and the impact of each type of screen time on mental health may be different. Hence, it is crucial to delineate the role of different screen time types in mental health in the context of the pandemic. A recent study reported a stronger impact of active screen time (e.g., online games, social media) on psychosomatic complaints than passive screen time (e.g., watching TV) during the pandemic (20). However, further differentiation of screen time types commonly used during the pandemic, such as social media, online games, passively watching (e.g., Netflix®, T.V.), and education (e.g., online learning), is warranted. Furthermore, the role of screen time on COVID-19-specific anxiety is less investigated. As the pandemic is taking its course and safety measures are being adjusted based on its impact, it is important to understand how youth feel about the pandemic (e.g., COVID-19-related anxiety) and the factors associated with it to support them effectively.

In the current study, we examined the usage of passive watching, social media, video games, and educational screen time and COVID-19-related anxiety at five-time points (Early-Spring 2021, Late-Spring 2021, Fall 2021, Winter 2022, and Spring 2022) during the pandemic among youth in Southern Ontario, Canada. Further, we investigated the impact of the social media on COVID-19-related anxiety among Canadian youth during the pandemic. We hypothesized that the frequent use of social media would be associated with increased COVID-19-related anxiety among youth during the pandemic.



2. Methods


2.1. Procedure

This cross-sectional study is part of the study “Mindfulness and Social–Emotional Learning in Youth,” examining the impact of a virtually-delivered mindfulness intervention on social–emotional competence in youths who engage in screen time. From April 2021 to April 2022, community youths were recruited from central- and north-central Ontario using digital flyers and word-of-mouth. The final sample (N = 117) used in this study consisted of the pre-survey of five cohorts (Early-Spring 2021, Late-Spring 2021, Fall 2021, Winter 2022, and Spring 2022), each recruited for up to 8-weeks. A complete pre-survey and informed consent were required for program participation (online mindfulness intervention). Informed consent and survey responses were collected using REDCap®, a secure online data repository system. The Institutional Research Ethics Board approved all components of this study (HPRA# 21.03.02).



2.2. Participants

All youth aged 18 to 25 will be invited to participate, with the exception of those who do not speak or understand English. The average participant age was 16.8 years old (SD 3.7; range 12–25), 67% of the participants were categorized as “adolescent” (12–17 years). In terms of ethnicity, 77% of participants were White, 8% were Asian, and 6% were First Nations or Metis. The sample was 78% female with 65% identifying as girl/woman (boy/man = 22%; other = 13%). Participants were recruited in central- and north-central Ontario (73% North Simcoe Muskoka region, 22% Guelph-Wellington, and 5% Haliburton region).



2.3. Measures


2.3.1. Demographics

Demographic information, including age, sex assigned at birth, and ethnicity were collected. Participant age, sex assigned at birth, and ethnicity were dichotomized as “adolescent” (12–17 years) or “young adult” (≥18 years), “male” or “female,” and “White” or “Non-White (Asian, First Nations or Metis)” respectively.



2.3.2. Screen time

Participants were asked to report how many hours per day, on average, they dedicate to screen time across four types of usage (passive watching, social media, video games, and education). Passive screen time was defined as “[watching] TV, movies or videos, including YouTube® for pleasure”; social media as “[time spent] on social media (i.e., Facebook®, Instagram®, and Snapchat®, etc.)”; video games as, “[playing] video games (online and/or offline)”; and education as, “[use of] an electronic device (i.e., computer, laptop, tablet) for educational purposes (i.e., schooling).” Response choices for all four types of screen time were “less than 1 h,” “1–3 h,” “3–5 h,” and “more than 5 h.” Categories 1–3 h and 3–5 h were merged into one category based on the distribution of the responses in each category for the analysis.



2.3.3. Coronavirus anxiety scale

The Coronavirus Anxiety Scale (CAS) is a 5-item self-reported mental health screening tool designed to identify probable causes of dysfunctional anxiety associated with the COVID-19 crisis (6). Participants are asked to report on the frequency of specific experiences (i.e., “I felt dizzy, lightheaded, or faint when I read or listened to news about the coronavirus”) over the preceding 2 weeks. The frequency of each item is rated on a 5-point Likert scale, and total scores range from 0 to 20. Based on the CAS score distribution in our sample (mean = 2.3; SD = 3.5), we dichotomized CAS scores ≤1 as “little to no COVID-19-related anxiety” and CAS > 1 as “some COVID-19-related anxiety.” Independent studies of adults in US have demonstrated that the CAS is a reliable instrument (αs > 0.90), with solid factorial (single-factor; invariant across sociodemographic) and construct (correlated with anxiety, depression, suicidal ideation, and drug/alcohol coping) validity. A CAS total score ≥ 9 indicates probable dysfunctional coronavirus-related anxiety. Elevated scores on a particular item or a high total scale score (≥9) may indicate problematic symptoms for the individual that might warrant further assessment and/or treatment (6).




2.4. Analysis

Descriptive statistics were conducted to examine the binary relationships between demographic factors (i.e., age, sex, and ethnicity), screen time (i.e., passive watching, social media, education, and video games) and COVID-19-related anxiety. Also, partially adjusted and fully adjusted binary logistic regression analyses were conducted to examine the association between the types of screen time and COVID-19-related anxiety. All analyses were conducted using Software for Statistics and Data Science (STATA; version 16.0).




3. Results

Approximately half of the youth (47.9%, N = 56) used social media over 3 h per day during the pandemic. Slightly over half of the youth (61.5%, N = 72) youth of our sample spent over 3 h per day engaging in passive screen time. Most of our youth (82.6%, N = 98) spent over 3 h per day on the screens for educational purposes and spent the least time on video games (23.9%, N = 28). Table 1 presents COVID-19-related anxiety and screen time based on participant characteristics. Females tended to engage in more hours per day of passive, social media, and educational screen time but less videogame screen time, than males. White youth, on average, engaged in more passive and educational screen time than non-White youth. Young adults and adolescents reported similar screen time exposure, except for social media, which was higher among young adults.



TABLE 1 COVID-19-related anxiety and screen time based on participant characteristics (N, %).
[image: Table1]

In terms of COVID-19-related anxiety, average CAS scores were 2.3 (SD = 3.5), and 62% of youths reported little to no COVID-19-related anxiety (CAS ≤ 1). However, 11.4% of the youth in our sample had scores that met a clinically significant threshold of nine (6). Table 2 summarizes screen time and CAS scores across all five recruitment cohorts to understand better the impact of the evolving landscape of the COVID-19 pandemic. We observed an increase in CAS scores and educational screen time in Late-Spring 2021. Figure 1 shows an interaction of CAS scores with age groups across the recruitment cohort. Interestingly, young adult CAS scores were lower during the highly restrictive Late-Spring 2021 cohort but were considerably higher in our Spring 2022 cohort.



TABLE 2 Provincial restrictiveness, COVID-19 anxiety, and screen time usage according to recruitment cohort.
[image: Table2]
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FIGURE 1
 Adolescent (blue) and young adult (orange) mean CAS scores across the recruitment cohort. CAS, Coronavirus anxiety scale.


In a partially adjusted model (accounting for other types of screen time), 1–5 daily hours on social media was associated with increased odds of experiencing COVID-19-related anxiety compared to those who spend less than 1 h per day (OR = 3.50, 95% CI = 1.14–10.72, p < 0.05). Other types of screen time were not significantly associated with COVID-19-related anxiety. In a fully adjusted model (accounting for age, sex and ethnicity besides four types of screen time), 1–5 h of social media remained significantly associated with COVID-19-related anxiety (OR = 4.08, 95% CI = 1.22–13.62, p < 0.05). Although the positive direction of the association between social media >5 and CAS aligns with the association between 1–5 h and CAS, the association between social media >5 and CAS was not significant. Wide confidence intervals in regression models may indicate that the power to declare the differences is low and may lead to a type I error. We suspect that the relatively smaller sample size for social media >5 h (N = 35) than the 1–5 h (N = 55) may have limited this non-significant social media effect on CAS, as demonstrated in the wide 95% Confidence intervals in model 1 and 2 (M1: OR = 2.78, 95% CI = 0.77–10.05; M2: OR = 1.85, 95% CI = 0.46–7.44; see Table 3).



TABLE 3 Associations between screen time and participant characteristics and COVID-19-related anxiety (Odds ratio, 95% CI).
[image: Table3]



4. Discussion

We investigated the daily screen time usage and COVID-19-related anxiety during the pandemic among Canadian youth and probed the association between the four types of screen time and COVID-19-related anxiety. Most youths reported spending over 3 h per day on screens for pleasure (passive screen time and social media) and educational purposes during the pandemic. COVID-19-related anxiety was the highest during late spring 2021, and 11.4% of the participants reported experiencing a dysfunctional level of anxiety for COVID-19. Further, frequent social media use was positively associated with COVID-19-related anxiety.

Our findings align with the growing body of evidence suggesting heightened daily screen time use during the pandemic among youth (8–12), while less than 2 h of daily screen time for pleasure is recommended by the Canadian 24 h movement guideline (23). Only 36.2% of post-secondary students (23) and 8% of children and adolescents (24) in Canada adhered to the Canadian 24 h movement guidelines for screen time. Most of our youths engaged in daily screen time over 3 h, exceeding the Canadian 24 h movement guidelines (23). Among them, 36.8% reported spending more than 5 hours daily on social media. Heightened daily screen time implicates lifestyle disruption, including decreased physical activity during the pandemic (10, 24).

Further, approximately one-third (38%) of youth reported experiencing some degree of COVID-19-related anxiety, and 11.4% of our sample had coronavirus-related anxiety scores that met a clinically significant threshold of nine, indicating a probable dysfunctional coronavirus-related anxiety (6). Our findings corroborate youth’s pandemic-related concerns, such as their anxiety about the virus itself (e.g., fear of getting COVID-19, feeling unwell and unsafe) (17). The COVID-19-related anxiety was highest in late spring 2021 when provincial mandates were the most stringent. For instance, the provincial public health measure included school closure (April 19 to June 28, 2021) and a “stay-at-home” order (April 8 to June 2, 2021) that restricted all travel outside the house unless deemed essential (i.e., for work, to purchase groceries, for healthcare) during late spring 2021. Amidst these restrictions, only half of the eligible Ontarians between the ages of 12 and 17 had received their first COVID-19 vaccine, and less than 5% were fully vaccinated (received at least two COVID-19 vaccines). Given the circumstances during Late-Spring 2021, it is not surprising that we observed an increase in COVID-19-related anxiety, social media and educational screen time compared to the cohorts recruited prior to and after, Late-Spring 2021. Also, young adults showed heightened COVID-19-related anxiety than adolescents in Spring 2022. Speculatively, this age group contrast for COVID-19-related anxiety in Spring 2022 reflects the return to in-person learning for most post-secondary students in Ontario. For example, COVID-19-related policies/guidelines for post-secondary institutions were less harmonized, and many post-secondary students felt uncertain and were concerned about their health, mental health, and academic futures (25).

So far, this increase in screen time in youth, particularly when engaging with social media use during the pandemic (16, 18, 21), has been associated with poorer mental health outcomes (8, 12, 16–20). Our findings uniquely add to the literature by suggesting that accounting for other types of screen time and demographic information, spending 1–5 h daily on social media is associated with experiencing COVID-19-specific anxiety. A large volume of COVID-19-related topics is spread/shared on social media platforms, including misinformation from unreliable sources, creating “the COVID-19 social media infodemic” (26). Further, young people often recounted anxiety about COVID-19’s impact on their wellbeing via social media (17). For example, a real-time, multi-platform online ethnography from March 2020 to March 2021 revealed that youth often commented on mental health difficulties arising from public safety measures and social disconnectedness and recounted their anxiety about the virus’s impact on others (17). Further, although adolescents who feel lonely tended to use more social media during the pandemic, presumably to cope with the lack of social contact, it did not help them feel happier (27). We speculate that significant information sharing (from reliable and unreliable sources) related to the pandemic was found to have occurred on various social media platforms such as Twitter, Instagram, YouTube, Reddit, and Gab, escalating anxiety among social media users.

Given this evidence, a growing need exists to consider different strategies to promote healthy screen hygiene in youth, particularly on social media during the pandemic and beyond.

Firstly, evidenced-based strategies have been reported that promote healthy social media screen time for youth to mitigate mental health harm, such as increased COVID-19 anxiety. The Canadian 24-Hour Movement Guidelines for Children and Youth recommend no more than 2 h per day of recreational screen time (23). To limit the negative impact of social media screen time, parents and caregivers may promote healthy social media screen use, encourage screen-free time, and limit anxiety-provoking content such as excessive pandemic coverage. Parents and caregivers can also be encouraged to model healthy social media screen hygiene by limiting their social media screen time (28). Guidance and support may be required to assist parents and caregivers in supporting youth to limit social media screen time through educational, public health, or health promotion campaigns (29).

Secondly, while parents and caregivers play an important role, they cannot be expected to address social media screen time increases alone. As such, a broader policy response may be warranted. Prior to the pandemic, youth remained connected with their peers through various activities such as in-person schooling, extracurricular programming, and online through various social media platforms. Due to public health restrictions, social media has allowed youth to stay connected to friends and family, especially when school and recreational facilities were closed (29). However, prolonged and excessive social media screen time use has also been linked to negative mental health outcomes (16, 18, 21). Prioritizing in-person schooling and extracurricular programming by ensuring a safe environment that supports uninterrupted full-time learning for youth may reduce social media screen time and endorse healthy behaviours at an important developmental stage.

Lastly, it is warranted to invest in resources and training opportunities to encourage youth to reflect on social media screen use and its impact on their mental health. Providing training, tools and strategies to navigate the online environment safely may promote healthy youth development (28, 30). This could include providing training on screen hygiene and social media screen time safety skills within an educational setting, which may be an effective strategy to reach a broad range of youth regardless of demographic and household factors.

There are several limitations to this current study. The cross-sectional design precludes our ability to understand the temporal ordering between screen time and COVID-19-related anxiety. Also, the sample size (N = 117) is modest for the number of variables we included in our regression models (model 1 = 4, model 2 = 7). We followed the rule of thumb to have at least 10 observations per predictor (31). To prove that the sample size (N = 117) is appropriate for the regression analysis we conducted to determine the impact of social media on COVID-related anxiety, we used SPSS Version 28 Power Analysis to estimate the N needed to detect a small effect (0.20) in regressions with α = 0.05, power = 0.8, and 7 total number of predictors (4 test predictor), which returned an estimated N of 65. However, wide Confidence Intervals in regression models may indicate that the power to declare the differences is low, leading to a type I error. Replicating the findings with a larger sample, with proportionate number of participants for age, gender and ethnicity, using a longitudinal study design is warranted to further determine the relationship between screen time and COVID-19-related anxiety. Lastly, future studies should include more detailed demographic information of the sample, such as income level, occupation, and education to better characterize the sample and its links to screen time and COVID-related anxiety.



5. Conclusion

To our knowledge, this is the first study that explored the role of four screen time types (passive watching, social media, online games, and education) in COVID-19-related anxiety among Canadian youth. Based on our findings, COVID-19-related anxiety was the highest during late spring 2021, during the third wave of the COVID-19 pandemic when provincial mandates were the most stringent. At that time, 11.4% of the participants reported experiencing a dysfunctional level of anxiety for COVID-19. Further, frequent social media use was positively associated with COVID-19-related anxiety. Knowledge gained from this study will guide clinicians, parents, and educators to work collaboratively to provide developmentally appropriate approaches to reduce the negative social media impact on COVID-19-related anxiety among youth as our society recovers from the pandemic.
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Appendix



TABLE A1 COVID-19-related anxiety (average CAS score) for passive, social media, video games, and education screen time (<1 h, 1–4 h, >5 h per day) in five-time points (Early-Spring 2021, Late-Spring 2021, Fall 2022, Winter 2022, and Spring 2022).
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Living habits
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SDS scores® 41.50 (8.09) 41.62 (8.12) 0.732

Values are percentages for categorical variables, means for continuous variables and P value. SD, standard deviation. SAS-SV; Smartphone Addiction Scale-Short Version; SDS, Zungs Self-Rating
Depression Scale.
*P-value calculated using the independent-samples t-test; ®P-value calculated using the Chi-square test.
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Smartphone addiction Depression

Prevalence x> bp Adjusted P value Prevalence x> bp Adjusted ORY P value
rates value) OR€ (95%Cl) rates value) (95%Cl)
(95%CI?) (95%CI%)
Total (n = 1,186) 380 32.0 (294, 34.7) 127 10.7 (8.9, 12.5)
Gender 22.00 (<0.001) 4.76 (0.03)
Male (n = 566) 219 38.7 (34.7,42.7) 1.93 (1.49, 2.50) 49 8.7(6.3,11.0) i
Female (n = 620) 161 26.0 (22.5,29.4) 1 <0.001 78 12.6 (10.0, 15.2) 1.73 (1.16, 2.56) 0.01
Parental education level 1.80 (0.18) 1.88 (0.17)
Below bachelor’s degree (n = 924) 305 33.0 (30.0, 36.0) 1 105 11.4(9.3,13.4) 1
Bachelor’s degree or above (n = 75 28.6 (23.1, 34.1) 0.90 (0.60, 1.35) 0.60 22 8.4(5.0,11.8) 1.10(0.58, 2.09) 0.77
262)
Maternal education level 226 (0.13) 2.76 (0.10)
Below bachelor’s degree (n = 334 32,9 (30.0, 35.8) 1 115 11.3 (9.4, 13.3) 1
1,016)
Bachelor’s degree or above (1 = 46 27.1(20.3,33.8) 0.94 (0.59, 1.50) 079 12 7.1(32,109) 063 (0.29, 1.37) 0.25
170)
Body-Mass Index 0.86 (0.84) 4.46 (0.22)
Wasting (1 = 207) 62 30.0 (237, 36.2) 1 23 11.1 (6.8, 15.4) 1
Normal (1 = 720) 235 326 (29.2, 36.1) 1.09 (0.77, 1.54) 0.64 84 11.7 (9.3, 14.0) 1.07 (0.65, 1.76) 0.79
Overweight (1 = 187) 58 310 (24.3,37.7) 0.93 (0.60, 1.45) 075 17 9.1(49,132) 091 (046, 1.79) 0.78
Obese (n=72) 25 34.7 (23.5, 46.0) 1.12 (0.62, 2.02) 0.70 3 4.2(0.6,8.9) 0.39(0.11, 1.37) 0.14
Smartphone addiction 28.03 (<0.001)
No (n=806) 60 7.4(5.6,9.3) 1
Yes (n = 380) 67 17.6(13.8,21.5) 2.89 (1.97,4.24) <0.001
Depression 28.03 (<0.001)
No (1= 1,059) 313 29.6 (26.8, 32.3) 1
Yes (n=127) 67 52.8 (4.0, 61.6) 288 (1.97,4.23) <0.001

295%CI: 95% confidence interval.

by2- Chi-square.

©Adjusted OR: adjusted odds ratio based on Binary Logistic Regression (Enter) using smartphone addiction in the baseline survey as a dependent variable and gender, parental education level, maternal education level, Body-Mass Index, and depression in the baseline
survey as independent variables.

dAdjusted OR: adjusted odds ratio based on Binary Logistic Regression (Enter) using depression in the baseline survey as the dependent variable and gender, parental education level, maternal education level, Body-Mass Index, and smartphone addiction in the baseline
survey as independent variables.
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Smartphone addiction Depression
N Prevalence rates X2° (P value) Adjusted OR® Pvalue N Prevalence rates x2°® Adjusted OR? Pvalue
(95%CT°) (95%CI) (95%CT") (P value) (95%CI)

Total (n = 1,186) 623 525 (49.7, 55.4) 335 282 (25.7, 30.8)
Gender 5.25(0.02) 12.27 (<0.001)
Male (n = 566) 317 56.0 (51.9, 60.1) 130 (1.03, 1.66) 187 33.0 (29.2,36.9) 1.56 (1.20, 2.03)
Female (1 = 620) 306 49.4 (45.4,53.3) 1 0.03 148 239 (205,27.2) 1 <0.001
Parental education level 0.86 (0.35) 0.87 (0.35)
Below bachelor’s degree (n = 924) 192 532 (50.0, 56.5) 1 267 289 (26.0,31.8) 1
Bachelor’s degree or above (1 = 262) 131 500 (43.9, 56.1) 1.01 (0.69, 1.46) 097 68 26.0 (20.6,31.3) 1.14 (0.74, 1.74) 0.56
Maternal education level 1.09 (0.30) 1.23(0.27)
Below bachelor’s degree (11 = 1,016) 540 53.1(50.1,56.2) 1 293 28.8 (26.0, 31.6) 1
Bachelor’s degree or above (n = 170) 83 48.8 (412,56.4) 0.94 (0.62, 1.43) 0.77 42 247 (18.2,31.3) 097 (0.59, 1.58) 0.89
Body-Mass Index 404 (0.26) 2.55 (047)
Wasting (n = 207) 101 48.8 (41.9,55.7) 1 61 29.5(23.2,35.7) 1
Normal (n = 720) 395 549 (51.2,58.5) 128 (0.94, 1.76) 0.12 197 27.4 (24.1, 30.6) 0.86 (0.61, 1.22) 041
Overweight (n = 187) 91 48.7 (414,55.9) 0.93 (0.62, 1.40) 072 60 32.1(25.3,38.8) 1.07 (0.69, 1.66) 078
Obese (1= 72) 36 500 (38.2, 61.8) 1.04 (0.60, 1.81) 0.88 17 23.6 (13.6,33.7) 0.6 (0.35, 1.24) 0.20
Smartphone addiction at follow-up 16.06 (<0.001)
No (n=563) 128 227 (19.3,26.2) 1
Yes (n = 623) 207 33.2(29.5, 36.9) 1.65 (127, 2.14) <0.001
Depression at follow-up 16.06 (<0.001)
No (n=3851) 416 48.9 (45.5,52.2) 1
Yes (n = 335) 207 61.8 (56.6, 67.0) 1.64 (1.26,2.13) <0.001
Smartphone addiction at baseline
No (n = 806) 368 457 (42.2,49.1)
Yes (n = 380) 255 67.1(62.4,71.9)
Depression at baseline
No (n= 1059) 258 244 (21.8,27.0)
Yes (n = 127) 77 60.6 (52,0, 69.2)

295%CI: 95% confidence interval.
by2- Chi-square.

€Adjusted OR: adjusted odds ratio based on Binary Logistic Regression (Enter) using smartphone addiction in the follow-up survey as a dependent variable and gender, parental education level, maternal education level, Body-Mass Index, and depression in the follow-up

survey as independent variables.

4Adjusted OR: adjusted odds ratio based on Binary Logistic Regression (Enter) using depression in the follow-up survey as the dependent variable and gender, parental education level, maternal education level, Body-Mass Index, and smartphone addiction in the follow-up

survey as independent variables.
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L(n Male (n = 566) emale (n
B SE B P B SE B P B SE B P
SAS-SV-Tl to 032 0.036 026 <0.001 030 0.057 023 <0.001 035 0.045 031 <0.001
SAS-SV-T2
SAS-SV-T1 to SDS-T2 0.10 0.039 0.08 0.008 0.07 0.058 005 0222 0.12 0.050 0.10 0015
SDS-T1 to SAS-SV-T2 0.09 0.032 0.08 0.008 —001 0.053 —0.01 0911 0.15 0.039 0.15 <0.001
SDS-T1 to SDS-T2 045 0.035 037 <0.001 0.50 0.054 037 <0.001 0.44 0.044 039 <0.001

SE, Standard error; T1 = assessed at baseline, T2 = assessed at follow-up. SAS-SV; Smartphone Addiction Scale-Short Version; SDS, Zungs Self-Rating Depression Scale. Standardized coefficients
and standardized confidence intervals are shown.
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Theme combination

Negative quality of assessment AND Negative
usability

Positive quality of assessment AND Positive
quality of assessment flow

Negative quality of assessment AND Negative
assessment flow

Positive quality of assessment AND Positive
usability

Positive quality of assessment flow AND Positive
usability

Negative quality of assessment AND Negative
functionality

Example feedback comment

“I felt some of the statements that I was required to rate how much I agreed
with could have been simplified. I found I agreed strongly with one part of the
statement but not at all with another part, which made it very hard to rate my
level of agreement overall”

“Questions were worded well and flowed fluidly; I can see no obvious
improvements which could be made.”

“Some questions were rather repetitive or confusing in their wording.”
“[...] it was easy to access and the questions were easy to understand.”

“Worked well for the structure and flow on my mobile phone. Easy log in.
[..r

“I accidentally selected the incorrect age for one question and it automatically
moved into the next question. It would have been helpful to be able to go back
and change this.

Some of the questionnaires were not realistic regarding causes of periods of

poor metal health (i.e., Having to confirm a singular cause such as physical)”

Frequency (n,%)

46 (6.52%)

31 (4.39%)
27 (3.82%)
25 (3.54%)
10 (1.42%)

10 (1.42%)
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Theme combination

Positive functionality AND Positive usability

Positive assessment flow AND Positive usability
Positive functionality AND Positive usability AND
Negative functionality

Positive functionality AND Positive assessment
flow AND Positive usability

Positive usability AND Negative functionality

Example feedback comment

“I liked the homepage design as it was easy to navigate and the reminders were
helpful”
“Very easy to follow and get on with”

“Very user friendly and easy to use. Emails were helpful, sometimes too often”

“The website and emails were very well designed; everything was clear and
understandable. The questionnaires all worked with no hitches.”

“worked well - nice that you can use it on a phone.

an auto forward to the next question would be good, as well as the ability to go

back to the previous question incase of a mistake”

Frequency (n,%)

155 (23.10)

36 (5.37)
10 (1.49)

10 (1.49)

10 (1.49)
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Theme combination Example feedback comment Frequency (n,%)

Negative report content AND Negative wellbeing “I think it would be more interesting and helpful to have a more 65 (8.19)
outcomes comprehensive report on the results. I agree it wouldn’t be right to give a

diagnosis this way but more information on how you came to your conclusions

and more in depth knowledge for my GP would be helpful.”

Positive accuracy AND Positive wellbeing “With my results I can now go to my doctors and explain what i did as the 18 (2.27)
outcomes report seems to be correct as it has highlighted something that we mentioned

before to the doctors”
Negative assessment content AND Negative “As Isaid about the questions this meant you don’t get a true picture of me 18 (2.27)
accuracy thus you can’t give a correct analysis of me.”
Negative wellbeing outcomes AND Positive “Results report wasn’t particularly helpful to me as I'm already being treated 10 (1.26)

accuracy for depression. However it did confirm what I already knew”





OPS/images/fpsyt-13-1018095/fpsyt-13-1018095-g006.jpg
Frequency

Theme Theme description Example feedback quote n (%)

The digital assessment offers the
participant opportunities for self-  “I don’t know where the OCD
reflection, and encouraged either  bif came firom, but it’s
behaviors related to help-seeking interesting. I'll have a read up
and/or improving their mental about it and chat with my

Wellbeing outcomes  health consultant about it.” 145 (18.26)
The participant states that the
results included on the results
report are accurate (either
compared to a previous diagnosis,
or what mental health condition  “The comments were pretty
they believe they are accurate to what I've been told

Accuracy experiencing) bvaGP.” 101 (12.72)

The report is well-worded, in-
depth, includes a good disclaimer

E that the results are only screening
= and not diagnostic or includes
= relevant and/or useful sources of  “If was very detailed and
Report content help or psychoeducation responsibly worded” 63 (7.93)
“Good basic information in a
The results report is well-designed easy fo read and understand
Delivery (i.e.. visually appealing) format.” 24 (3.02)
“The fact that the initial
questions are performed on a
computer and then an
anonymised phone
conversation could mean that
participants are actually more
likely to open up about
The results report is convenient, or particularly difficult
the participant states that they conversations that they would
prefer a digital delivery of their  nof feel comfortable doing face
Usability results report to face.” 2(0.25)
The results report is of a poor
quality (i.e., poorly written, lacks
depth or is too brief, not
personalized, missing some “Could have included more
relevant information provided by detail to provide me with more
Report content the participants) information” 309 (38.92)
“I wasn't sure what to expect
from the report but after
seeing it, it made me question
The results report contains no new why and where the results
or interesting information, there is came firom. I personally can't
a lack of diagnostic decision remember the questions i
making, lacks relevant and/or answered online so maybe
useful sowrces of help or reasonings as to why the
psychoeducation, or does not results are what they are, or
encourage behaviors whichare ~ how you came to that result
related to help-seeking and/or could be interesting and
Wellbeing outcomes ~ improving mental health beneficial.” 228 (28.72)
The participant states that the “I thought that the results
results included on the results report would be more in depth,
report are inaccurate (either but other than that I don't have
compared to a previous diagnosis, any complaints. it is a bit
current treatment they are weird that I have a
receiving, or what mental health  professional diagnosis of
= condition they believe they are  depression which is managed
& experiencing), or are confusing or with SSRIs however my results
go Accuracy unexpected to the participant shows no clinical depression.” 92 (11.59)
z.
The user reports that the results
report is poorly designed, wish to
have a transcript of their answers,
or wish for a different delivery of
their results report (i.e.. designed  “It'd would of been useful to
in the style of a doctors letter, or  have the answers to the
delivered face-to-face or over the questions so I could show my
Delivery phone) gp.” 40 (5.04)
The questions included in the
digital assessment are poorly
worded. do not offer the
participant the opportunity to
answer in a way that is
appropriate to them. and is “Too brief. It should consider
perceived to collect inaccurate other options for mania like
Assessment content data ADHD.” 40 (5.04)
Features of the assessment make it “I7 was very worrving
harder to use (i.e., the results receiving what ‘feit’ like a
report is triggering, the results diagnosis. It did cause me a
report is missing a definition of  considerable amount of
Usability any unknown terms) upset.” 17 (2.14)
The designed functionality is poor
(i.e., missing a back button in “The pdf that was sent to me is
order to amend answers given) or covered in a watermark and
Functionality there are bugs completely useless” 5(0.63)
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Frequency

Theme Theme description Example feedback quote n (%)
“"During the telephone
interviews, it was quite
confusing about the
timelines e.g. two months
or longer and in the past
year.
It was also difficult to
estimate the number of
periods when I
The acceptability of the CIDI  experienced certain
including the ease or difficulty  emotions and when they
of completing the CIDI occurred. I personally
telephone interview, and don’t think my answers to
feedback about the delivery of  such questions were very
Acceptability the CIDI via telephone accurate.” 58 (69.05)
The quality of the questions
included 1n the CIDI interview,
the opportunity to answer the
questions included inthe CIDI ~ “On the telephone
interview in a way appropriate  interview, make some of
to the user, and the quality of the /e questions clearer or
Quality of CIDI data these questions are able to  reword them as some of
assessment content capture them didn’t make sense.” 54 (64.29)
The flow of the CIDI telephone “Some of the interview I
Quality of the CIDI interview 1s repetitive or too questions are repetitive.
assessment flow long O L] 15 (17.86)
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(1) How did you hear about the Delta trial?
(1) An advert on Facebook
(2) In a doctor’s surgery
(3) Through my support group
(4) A family member told me
(5) A friend told me

(2) In general, did you find participating in the Delta trial to
be worthwhile?

(1) Not at all

(2) To a small extent
(3) Somewhat

(4) Very much so

(3) The questions are essential for our future diagnostic
accuracy. Do you have any thoughts about the design,
wording or flow of the questions to help us improve them?

(Free text box)

(4) We want to make the trial process as smooth and easy for
you as possible. What did you think of the homepage design
and our email reminders?

(Free text box)

(5) Finding out what you liked or disliked in your results
report will help us make it more relevant and helpful. Do you
have any comments about your results report?

(Free text box)

(6) (only for participants who completed the blood spot kit) Did
you have any issues with the blood spot kit?

(1) No
(2) Yes (If yes - free text box)

(7) We're interested in what motivated you to take part in the
Delta trial. Why did you decide to participate? Select all that

apply.
(1) To contribute to mental health research
(2) I was curious about the trial
(3) To learn more about my mental health

(4) To learn more about my mental health in general

(8) We'd love to hear anything else you’d like to share:
(Free text box)
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Female
(N =87)

Sex

Male (N =24)

CAS (mean, SD)
Screen time
Passive
<ih
1-5h
>5h
Social media
<lh
1-5h
>5h
Video games
<ih
1-5h
>5h
Education
<th
1-5h
>5h

CAS, Coronavirus ansiety scale.

25(34)

3(3%)
49 (56%)

35 (40%)

17(20%)
39 (45%)

31 (36%)

46 (53%)
34 (39%)
7 (8%)

9 (10%)
26 (30%)

52 (60%)

17 (34)

2(8%)
15 (63%)
7(29%)

10 (42%)
11 (46%)

3(13%)

5(21%)
14/(58%)
5(21%)

0(0%)
13 (54%)

11(46%)

Ethnicity
White (N =90)  Non-White
(N =20)
24(36) 21064
5(6%) 1(5%)
48 (53%) 14(70%)
37 (41%) 5(25%)
20 (22%) 7(35%)
43 (48%) 6(30%)
27 (30%) 7(35%)
10 (44%) 12(60%)
40 (44%) 6(30%)
10(12%) 2(10%)
6(7%) 2(10%)
28 (31%) 8(40%)
56 (62%) 10 (50%)

Age group
Adolescent YYoung adult
(N =78) (N =39)
20(3) 3007
465%) 20%)
45 (58%) 23 (59%)
29(37%) 14/(36%)
21 (27%) 6(2%)
36 (16%) 19 (49%)
21 (27%) 14.(36%)
33 (42%) 20 (51%)
35 (45%) 17 (44%)
10 (13%) 2(5%)
7(9%) 2(5%)
27 (35%) 14.(36%)
44 (56%) 23 (59%)
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Provided Did not U P r Chi- (O

feedback in the provide square
Delta Study feedback in the (df)
(n=1304) Delta Study
(n=1928)
Age, years
Mean (SD) 29.53 (7.66) 27.94 (7.11) 1110024.50 <0.001 0.10 N/A N/A
Sex
Male, 11 (%) 365 (27.99) 542 (28.11) N/A 0.940 N/A 0.006 (1) 0.001
Female, 1 (%) 939 (72.01) 1386 (71.89) N/A N/A
Education®
<GCSE or equivalent, n (%) 41 (3.14) 54 (2.80) N/A 0.680 N/A 2.304 (4) 0.027
GCSE or equivalent, n (%) 222 (17.02) 344 (17.84)
Advanced level or equivalent, n (%) 403 (30.90) 555 (28.79)
Undergraduate degree, 1 (%) 439 (33.67) 678 (35.17)
Postgraduate degree, n (%) 199 (15.26) 297 (15.40)
WEMWBS
Mean (SD) 34.66 (7.99) 34.52 (8.08) 1245297.00 0.651 N/A N/A N/A
PHQ-9®
Mean (SD) 14.64 (5.17) 14.77 (5.17) 1240539.50 0525 N/A N/A N/A
Previous diagnosis
MDD, 1 (%) 959 (73.54) 1275 (66.13) N/A <0.001 N/A 20024 (1) 0.079
Bipolar, (%) 109 (8.36) 121 (6.28) N/A 0.024 N/A 5.106 (1) 0.040
GAD, n (%) 599 (45.94) 826 (42.84) N/A 0.082 N/A 3.019 (1) 0.031
OCD, 1 (%) 95 (7.29) 131 (6.79) N/A 0592 N/A 0.288 (1) 0.009
PD, 1 (%) 136 (10.43) 194 (10.06) N/A 0.735 N/A 0.114 (1) 0.006
SAD, 1 (%) 264 (20.25) 329 (17.06) N/A 0.022 N/A 5254 (1) 0.040
An eating disorder, 1 (%) 110 (8.44) 140 (7.26) N/A 0.022 N/A 1.503 (1) 0.220
A personality disorder, n (%) 140 (10.73) 167 (8.66) N/A 0.048 N/A 3.894 (1) 0.035
Schizophrenia, 1 (%) 2(0.15) 8(0.41) N/A 0.333 N/A 1.725(1) 0.023
Self-rated quality of mental health
Poor, 1 (%) 918 (70.40) 1310 (67.95) N/A 0.139 N/A 2.185 (1) 0.026
Fair, 1 (%) 321 (24.62) 500 (25.93) N/A 0.399 N/A 0712 (1) 0.015
Good, 1 (%) 65 (4.98) 118 (6.12) N/A 0.171 N/A 1.878 (1) 0.024

GCSE, General Certificate of Secondary Education; MDD, major depressive disorder; GAD, generalized anxiety disorder; OCD, obsessive-compulsive disorder; PD, panic disorder;
SAD, social anxiety disorder. (A) GCSE and Advanced level are academic qualifications taken by secondary education students in the United Kingdom, in the 11th and 13th year of
education, respectively. (B) The PHQ-9 score can be used to indicate the level of depression severity. Scores of 0—4, 5—9, 10—14, 15—19, and 20 or above indicate a severity of minimal,
mild, moderate, moderately severe, and severe respectively (65).





OPS/images/fpubh-11-1107146/math_1.gif





OPS/images/fpsyt-13-1018095/fpsyt-13-1018095-g003.jpg
n=52,3.99%

n=235,18.02%

n=479,36.73%

= Not at all
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= Very much so
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Frequency

Theme Theme description Example feedback quote n (%)
The questions included in the
digital assessment are well-
worded and considered “The flow and wording is
relevant to the participant,  fine, very easy to
and are able to capture understand. I don’t think
Quality of assessment  accurate data it needs improving.” 183 (25.92)
The flow of the assessment is
easy to follow, and logical
Quality of assesment ~ with questions well grouped  “Really clear and easy to
flow based on common content  follow” 90 (12.75)
z
'§' The assessment is well-
A designed (i.e., visually
appealing), convenient, not
overly time consuming, easy ‘It was really good, I
to use and accessible for liked how it was quick to
Usability participants do” 79 (11.19)
The digital assessment offers “Perfect, made me reflect.
the participant opportunities Although uncomfortable it
for self-reflection, and was a worthwhile
Wellbeing outcomes  encouraged either behaviors exercise. ” 7 (0.99)
The results report provided
following completion of the
digital assessment 1s high
quality (i.e., accurate, in- “Very accurate and i like
depth, is of interest, useful ~ the information it gave
Results report for the participant) about the diagnosis” 3(0.42)
The questions included in the
digital assessment are poorly
worded, do not offer the “Some of the wording is
participant the opportunity to very specific, similarly
answer in a way that 1s with the answers 1 felt
appropriate to them, and is  was forced into an answer
Quality of assessment  perceived to collect that wasn’t quite right” 284 (40.23)
Features of the assessment
make it harder to use (1.e.,
the design not being visually “"Some of the questions
appealing, questions being  are impossible to answer
hard to answer or triggering, Like me asking you how
the assessment not being many potatoes have you
Usability accessible) eaten in your entire life ?" 105 (14.87)
“ The questions included in the
= assessment do not flow “[ feel the questions don’t
g logically or easily (i.e.. going flow easily, some
~ from one to the next is questions repeated
jarring), the questions asked themselves later in a
are repetitive or irrelevant  section bit worded slightly
Quality of assessment  based upon information differently and could be
flow already provided interpreted differently.” 103 (14.59)
The designed functionality is
poor (i.e., missing a back
button in order to amend “Allow for a back button
answers given) or there are  fo go back to previous
Functionalit bugs question” 44 (6.23)
The results report provided  “Yes, I believe the
following completion of the wording lead to me
digital assessment is of low  misunderstanding a
quality (i.e., inaccurate, lacks question leading to a
depth, does not include any  misdiagnosis, so my
helpful information, isnot  results are null andvoid.
Results report useful for the participant) [..]" 15 (2.12)
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Frequency

Theme Theme description Example feedback quote n (%)
The homepage is well-
designed (i.e., visually “I liked the homepage
appealing). convenient, easy design as it was easy to
to use and accessible for navigate and the
Usability participants reminders were helpful”
“Homepage is excellent,
the best example I've seen
for filling out a_form
The quality of functions online. Email reminders
included in the assessment ~ were of a good frequency
(the reminders) are helpful,  without becoming a
Functionality well-written, etc. nuisance.” 278 (41.43
The questions included in the
£ assessment flow logically or
'§ easily (i.e., going from one to
= the next is jarring), the
assessment flow includes “Very clear and concise,
Quality of assessment ~ encouraging messages to the  easy to follow and simple
flow participants to follow.” 94 (14.01
The questions included in the
digital assessment are well-
worded and considered “Clear, easy to
Quality of assessment  relevant to the participant,  understand.” 3 (0.45)
The digital assessment offers
the participant opportunities
for self-reflection, and
encouraged either behaviors
related to help-seeking
and/or improving their
Wellbeing outcomes  mental health “Really informative” 2(0.30)
The designed functionality is “in the beginning the
poor (i.e., missing a back email reminders were
button in order to amend irvitating and felt
answers given, the reminders pressured. - the reminders
are too frequent or intrusive) did stop though,
Functionality or there are bugs completely.” 50 (7.45)
z
% Features of the homepage “[...] although I
2 make it harder to use (i.e.,  understand the reason for
the design not being visually your clinical look as a
appealing, not being website I would like to see
Usability accessible) more colour” 11 (1.64)
The questions included in the
assessment do not flow
logically or easily (i.e., going
from one to the next is
jarring), the questions asked
are repetitive or irrelevant ~ “Having timelines for
Quality of assessment  based upon information when you have to do it by

flow already provided would be great” 1(0.15)
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Variables Mental health Mental health

Urban household registration —0.912%** —0.484**
(0.060) (0.069)

Control No Yes

_cons 13.797*%* 17.776"
(0.032) (0.183)

N 22,384.000 20,536.000

F 229.390 187.930

55 < 0.01.
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Coefficient Std. err.

Indirect effects —0.028*** 0.009 0.009

Direct effect —0.490*** 0.066 0.000

55 < 0.01.
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CFPS (2020)

CFPS (2010-2020)

(6} () (3) (4)
Depression Subjective Depression Subjective
(unremoved sample) wellbeing wellbeing
Indirect effects —0.031"** 0.014* —0.025" 0.003***
(0.012) (0.006) (0.005) (0.0003)
Direct effect —0.427" 0.134% —0.682" 0.021*
(0.066) (0.031) (0.032) (0.002)

**p < 0,05, **p < 0.01.
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Characteristics 139,841
Age cohort n (%)
gth grade secondary school 27,078 (19.4)

9" grade secondary school

26,667 (19.1)

10" grade secondary school

26,243 (18.8)

1% grade high school

23,021 (16.5)

2" grade high school 19,396 (13.9)
3" grade high school 13,054 (9.3)
Gender n (%)
Boys 68,027 (48.6)
Girls 68,527 (49.0)
Centrality index n (%)

1 (most central)

19,235 (13.8)

2 29,574 (21.1)
3 37,490 (26.8)
4 29,208 (20.9)
5 18,399 (13.2)
6 (least central) 5,840 (4.2)
Parents with higher education n (%)

No parents with higher education

20,103 (14.4)

One parent with higher education

40,828 (29.2)

Both parents with higher education

66,309 (47.4)

Missing values represented 3.1% for age, 2.4% for gender, 0.1% for centrality, and 9.0%

for parents with higher education.
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Criteria

Timeline

Language

Ype of articles

Content

Inclusion

Between 2012 and 2022
English

Research arti

Factors influencing
negative bystander
behavior and decision

‘maki

cyberbullying situations

Exclusion

Before 2012
Languages other than English
Articles other than research

eview, conference

articles (e
proceedings, books, etc)

Does not address factors
influencing negative bystander
behavior and decision making in
cyberbullying situations (e.g.:
articles that discuss traditional
bullying, positive bystander

behavior, etc)
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Age

<30

3140

4150

51-60

>60

Lost data
Professional category

Doctors

Psychology

Nursing

Social worker&
educators

Nursing assistant

Occupational therapist

Administrative staff
Working experience
(number of years)

<8

9-16

17-24

2532

>33
Family situation during
confinement

Living alone

Recon

family and
worklife

Lost data

Total
n=112%

12(10.7)
23(205)
17 (15.7)
29(259)

36 (32.1)
24214
21(188)
11(9.8)
10(89)
327
7(63)

26(31.8)
26(25)
nan
1707)
2121

15(13.4)
95(84.8)
2(18)

‘Women
n=285%

8(10.1)
22(7.8)
11(13.9)
20(253)
18 (22.8)
6(7.05)

24(282)
17 (20.0)
19(224)
10(11.8)
9(10.6)
2(24)
4(47)

29(345)
21(25)
5(6)
12 (143)
17 (202)

12(143)
72(85.7)
1(12)

Men
=27%

4(16.0)
1(40)
6(24.0)
9(36.0)
5(20.0)
2(74)

12(44.4)
7(25.9)
2(7.4)
167)
163.7)
1637)
3(1L1)

8(296)
5(18.5)
6(22.2)
4(148)
4(148)

3(115)
23(88.5)
137)
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Age range/mean
age (years)

210

11-18

1578

1329

13.69

11-15

Students: 1317 years old
Counselors: 29-57
years old

9-16

13.61

126

21

213

16.31

12-15

15.1
14.99
13-16
1287

14.97

13-16

13-16

1344

11-17

165

18+

25-51

Study design

Cross sectional quantitative

survey
Experimental

Cross sectional data analysis
(data obtained from dth
wave of Longitudinal study)
Experimental quantitative

survey

Exploratory analyses

Quantitative Survey

Hermeneutic

phenomenological Study

Cross sectional
Quantitative survey
(contained open

ended questions)

Cross sectional quantitative
survey (contained open

ended questions)

Cross sectional quantitative
survey

Quantitative survey (with
qualitatively analyzed open
ended questions)

Experimental

Cross sectional quantitative

survey

Cross sectional quantitative

survey

Cross sectional quantitative
survey
Cross sectional quantitative
survey
Cross sectional quantitative
survey
Cross sectional quantitative
survey
Cross sectional quantitative

survey

Vignette interview

Qualitative interview

Cross sectional quantitative

survey

Cross sectional quantitative

survey

Cross sectional quantitative
survey

Experimental vignette

Cross sectional quantitative
survey

Experimental

Type/prevalence of
negative bystander
behavior

61.5% defended the victims,
40.1% didn’t do anything, 17%
supported the bully

Passive bystander behavior,
reinforcer

5% joined the bully

Reinforce bully by; sharing it
with others to make fun of the
victim, Telling the bully that you
find it funny, Doing something
similar

10.55% did not intervene

Aggressive defending: Saying
mean things about the bully,
Threatening the bully, Asking the
bully to “back off”

Passive bystander behavior,

reinforcing aggressors

35.2% Bystanders: Passive

bystanders, Assistants

55% did nothing, 41.3% deleted
support for their victim, 14.6%
laughed without letting anyone
notice, 10.4% laughed while
letting the bully notice
(reinforcing the bully), 1.8%
forwarded the content to
someone else

53.6% did nothing, 4.6% joined
the bully

Passive bystander behavior

Passive bystander behavior

45% Bystanders in total, 18.2%
passive bystanders, 10.8%
aggressor-supporters

Aggressive defending: Threaten
bully, Say mean things about the
bully, Put the bully’s information
online, Make up rumors about
the bully

129 were passive bystanders
Join the bully in bullying
Aggressive defending

55.4% passive bystander behavior

26.3% Assistants, 28% passive
bystander

Assistants, passive bystander

behavior
Passive bystander

8.19% assistants, 9.5% aggressive
defenders, 28.4% outsiders

Assistant

60.7% outsiders, 5.4%
reinforcers, 3.3% assistants.
Passive bystander behavior

Passive bystander behavior

Passive bystander behavior

Factors influencing negative
bystander behavior and decision
making & their prevalence

Safety, believed that it was not their problem

Previous experience as cyber-aggressor,
private nature of act

Perceptions pertaining to peers approval of
cyber-aggression, Frequency of experience as
a cyber-aggressor

Behavior of good friends when faced with a

bullying situation

51% Didn't know what to do, 38% Not my
business, 38% I am too shy, 28% Didn't want
tobea “snitch”, 28% Afraid of being bullied,
16% The bully is popular, 16% It wasn't that
serious, 129 don't care, 11% didn’t like the
person being bullied, 11% I thought the
victim could take care of it themselves, 11%
“Others didn't do anything so why should
12", 8% The bully is my friend.

Low defending self-efficacy, moral

disengagement

Ignorance about cyberbullying and its effect,
‘moral disengagement, fear, severity of
incident, did not want to be involved

Age, empathy, past experience asa
cyber-aggressor or witness, 31.8% Fear of
retaliation, 30.6% lack of skill, 15.4% lack of
self-efficacy, 13.0% displacement of

responsibility, 49.0% believed that it was not

their responsibility,

situation, asynchronicity

culty assessing the

Intentions to resort to negative bystander
behavior, positive attitudes toward negative
bystander behavior, higher expectations that
negative bystander behavior would lead to
personal gains, low problem-solving skill
lower empathetic skills, cognitive
restructuring, lack of supportive factors that
encourage positive bystander behavior

Low empathy, high

npulsivity, age

Diffusion of responsibility, severity of

bullying, relationship with victim

Severity of the incident

Parental monitoring

Greater general and contextual moral

disengagement

Relationship with the victim, gender, high
self-esteem

High normative beliefs that aggression is an
appropriate response to provocation

Past-experience as cyber-aggressor

16.8% fear, 38.6% “Not my business”

Past-experience as cyber-aggressor,
relationship with victims and/or other
participants

Interpretation of situation, gender of
protagonist, relationship with participants,
severity of the incident

Absence of physical danger, lack of rules and

absence of figures of authority online

High levels of reactive aggression, experience
as cyber-aggressor and/or cyber-victim, low
levels of socio emotional competencies, lack
of empathy

Less positive peer interactions in class
Positive relationship with the bullies
Moral disengagement, low moral
responsibility, past experience as
bully-victims

Gender,age

Anonyn

y, number of bystanders
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Total Women Men

n=112% n=85% n=27%
Time off work during confinement
Yes 19017 16 (19) 3(1L1)
No 92 (82.1) 68(81) 24 (82.9)
Lost data 1(09) 1012) 0
Cohabitation with COVID-19 infected
people during confinement
Yes 13(11.6) 10 (11.8) 3(1L1)
No 96/(85.7) 72 (84.7) 24(38.9)
Not applicable 327) 3(35) 0
Management responsibility
Yes 23(20.5) 14 (16.5) 9(33.3)
No 89 (79.5) 71(83.5) 18 (6.7)
Telemedicine previous experience
Yes 50 (44.6) 35(412) 15(55.6)
No 62 (55.4) 50 (58.8) 12(44.4)
Future perspectives about telemedicine
implementation
Increased use 96 (85.7) 74 (87.0) 22(81.5)
Decreased use 5(45) 204 3(1L1)
No variation 11(9.8) 9(106) 2(7.4)
Appropriate resources are available for
Telemedicine
1. Totally disagree 21(1838) 12041 9(346)
2. Partly disagree 39(34.8) 29 (34.1) 10(38.5)
3. Neither agree nor disagree 45(402) 39 (459) 6(23.1)
4. Partly agree 106) 147 0(0)
5. Totally agree 2(1.8) 1012) 168)
Lost data 1(09) 0 1(7)
Telemedicine is regulated appropriately
1. Totally disagree 24214) 15(17.9) 9(333)
2. Partly disagree 45(402) 33(39.3) 12(44.4)
4. Partly agree 37 (33.0) 32(38.1) 5(18.5)
5. Totally agree 5(45) 4048) 167)
Lost data 1(09) 1012) 0
Telemedicine could have secondary effects
1. Totally disagree 8(7.1) 5(60) 3(111)
2. Partly disagree 28 (25.0) 25(298) 3(1L1)
3. Neither agree nor disagree 46 (41.1) 34 (40.5) 12(44.4)
4. Partly agree 17 (15.2) 11(13.1) 6(222)
5. Totally agree 12(10.7) 9(107) 30111
Lost data 109 1012) 0
Telemedicine could replace on-site visits
Yes 119:8) 7(84) 4(148)
No 99 (88.4) 76 (91.6) 23(85.2)
Lost data 2(18) 204 4
Telemedicine could supplement on 109 (97.3) $2(96.5) 0
Yes 327 3(35) 27 (100)

No 0
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Work satisfaction questionnaire of font roja

“My work does not change. I find it monotonous”.

“I'have been responsible for making decisions.”

“I have felt exhausted at the end of the working day.”

“I'have not disconnected from work at the end of the working day.”
“I have had to do my best in my daily work.”

“My work has changed my mood.”

“I have been satisfied with my work.”

“I have been independent to organize my work.”

“I'have had the chance to learn new things.”

“Iam interested in the work I have carried out.”

“I have the feeling that the work I have carried out it is no worth.”
“I have obtained professional recognition for my work.”

“The relationship with my superior has been cordial during this period”
“The relationship with my co-workers has been cordial during this period”
“Ihave the proper salary concerning what I have been doing.”

“I think I occupy the position I deserve.”

“I think I have the opportunity to progress.”

“I'have not had enough time to organize my work.”

“Iknew what was expected from my work.”

“I think my work has been disproportionate.”

“My co-workers problems have affected me.”

“I often feel I may not be able to carry out my work.”

“I have not had enough resources to do my work.”

“Competitiveness has been very stressful for me.”

“My work environment (at home) has prevented me from doing my job satisfactorily.

“The physical structure of my work

“In general, assess your satisfaction with the telemedicine you have carried out.”
Patients satisfaction concerning telemedicine perceived by professionals

“In general, assess patients' satisfaction concerning the telemedicine carried out.”

“In general, assess the degree of comfort experimented by the patients concerning the

telemedicine.”

M, Mean;

D,

andard deviation.

avironment has interfered with my performance.”

Total [Mean (SD)]

224(1.01)
3.95(0.91)
342(0.92)
3.12(1.25)
397 (0.92)
239(1.10)
3.95 (0.95)
4.12(1.01)
3.85(1.14)
423(095)
1.46 (0.78)
3.39(1.12)
4.43 (0.98)
453 (0.78)
3.14(1.30)
3.92(1.02)
316 (1.11)
271(1.12)
3.65(0.97)
2.66 (0.96)
3.16 (1.31)
168 (0.76)
3.07 (1.23)
172 (094)
211 (1.31)
1.96 (1.15)
7.41(1.83)
7.93(1.50)

7.76 (1.45)

Men (M)

221
390
350
3.02
355
245
350
395
350
395
160
2.65
405
4.20
2.05
3.40
340
315
355
3.25
305
150
3.70
2.00
2.85
220
670
7.60

6.85

‘Women (M)

225
396
339
340
413
237
411
4.19
398
434
141
3.67
457
4.65
354
411
307
255
3.69
243
320

.09

76
71
88
18
03
90

35
24
12
16

002

19
02

02
19

056

52

006

64
16

007

23
01
43
06
55

009
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Theme combination

CIDI quality of assessment content AND CIDI
acceptability

Example feedback comment

“They were quite wordy so would have been easier to do online rather than the
phone, e.g., in how many separate years have you had had episodes that last for
4 days or longer in which you feel a, b, and c. Would have been easier to have
in front of me to reread and be sure I understood and answered correctly.”

Frequency

32 (38.10)
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Enrolled in the Delta study, N=5,422

\ 4

Excluded due to not completing the
digital assessment, n=2,190

\ 4
Completed the digital psychiatric
assessment, n=3,232
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Categorization

Personal factors

Situation factors.

Social influence

Factors

Demographic background

o Age

o Gender

Beliefs, norms and outcome expectations

o Perceived rewards

o Perceived harm

o Positive atitudes toward negative
cyber-bystander behavior

Skills and self-efficacy

o Lack of problem-solving skills

o Low socio-emotional skills

o Low social self-efficacy

o Perceived lack of defending skills

Low empathy

Aggressive tendencies

Moral disengagement and responsibility

Characteristics of cyberspace and computer

mediated communication

o Lack of physical aggression

o Lack of clear rules

o Lackof guidance online from authority figures

o Delayed exposure to the event

Privacy of the incident

Anonymity

Interpretation of the incident

o Perception that the event is not severe enough

to warrant intervention

Perception that the incident s banter

Feelings of enjoyment when witnessing the

event

Belief that the victim can handle the

ation

Uncertain of the nature of the situation

Other participants

« Behavior of other cyber-bystanders

o Presence of other cyber-bystanders

o Gender of protagonist

Relationship with other participants
Popularity of aggressor

Perceived peer response

Parental monitoring

School environment

o Lower levels of positive peer relationship

o Higher number of aggressors in class.
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2021 2022

Early-Spring Late-Spring Fall (N =15) Winter (N =30) Spring (N =20)
(N =30) (N =19)
Variant of concern Gamma Gamma Delta Omicron Omicron
School closures No Yes No Yes No
Provincial lockdown No Yes No No No
Masks mandatory Yes Yes Yes Yes No
Received It vaccine’ 3% 65.3% 75.5% 829% 845%
Received 2nd vaccine® 21% 19.4% 70.6% 77.5% 814%
Received It vaccine” 0% 51.9% 815% §7.3% 88.1%
Received 2nd vaccine” 0% 22% 719% 829% 843%
cas 23039 25(.0) 15 (20) 28(41) 20(35)
Screen time
Passive
<th 0(0%) 2(10%) 1(7%) 1(3%) 2(10%)
1-5h 19.(63%) 11(55%) 9(60%) 21 (66%) 8 (40%)
>5h 11(37%) 7(35%) 5(33%) 10 (31%) 10(50%)
Social media
<th 10(33%) 420%) 47%) 5(16%) 420%)
1-5h 15 (50%) 7(35%) 5(33%) 20 (63%) 8(40%)
>5h 5(17%) 9(45%) 6(40%) 7(22%) 8(40%)
Video games
<lh 15 (50%) 11 (55%) 8(53%) 10(31%) 9 (45%)
1-5h 12 (40%) 8(40%) 747%) 16 (50%) 9 (45%)
>5h 3(10%) 1(5%) 0(0%) 6(19%) 2(10%)
Education
<h 3(10%) 0.(0%) 3(20%) 2(6%) 1(5%)
1-5h 12 (40%) 6(30%) 47%) 12 (38%) 7(35%)
>5h 15 (50%) 14.(70%) 8(53%) 18 (56%) 12(60%)

Source: https://health-infobase canada.ca/covid-19/vaccination-coveragel.
CAS, Coronavirus anxiety scale. Adults >17.
“Adolescents age 12-17.
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Partially

adjusted model

Fully adjusted
model
(Model 2)

(Model 1)
Screen time
Passive
<th ref
1-5h 066 (0.92-471)
>5h 0.47 (0.06-3.42)
Social media
<lh ref
1-5h 350 (114-1072)*
>5h 2.78 (0.77-10.05)
Education
<lh ref
1-5h 2.00 (0.25-16.11)
>5h 1.21(0.17-8.74)
Video game
<th ref
1-5h 0.48 (0.20-1.15)
>5h 071 (0.17-2.89)
Age

Adolescent (12-17yrs. old)
Young adult (18-24yrs. old)
Sex
Female
Male
Ethnicity
White

Non-white

*<0.05; Confounding variables: Age, sex, and ethnicity.

ref
0.44 (003-5.77)

017 (001-2.26)

ref
4.08 (122-13.62)"

185 (0.46-7.44)

ref
2.15(0.24-19.45)

1.5 (0.19-12.62)

ref
045 (0.16-1.22)

094(020-4.51)

ref

240 (0.82-7.01)

ref

042 (0.12-1.52)

ref

101(032-3.25)
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Early-Spring
(N =30)

2021

Late-Spring
(N =19)

Fall (N =15)

Winter (N =30)

2022

Spring (N =20)

Passive

<th

1-5h

>5h
Social media

<th

1-5h

>5h
Video games

<th

1-5h

>5h
Education

<th

1-5h

>5h

CAS, Coronavirus ansiety scale.

9% (CAS)
0%

63% (2.58)
37% (1.82)

33% (1.40)
50% (2.13)

17% (4.60)

50% (233)
40% (1.80)

10% (4.33)

10% (0.33)
40% (217)
50% (2.80)

10% (2.50)
55% (2.18)
35% (3.17)

20% (3.46)
35% (3.93)

45% (2.28)

55% (3.34)
40% (2.71)

5% (0.00)

0% (2.00)
30% (2.77)
70% (2.53)

7% (0.00)
60% (2.22)
33% (0.40)

27% (1.25)
33% (2.00)

40% (1.17)

53% (2.50)
47% (0.29)

0%

20% (1.67)
27% (2.75)
53% (0.75)

3% (1.00)
6% (3.58)
31% (1.60)

16% (2.80)
63% (3.39)

22% (1.43)

31% (3.10)
50% (2.50)

19% (3.17)

6% (0.00)
38% (2.60)
56% (3.28)

10% (4.50)
40% (2.50)
50% (1.10)

20% (0.00)
40% (2.50)

40% (2.50)

45% (233)
45% (2.11)

10% (0.00)

5% (3.00)
35% (1.29)
60% (2.33)
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Subgroups

Age cohort
8™ grade secondary school 24,477 11.9 (4.8) <0.001
9t grade secondary school 24,487 12.6 (4.9)
10 grade secondary school 24,203 13.1 (4.9)
1% grade high school 20,602 13.1(48)
2™ grade high school 17,240 13.4 (4.8)
3¢ grade high school 11,601 13.9(4.7)
Gender M (SD) P
Boys 60,270 11.2(4.3) <0.001
Girls 63,673 14.4(4.8)
Centrality index M (SD) P
1 (most central) 16,579 132 (4.9) <0.001
2 26,801 13.0(4.9)
3 34,186 13.0 (4.9)
4 26,582 12.7 (4.8)
5 16,823 12.5(4.8)
6 (least central) 5,386 12.5(4.9)
Parents with higher M (SD) P
education

| No parents with higher education 18,286 13.4(5.2) <0.001
One parent with higher education 38,200 13.1(4.9)
Both parents with higher education 62,462 12,6 (4.7)
Psychological resources M (SD) P
High GSE-5 (>Md) 18,009 11.0 (4.3) <0.001
Low GSE-5 (=<Md) 35,263 13.8 (4.8)
Daily time on social media M (SD) P
No time 3,114 113 (5.3) <0.001
<30min 12,325 11.2 (4.6)
30 min—1h 16,951 11.6 (4.4)
1-2h 23,807 122 (4.5)
2-3h 23,687 12,9 (4.6)
>3h 44,386 143 (5.0)
Negative social media-
related experiences
Experienced online M (SD) P
bullying
Yes 27,944 15.3 (4.9) <0.001
No 97,955 12.2 (4.6)
Arguments or conflict in M (SD) [
the family
Yes 14,839 153 (4.9) <0.001
No 32,604 125 (4.7)
Not enough sleep M (SD) P
Yes 18576 14.2 (4.6) <0.001
No 18,927 115 (4.6)
Pressure to have followers M (SD) P
and likes
Yes 41,730 15.1 (4.6) <0.001
No 81,931 11.8 (4.6)

GSE is General Self-Efficacy Scale.
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Independent variables Model 1 Model 2 Model 3
(n = 36,961) (n = 26,865) (n = 24,474)
Social media use B B B B
Daily time spent on social media 023 0.09 0.08 0.04
Explained variance (Adjusted R?) 5.2% 4.9% 4.9%
Negative social media-related experiences
Experienced online bullying 027 021 0.17 0.19
Arguments or conflict in the family 0.20 0.09 0.06 0.06
Not enough sleep 0.28 0.17 0.15 0.12
Pressure toward having followers and likes 032 0.22 0.19 0.13
Explained variance (Adjusted R?) 21.2% 20.4% 20.1%
Psychological resources
General self-efficacy —0.38 - —0.29 —0.26
Explained variance (Adjusted R?) 28.3% 27.7%
Sociodemographic variables
Higher age 0.11 - - 0.11
Female gender 033 - - 0.18
Centrality —0.05 - - —0.03
Parents with higher education —0.06 - - —0.03
Explained variance (Adjusted R?) 31.8%

Dependent variable is depressive symptom level. Higher values on “centrality” indicates more rural. Table content is standardized f values. All values of f and R? are statistically significant

at p < 0.001. Model 0 is single regression coefficients without any adjustment (crude associations). In Model 1, time on social media and social media-related experiences are entered in
two separate blocks. Model 2 is Model 1 with the addition of general self-efficacy. Model 3 is Model 2 adjusted by sociodemographic variables. Bold is used to separate explained variance

from beta values.
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Independent

variables

Boys
(n=11,574)

Girls
(n =12,900)

Social media use B B
Daily time spent on social media 0.02 0.054*
Explained variance 1.3%*** 2.6%***
(Adjusted R?)

Negative social media-

related experiences

Experienced online bullying 0.22*** 0.19**
Arguments or conflict in the 0.02 0.09%*
family

Not enough sleep 0.15*** 0.117*
Pressure toward having 0.13%** 0.13%**
followers and likes

Explained variance 14.4%*** 15.0%***
(Adjusted R?)

Psychological resources

General self-efficacy —0.22** —0.32%*
Explained variance 18.7%*** 24.5%***
(Adjusted R?)

Sociodemographic

variables

Higher age 0.12*** 0.124*
Centrality —0.04*** —0.02*
Parents with higher education —0.03** —0.03***
Explained variance 20.5%"** 26.1%***
(Adjusted R?)

Dependent variable is depressive symptom level. Higher values on “centrality” indicates
more rural. Table content is standardized B values. The models show direct associations
when all variables are included. ***p < 0.001, **p < 0.01. Bold is used to separate

explained variance from beta values.
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Independent Low High

variables self-efficacy  self-efficacy
(n=15,892) (n=8,582)
Social media use B B
Daily time spent on social media 0.04 0.04
Explained variance 4.2% 3.9%
(Adjusted R?)
Social media-related B B
experiences
Experienced online bullying 0.22 0.20
Arguments or conflict in the 0.08 0.08
family
Not enough sleep 0.12 0.16
Pressure toward having 0.13 0.15
followers and likes
Explained variance 17.0% 18.2%
(Adjusted R?)
Sociodemographic B B
variables
Higher age 0.10 0.11
Female gender 0.23 0.16
Centrality —0.03 —0.04
Parents with higher education —0.03 —0.04
Explained variance 22.7% 21.9%
(Adjusted R?)

Dependent variable is depressive symptom level. Higher values on “centrality” indicates
more rural. Table content is standardized beta values. The models show  direct
associations when all variables are included. All values of B and R? are statistically
significant at p < 0.001. Bold is used to separate explained variance from beta values.
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Characteristics Values

Depressive symptoms M (SD)
Scale rating 126,445 12.9 (4.9)
Psychological resources M (SD)
General self-efficacy 54,371 14.7 (3.1)
Daily time on social media n %
No time 3,359 24
<30 min 12,967 9.3

30 min—1h 17,593 126
1-2h 24,602 17.6
2-3h 24,522 175
>3h 46,166 330

Negative social media-related experiences

Having been bullied on the n %
internet

Yes 30,129 215
No 104,048 74.4
Arguments or conflict in the family n %
Yes 4,986 36
No 33,465 239

Not enough sleep

Yes 19,063 13.6

No 19,450 13.9

Pressure to have followers and likes on SM

Yes 43,062 30.8

No 84,971 66.4

SM s social media. On all mandatory parts of the questionnaire, missing values
represented <10% of the possible responses: depressive symptoms 9.6%, daily time on
social media 7.6%, bullied on the internet 4.1%, pressure to have followers and likes on
social media 8.4%.





