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Editorial on the Research Topic 
Food-energy-water systems: achieving climate resilience and sustainable development in the 21st century


INTRODUCTION
Owing to the highly interwoven nature of food-energy-water systems (FEWS), climate change and the weather extremes associated with it will continue to challenge the capacity of these sectors to support human wellbeing, grow the economy, and sustain critical environmental services. The food and energy sectors alone contribute, respectively, 10 and 6 trillion USD annually, together representing about 20% of global GDP (World Economic Forum, 2022; International Trade Administration, 2023). To improve the future resilience of these three crucial strategic sectors, society will collectively need to better understand and then appropriately manage FEWS across a broad spectrum of spatial and temporal scales. Environmental stresses, economic pressures, and major technology transitions will compound the impacts of climate change, creating a complex analysis space. These issues thus constitute a quintessential interdisciplinary research challenge, which requires a well-structured science agenda.
Addressing this challenge will constitute the basis for decisions on sustainable FEWS development over the next many decades. The authors believe that supportive information services will be needed to translate fundamental research findings into actionable policies, which governments and other stakeholders ultimately can adopt. Given recent developments in the field of FEWS science, policy formulation can today build on integrated pathways developed from basic research findings, models, real-time information supply chains, and decision support systems. In addition, targeted workforce training and stakeholder engagement will be essential to communicate the benefits and results of these approaches and to engage appropriate stakeholder groups in their implementation.
As the papers in this Frontiers Research Topic demonstrate, FEWS interactions can be highly complex. These interactions complicate the identification of FEWS sensitivities and the subsequent design of suitable FEWS adaptation measures. Decisions made today could create decade-to-century scale legacy effects (both positive and negative) and it is thus critical to take a systems view of how different FEWS are configured in terms of structure and processes, how these vary geographically, and how they can respond to changes in a resilient and sustainable manner. These realities motivated the assembly of papers into this current Frontiers Research Topic.
The goal of this Research Topic is to present a collection of next-generation research studies on FEWS that are emerging from the scientific, integrated assessment, education, and policy domains and to assess the directions they suggest for future research and decision-making. Collectively, the assembled papers discuss a broad suite of capabilities, including the design of suitable FEWS research frameworks that simultaneously advance modeling, data integration, assessment, and training capabilities. These frameworks, in turn, support both hypothesis-based research, assessments, stakeholder engagement, and the implementation of new management approaches.
The papers in this Research Topic were specifically solicited to encompass a full range of FEWS research questions. Thus, many papers address all of the FEWS sectors simultaneously and are therefore—essentially by definition—interdisciplinary. Others focus on two sectors to ensure at least some cross-sectoral linkages. Some papers in the Research Topic rely mainly (or exclusively) on biogeophysical perspectives, others on socio-economics, or some combination of the two. The Research Topic spans three critical areas of development in contemporary FEWS research:
• Conceptual models, frameworks and data for climate-FEWS studies, with specific topics that include: research characterizing climate stressors; research frameworks to analyze integrated systems; approaches to assess how climate trends and extremes disrupt single and multiple elements of FEWS.
• Performance assessments of contemporary and future FEWS, which: identify specific architectures of FEWS; perform evaluations of FEWS capacity to remain resilient under climate and environmental change; focus on urban domains, but also larger-scale regional assessments; identify gaps across scales; and, evaluate how climate-impacted FEWS produce major economic shocks or benefits.
• Linking technical, educational, cultural, economic, policy, and regulatory responses to emerging FEWS challenges. Studies in this Research Topic also make the transition from basic research to applications, through: tradeoff studies to recognize multiple and interacting planning options; quantitative, policy-relevant metrics and other decision-support information from a variety of sources (e.g., in situ, remotely-sensed, or survey data); approaches to stimulate productive interchange among scientists, decision makers, and managers; FEWS education; and, links to global public policies, including the climate agenda and the UN Sustainable Development Goals.
In this context, and while not fully comprehensive, we see this Research Topic as constituting a reasonable cross-section of the state-of-the-art in FEWS research. A total of 179 authors from all over the world contributed to 20 published papers. The resulting Research Topic is cast mainly as a set of Original Research Papers (n = 17), but also with contributions as Methods (1), Perspective (1), and Review (1) pieces. This Editorial contains active links to the original online publications, which can be found at: https://www.frontiersin.org/research-topics/32707.
KEY FINDINGS
• Frameworks and associated modeling and data systems featured prominently across the set of studies, with many papers reporting on their design and use. These included the work by Yadav et al., which generated threshold-based indices of FEWS and affiliated human well-being, in a study in New Mexico (United States). An omnibus framework was described in the methods paper by Vörösmarty et al. and then applied to a suite of subsidiary FEWS assessment models (Bokhari et al.; Vörösmarty et al.; Chang et al.; Kicklighter et al.; Maxfield et al.; Zhang et al.). The effort described a loose confederation of FEWS models guided by hypothesis-testing based on single and multi-factor scenarios depicting contrasts in climate, land cover, and other categories of management, technology, and environmental regulations.
Several papers represented a recent trend in FEWS studies, that is, the engagement of its social dimensions. As part of this transition, the issue of human wellbeing has also been assessed in the context of physical flows of FEWS products in New Mexico (Yadav et al.). Economic aspects have been addressed to evaluate how biophysical flows can be converted into a monetary value for crucial FEWS products generated regionally by the Northeast and Midwest (Chang et al.). The valuation approach offers a more-or-less universally understood metric (money) that can be highly useful for engaging the public and policymakers on both the existence and importance of the FEWS-based production systems they may be charged with managing. Patterns of FEWS consumption have also been analyzed, and in the study of Daignault et al. this constituted a careful tracking of household demands and expenditures for FEWS products. The merging of life cycle analysis with household tracking data enabled the authors to explore how consumerism and household-level consumer behavior drives the demands for FEWS products. FEWS social dimensions research has also recently taken on the question of social equity—with a decided absence of environmental justice principles noted for most of the current literature (Stone et al.). Thus, the social risks associated with FEWS are forecast to rise, without sufficient consideration of economic equity and environmental justice.
Several papers focused on FEWS infrastructure and the affiliated contributions of technology. Sunny et al. explored solar-aided farming systems and showed how new technology adoption in Bangladesh is a multi-dimensional process involving biogeophysical realities, perceptions, and local economics. Zhang et al. and Bokhari et al. executed in-depth analyses of electrical power and cooling technologies to explore how the impact of climate drivers produces inefficiencies in production and thermal pollution that can be mitigated by specific fuel mixes and cooling systems. The infrastructure constituted studies of traditional or new engineering systems (e.g., renewables) but also extended the notion to nature-based assets, as articulated by Vörösmarty et al. For example, the dynamics of natural and built infrastructure were assessed in Kicklighter et al., who demonstrated the impact of heat waves exacerbated by suburban land expansion, which in turn regulated the strength of carbon sequestration as an ecosystem service. Land-use and land cover change also figured prominently in the study by Williams et al., developing scenarios of future development based on contrasting water-saving strategies across the domestic, industrial, and agricultural domains (i.e., through irrigated landscapes).
Several papers also analyzed FEWS tradeoffs. Yourek et al. noted that Integrated Assessment Models are typically poor at capturing finer-scale regulatory and landscape management. However, they nonetheless were able to explore tradeoffs in irrigation and instream environmental flow, enabling an assessment of the impacts of climate versus land and irrigation management schemes in their study of the Columbia River Basin. Not unsurprisingly, increases in irrigation are typically met with reductions for water allocatable to nature. Additionally, they posited that water rights could be downscaled into land allocation policies, establishing another critical dimension to FEWS production tradeoffs. An analysis was also made of the ongoing and large-scale transition to renewables (Fekete et al.), essentially a tradeoff experiment evaluating the reliability of renewable energy transitions from fossil fuels. A primary limit on adopting clean energy technologies is the intermittency of renewables and the necessary energy storage solutions to balance the mismatch between demand and supply in short time horizons. Seasonal and longer time frame intermittencies also exist, and when considered, are found to convey substantial limits in our capacity to adopt a fossil fuel-to-renewable transition. Bokhari et al. demonstrated the value of reduced complexity modeling to analyze tradeoffs in electricity production, its thermal effluents, and other sources of water pollution. Such reduced complexity simulations reflect a high degree of computational efficiency, short set-up times, and capacity to easily develop, test, and communicate modeling results, particularly useful in the context of engaging stakeholders. A large-scale integrated assessment model was used to analyze tradeoffs in irrigated food and electricity production for the entire region of the Middle East and North Africa (Hejazi et al.). It demonstrated how fuel switching could lower tradeoff impacts that otherwise would have been in place with a heavier reliance on fossil fuels.
Stakeholder engagement was another aspect emphasized within the Research Topic. Williams et al. demonstrated how stakeholders engaged in designing scenarios. They revealed through this work the importance of the time horizons over which FEWS actions could be actualized as an essential determinant of user interest. Tuler et al. surveyed both researchers and stakeholders and discovered that they shared several perspectives in the context of joint FEWS research. For example, researchers incorrectly assumed that modeling results needed to be substantially simplified to be communicated to their stakeholders, yet in reality oversimplification was unnecessary, with the non-scientists in fact preferring a more complete—though admittedly more complex—reporting of modeling results. A study exploring the interactions between academic and NGO partners in a case study for Puerto Rico (Markazi et al.) recognized the importance of NGOs (at least in that specific regional context) in mobilizing the community, which in turn would enhance the overall institutional effectiveness to manage FEWS. While this work was context-specific, it could also find more general applicability.
Workforce development was the subject of the paper by Murray et al., who argued for the value of embedding experiential learning into doctoral training programs. Using confidence measures across the student body sampled, they aimed to facilitate interdisciplinarity and showed evidence of breaking down, traditional siloed barriers.
The Perspective piece by Khan et al. proposes that well-cast FEWS Case Studies, particularly those in the applied domain, are important for progress in the field but still generally lack a coherent strategy in their design and execution. However, several of the Research Topic papers were in fact case studies, although cast across a wide variety of scales, from large regional: MENA (Hejazi et al.), US Northeast/Midwest (Vörösmarty et al.; Vörösmarty et al.), Bangladesh (Sunny et al.); to smaller regions across the United States: New Mexico (Yadav et al.), Puerto Rico (Markazi et al.), Columbia River (Yourek et al.), Southwest Kansas (Ofori-Bah and Amanor-Boadu), Delaware River (Bokhari et al.); to locales: Magic Valley Idaho (Williams et al.), Lake County Illinois (Daignault et al.). The review of Khan et al., which also noted the lack of an overall approach to FEWS studies, then called for a community of practice to be established, which would help to standardize data, develop more applied case studies, and effect comparisons of modeling results.
WHAT DID WE LEARN ABOUT RESILIENCE IN THE FEWS SYSTEM IN LIGHT OF CLIMATE CHANGE AND ITS EXTREMES?
Four major cross-cutting themes helped to unite the papers presented in this Research Topic and give us some insight into building resilience across the FEWS nexus. The first is that operational context is important. From the various papers, it was shown that in situ climate conditions, the level of development in the country or region of interest, and its FEWS challenges are conditioned on specific biogeophysical and social dimensions. For example, the macro-regional challenges in managing water for FEWS in the arid to hyper-arid MENA region are dramatically different than for the U.S. Midwest and Northeast, yet both are large regional systems that must be managed with key macro-scale strategic factors in mind and in place across the domain of interest (e.g., energy sector production versus food production versus protecting public water supply).
Second, in terms of climate change, an adaptable response strategy—particularly in light of climate extremes—will be required in order to successfully apply the palette of new FEWS technologies, combined with better planning and coordination of land use change and management of inland waterways to maximize their intrinsic ecosystem services. A prime example is how increased irrigation use may alter freshwater fisheries and concentrate extant pollutants due to competing demands for water. To be successful, resilient FEWS adaptations will need to simultaneously address the social dimensions of tradeoffs, often requiring choices which may impact one sector more than another, and thus the lives and livelihoods of large populations engaged as both managers and beneficiaries of FEWS resources.
Third, virtually all of the studies in the Research Topic had some notion of organized computation and data management to handle their FEWS tradeoff, sensitivity, and sustainability questions. We see the need for promoting fuller access to data and scientific results by researchers and stakeholders alike, and upon which an ongoing open exchange between these two critical groups can be sustained. Some papers suggested that past approaches at the community and larger government levels have been insufficient because their FEWS approaches have not been sufficiently operationalized. To fill this gap there needs to be a multi-scalar and multi-sectoral research infrastructure to perform the necessary background research and planning. To do so, we also need to improve the “culture” of FEWS research, where scientists maintain open and continuous exchanges with stakeholders.
Fourth, our educational system also needs to be upgraded to train a next-generation, interdisciplinary workforce in sustainability science. We will need researchers, engineers and policymakers who can address the many integrated FEWS challenges, which are not merely determined by the physical nature of the nexus setting but also by their social dimensions. New interdisciplinary training programs need to be formulated and tested.
From this Frontiers Research Topic, we see some immediate steps that should be taken to improve our capacity to address FEWS challenges through research. In the more than decade since the nexus concept first entered the sustainable development domain, definitions, data, and model needs have yet to be standardized. This not only will impede our progress on basic research but also delay optimal operationalization of the nexus. Efforts must therefore be invested in crossing the nexus divide and creating “common cause” with other FEWS researchers and practitioners. This would involve community-based mobilization to systematically evaluate and, where necessary, combine the diversity of existing data sets and models currently available.
We see immediate value in establishing a FEWS community of practice, which can host important intercomparison studies of archival, in situ monitoring network data, or remotely sensed FEWS-relevant knowledge resources. The partnership could first focus on the tools and analytics needed to characterize the basic nature, processes, and sensitivities of FEWS. Then, it could forecast potential future states of the nexus, driven not only by climate change but also the diverse spectrum of human actions that include management or mismanagement of land and water systems, pollution control, and economic and social policies. The authors view this as a grand, and likely long-lived, challenge for the FEWS research and applications community.
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Interconnected food, energy, and water (FEW) nexus systems face many challenges to support human well-being (HWB) and maintain resilience, especially in arid and semiarid regions like New Mexico (NM), United States (US). Insufficient FEW resources, unstable economic growth due to fluctuations in prices of crude oil and natural gas, inequitable education and employment, and climate change are some of these challenges. Enhancing the resilience of such coupled socio-environmental systems depends on the efficient use of resources, improved understanding of the interlinkages across FEW system components, and adopting adaptable alternative management strategies. The goal of this study was to develop a framework that can be used to enhance the resilience of these systems. An integrated food, energy, water, well-being, and resilience (FEW-WISE) framework was developed and introduced in this study. This framework consists mainly of five steps to qualitatively and quantitatively assess FEW system relationships, identify important external drivers, integrate FEW systems using system dynamics models, develop FEW and HWB performance indices, and develop a resilience monitoring criterion using a threshold-based approach that integrates these indices. The FEW-WISE framework can be used to evaluate and predict the dynamic behavior of FEW systems in response to environmental and socioeconomic changes using resilience indicators. In conclusion, the derived resilience index can be used to inform the decision-making processes to guide the development of alternative scenario-based management strategies to enhance the resilience of ecological and socioeconomic well-being of vulnerable regions like NM.
Keywords: drought, socioeconomics, FEW nexus performance indicators, resilience index, resilience threshold, system dynamics modeling
INTRODUCTION
The availability and consumption of food, energy, and water (FEW) resources heavily rely on one another, and there are numerous ways in which these three systems overlap and interconnect. For example, food production accounts for ∼30% of global energy consumption and ∼92% of the human water footprint (Finley and Seiber, 2014); 15% of global water withdrawals are used for energy production (IEA, 2012) and 70% for food production (Ritchie, 2017); 3% of global electricity is required for water provision (Liu et al., 2015) and 6% for food production (Ritchie, 2017). However, currently, about 0.8 billion people are hungry (FAO, 2017), 1.4 billion people have no access to energy (Alstone et al., 2015), and 0.7 billion people have no access to water (FAO, 2011). The demand for FEW resources is projected to increase, further adding management, sustainability, and resilience challenges as there is a need to increase food production by ∼70% (FAO, 2014; World Bank, 2016) along with 57% more water (WWAP, 2015) and 40% more energy (OECD, 2012; World Energy Outlook, 2014; Rasul, 2016) in the next 20 years. The combination of factors that include global population growth, which is projected to grow from 7.7 billion people in 2019 to 9.7 billion in 2050 and 10.9 billion in 2100 (UNDES, 2016), increased economic development, and rapidly changing climate amplifies the scarcity of water supply, the decline in food production, and the depletion of fossil fuels that humans heavily rely on for socioeconomic development (Gerland et al., 2014; Karandish and Mousavi, 2016). Providing a framework that allows proper modeling and evaluation of FEW system components is a first step toward improving the ability to better manage and allocate these resources.
These factors which can generally be grouped into two categories—socioeconomic and climate change—act as external drivers of vulnerability of FEW systems to related disturbances and shocks (Wisner et al., 2004). Major challenges to FEW systems are those imposed by climate change–induced extreme events, such as droughts (Mpandeli et al., 2018), increased temperature, and variable precipitation patterns, especially in semiarid regions with low adaptive capacity [e.g., New Mexico (NM) in the Southwest United States (US)] (Niang et al., 2014). Increased temperatures and declining precipitation can increase the demand for water supply—mostly for irrigation to ensure food security (FAO, 2012), lead to environmental degradation, and eventually deteriorate human livelihood, well-being, and economic development (Sun and Yang, 2016). Additionally, significant socioeconomic changes (e.g., food and energy prices) can influence the availability and accessibility of FEW resources, making large portions of the population unable to afford and access these basic needs (Mohtar and Daher, 2010; Ringler et al., 2016). The effects of these external drivers are complex, span the three FEW nexus components, and can drastically affect the sustainability and resilience of FEW resources.
As it is important to provide an improved understanding of the functionality of individual components of FEW systems, it is also critical to have an elaborate characterization of the interconnections and behavior of these systems as a nexus as they evolve and transform these climatic and socioeconomic setbacks (Grafton et al., 2017; Rosa et al., 2017; Scanlon et al., 2017; D’Odorico et al., 2018; Nhamo et al., 2018; Rosa et al., 2018). These interconnections are among the most important ones of nature that are essential for human well-being (IRENA, 2015; EIA, 2018; Nhamo et al., 2018; Ding et al., 2019). A distinct framework is required to investigate FEW system dynamics and assess the resilience of such coupled natural–human systems (Carpenter et al., 2001; Gunderson and Holling, 2001; Holling, 2001; Folke, 2006). The scope of this conceptual analysis was to develop a framework to assess FEW system relationships, identify external drivers, and conduct a threshold-based resilience evaluation.
The resilience challenges related to FEW systems and human well-being are particularly amplified in semiarid regions such as the state of NM in the southwest of the United States. NM, with its unique characteristics, can be considered as an informative case of FEW nexus and human well-being. NM has recently experienced frequent and prolonged drought events (Gonzalez et al., 2018), and it is projected to experience extremely high–water scarcity conditions in the future (WRI, 2015). NM is a major fossil fuel (e.g., crude oil and natural gas) producer, and the energy sector significantly supports its economy. The resilience of NM’s FEW nexus is challenged due to the increased pressure on its water resources, food production (Sawalhah et al., 2019; Zaied et al., 2019; Zaied et al., 2020), economic shocks from energy markets, and fluctuations in ranchers’ and farmers’ income. These NM challenges further highlight the need to appropriately conduct qualitative and quantitative analysis, and integrate and evaluate the dynamic behavior of FEW systems to enhance their resilience.
This study used the “nexus” concept because it has emerged as an effective means to address these challenges by properly describing the complex linkages and inseparable interactions between multiple distinct but interconnected systems (McGrane et al., 2019). The concept has long been used in philosophy, cell biology, and economics. It was introduced to natural resources disciplines in the Food–Energy Nexus Programme (Sachs and Silk, 1990), to provide integrated solutions to food and energy scarcity (McGrane et al., 2019). It was highlighted at the Bonn 2011 Nexus Conference to promote the understanding of FEW resources, provisioning basic needs, and ensuring security (Hoff, 2011). The nexus concept can be defined as an integrated systems approach to qualitatively describe and identify interconnected subsystems and to quantitatively account for their functionality and resource availability, enhance their synergistic use, and minimize trade-offs with the main goal of sustaining the well-being of human societies and resilience of FEW systems. The concept has been explored to promote effective management of FEW resources qualitatively and quantitatively (Hoff, 2011; Fischer et al., 2015; Keairns et al., 2016; Scanlon et al., 2017), for example, to assess the effects of irrigation practices on water resources (de Vito et al., 2017; Cai et al., 2018), assess human livelihood under climate and socioeconomic impacts (Ding et al., 2019), and integrate FEW and human systems to promote environmental security and sustainability (Biggs et al., 2014; Biggs et al., 2015; de Grenade et al., 2016).
Most previous research efforts that focused on qualitative and (to some extent) quantitative assessments of the FEW nexus lacked modeling of its dynamic behavior (Keairns et al., 2016; Albrecht et al., 2018; Givens et al., 2018). A clear quantitative description is required to adequately integrate such coupled natural–human systems, develop effective management decisions (Ramankutty et al., 2018; Rosa et al., 2018; Mohtar and Daher, 2019), and improve resource use efficiency and synergies (Kan et al., 2016; Fang and Chen, 2017). However, most traditional modeling approaches may not be suitable for such complex systems (CE, 2010; Bazilian et al., 2011; ADB, 2013; WB, 2013; NSF, 2014) because their parametrization limits their application to local scales (Miralles-Wilhelm, 2016); hinders their ability to integrate more than two subsystems (Dubreuil et al., 2013); and lack in coupling socioeconomic systems. On the other hand, these limitations provide the opportunity to apply system dynamics (SD) (Forrester, 1994; Sterman, 2000) which allows characterizing the dynamic behavior systems. The SD approach is unique for integrating physical (e.g., FEW) and socioeconomic (e.g., employment) systems (Bagheri and Hjorth, 2007; Winz et al., 2008; Tidwell et al., 2018). An SD model can help visualizing the interrelationships between discrete sectors, the dynamic changes, and the interdependences among FEW systems (Simonovic and Fahmy, 1999). It also allows the use of scenario-based analysis to simulate past, current, and forecast future resource availability and consumption (Fiksel, 2003; Bieber et al., 2018; Laspidou et al., 2020).
It is important to monitor the dynamic behavior of the FEW nexus over time in response to disturbances. Ecological (e.g., FEW) and social (e.g., human society) systems can, mostly, adapt to external stresses over time until a resource availability threshold is surpassed, beyond which these systems can undergo significant shifts—either transform into a new equilibrium state (Angeler and Allen, 2016) or become nonresilient (Angeler and Allen, 2016). The temporal behavior of these systems can be effectively captured using the resilience concept that was introduced in the field of ecology beginning in the 1970s (Holling, 1973). Resilience thinking is a generic approach that has been increasingly adopted to understand socio-ecological systems (Carpenter et al., 2001; Folke et al., 2002; Folke, 2006). Achieving resilience across FEW and human systems signifies the amount of disturbance that these systems can withstand before shifting into a new stable state. It is important to identify the factors that allow maintaining resilience and those that can introduce risks and undesired resource scarcities.
Additionally, performance indicators that couple FEW and human well-being (HWB) systems need to be developed. HWB is a subset of social well-being and economic growth that can be measured using a number of indicators such as employment, education, and income, among others (OECD, 2012). FEW and HWB systems can seamlessly be integrated using their relevant indices—FEW Index and Human Well-being Index (HWBI), respectively. The goal of this analysis was to develop an integrated framework referred to as FEW-WISE including FEW, human Well-beIng, and reSiliEnce. The objectives were to 1) provide an improved characterization of the integrated relationships in FEW systems, 2) provide a quantitative assessment approach for the FEW nexus based on relevant indices and thresholds that can identify its dynamic equilibrium status, and 3) propose a resilience simulation framework to assess the response of FEW resources in the presence of external stresses. These objectives can be achieved using the FEW-WISE framework that consists of five steps (FEW-WISE Framework section below). In this article, the first two steps were described in detail to lay out the baseline information needed to model and conduct indicators-based analysis. The other three steps were individually conceptualized and will be described in separate modeling, indices, and resilience assessments. The SD modeling results, predicted parameters of FEW nexus, and resilience index will be reported separately in a follow-up article that shows the application of the FEW-WISE framework. This framework was developed within the context as part of an INFEWS project using NM as a case study but can be generalized for other vulnerable regions with similar conditions.
STUDY AREA
NM encompasses a large geographic area with diverse interior–continental ecosystems, including mountain ranges, forests, grasslands, and deserts (NOAA, 2017). NM population has shown a sustained growth during 2001–2005 after a leveled growth around the 2000 Census (BBER, 2008). However, NM has experienced a slow growth in population during 2010–2019 when most of the counties saw a decrease in population (NMEDD, 2010); migration and economic trends provide real historical impetus toward population dynamics (USBC, 2019). NM has a considerable reserve of fossil fuel, mineral, and renewable energy resources. Crude oil and natural gas place the state among the top 10 energy producing states in the United States (EIA, 2019; EIA, 2020). NM’s abundant land makes it the fifth largest state in the United States with 314,850 m2 of land of which 175,230 m2 are classified as farms and ranches with 88% of this area identified as rangeland (Figure 1) (Goodwin and McDermott, 2017).
[image: Figure 1]FIGURE 1 | Study area showing county-wise distribution of food–energy–water systems and climate over New Mexico that includes livestock production (NASS, 2015), rangeland cover (USFS, 2019), total crops sold (NASS, 2015), total water withdrawal (Molly et al., 2015), Oil & Gas production in Oil Conservation Division (OCD) Districts, and 30-year (1981–2010) mean annual temperature and rainfall (PRISM, 2010).
NM has an arid to semiarid climate and is ranked as the fifth driest state in the United States. NM average annual precipitation is ∼380 mm (1895–2019) and ranges from less than 254 mm over much of the southern region to more than 508 mm at higher elevations (NOAA-NCEI, 2020). NM temperatures vary widely with a monthly average temperature in the northern mountainous regions ranging from 6.7°C in January to 15.6°C in July, while in the lower elevations in the south, the range is from 4.4°C in January to 26.7°C in July. The state has a limited and variable water supply due to its normally dry conditions and frequent droughts that add challenges to explore its full potential in food and energy resources, thus affecting the sustainability of these systems and New Mexicans’ livelihood and well-being.
The major industries in NM include agriculture and energy. Within the agricultural sector, NM is known for its considerable production of livestock (e.g., beef), diary (e.g., milk), and crop (pecan and hay) commodities. The livestock industry is an integral economic component for NM that adds ∼ $2.5 billion to its gross state product (GSP) and employs over 32,000 workers as of 2012 (Diemer et al., 2012). Most irrigated lands are located along the Rio Grande River corridor running from north to south through the middle of the state. The energy sector provides significant revenue to the state, which then supports New Mexicans in different ways (e.g., schools, hospitals, and state government and other services) (EMNRD, 2015). NM has plentiful energy resources (fossil fuels and renewables) that make it the eighth largest energy producer in the United States with more than 6 and 4% of the United States total proved crude oil and natural gas reserves in 2018, respectively (EIA, 2018). This wealth of energy resources also creates economic development opportunities, from attracting manufacturing to additional opportunities for energy exports. Both food and energy production are water-intensive activities.
FEW-WISE FRAMEWORK
The FEW-WISE framework follows five steps: 1) qualitatively identify the relationships between FEW nexus components and quantitatively assess resource exchanges, 2) identify the drivers of the systems, 3) integrate FEW systems using SD models to evaluate their response to the identified drivers, 4) develop FEW and HWB performance indices, and 5) develop a resilience monitoring criterion using a threshold-based approach that integrates these indices (Figure 2). The qualitative and quantitative assessments of NM’s FEW nexus along with the external drivers can be used as inputs to simulation and prediction of FEW systems’ temporal response to identified changes and can be used to develop the corresponding FEW and HWB resilience indices at the county and state levels. These five steps are discussed and explained in more detail in NM FEW Nexus Description to Resilience section below.
[image: Figure 2]FIGURE 2 | Integrated FEW-WISE framework that couples food–energy–water systems and drought impact, socioeconomic, and human well-being components.
NM FEW Nexus Description
To operationalize the analysis of NM FEW systems, the interactions between FEW subsystems under external drivers were first qualitatively characterized, as depicted in Figure 3. Such depiction was needed to promote cross-sector collaboration, develop coherent decisions, and enhance HWB and resilience (Keskinen et al., 2016). This qualitative description of NM FEW systems was based on resource use, for example, food commodities produced using NM land, water, and energy. Much of the food commodities produced in NM are exported, and thus, additional supplies are imported to meet local demands.
[image: Figure 3]FIGURE 3 | New Mexico food–energy–water (FEW) nexus describing the relationships and interconnections of its components under climate and socioeconomic drivers.
Food and Energy
In NM, energy is used in harvesting, production, processing, and transportation of agricultural (e.g., crop and livestock) commodities. Likewise, agricultural by-products (e.g., biofuels and biopower) can be used, to a limited extent, to generate energy. The important variables that link these two sectors were identified based on a few factors including the total amount and economic value of production as well as the amount of resources used or needed from the other sector to produce these variables.
NM food production systems include crops and livestock commodities. Major crops include field crops (e.g., hay, winter wheat, sorghum, corn, cotton, peanuts, and dry beans), vegetables, and nuts (e.g., chili, onions, and pecans). In 2017, the total crop production in equivalent metric tons was about 4.012 million (NASS, 2018). Corn (grain and silage) accounted for about 53%, followed by hay (all types) and onions about 28 and 6% of the total production, respectively. While pecans accounted for only 1% of the total crop production by weight, its economic value outpaced that of corn and hay (Figure 4). NM was among the largest producers of pecans (a high value cash crop) as the state ranked second in 2017, with a 28% increase from 2016. In 2018, NM surpassed Georgia in pecan production for the first time and ranked as the top producer nationally. Most of the pecan acreage is in Doña Ana county, followed by Eddy and Chavez counties (NMDA, 2018).
[image: Figure 4]FIGURE 4 | Economic value (outer circle) and production (inner circle) of New Mexico crops in 2017.
NM livestock production systems consist of beef cattle, dairy, sheep, and lambs. Except for dairy, most of NM livestock production depends on pasture and rangelands. Based on January 2018 inventory, the total number of all cattle and calves was ∼1.51 million and that of milk cows was ∼483 thousand. The economic value of dairy production (mainly milk) was more than that of all meat animals as they accounted for 41.4 and 31.5% of the total cash receipts, respectively, of all agriculture commodities (NASS, 2018). Nationally, in 2012, NM was ranked ninth for the value of milk sold and the number of milk cows. Most of this production occurs in Chavez, Curry, and Roosevelt counties.
In terms of energy production, NM has a diverse energy portfolio, and it is considered a major producer of crude oil and natural gas as it was ranked third and eighth in the United States in 2020, respectively. NM natural gas and crude oil account for close to one-tenth and over 3% of the United States total production, respectively. Major crude oil and natural gas reserves are in the Permian Basin in the southeast and in the San Juan Basin in the northwest (see oil and gas production districts map in Figure 1). The Permian Basin has supplied more than 5.7 billion m3 of crude oil and about 3.75 trillion m3 of natural gas as of January 2020. As of 2018, the U.S. Energy Information Administration (EIA) estimated the remaining proven reserves in the Permian Basin exceed 11 billion barrels of crude oil and 1.38 trillion m3of natural gas, making it one of the largest hydrocarbon-producing basins in the United States and globally (EIA, 2019). In 2010, EIA ranked the combined San Juan Basin Gas Area in Colorado and NM as the second largest natural gas field in the United States in terms of proven reserves, with a production of 54 billion m3 in 2019. Other sources of energy in NM include coal and renewables (e.g., geothermal, hydroelectric, biomass, wind, and solar) but have minimal contribution to the state’s total energy production. NM is the seventh largest net supplier of energy in the United States, with a total annual production of 2,820 trillion Btu in 2017 (mostly crude oil and natural gas).
The total demand for energy by the agriculture sector was 1,700 trillion Btu in 2009 (all sources of energy), which decreased to 1,500 trillion Btu in 2012, and has been increasing since 2014 reaching 1,714 trillion Btu accounting for about 1.74% of the total U.S. primary (e.g., coal, natural gas, and oil) energy consumption (Hitaj and Suttles, 2016). The secondary form of energy (e.g., electricity) is also used at all the stages of food production, including pumping water for irrigation (7.5% US cropland and pastureland were irrigated using electricity in 2007), powering tractors for tillage and harvesting; transporting and distributing food products, and for heating and cooling in livestock activities (23.7% in the year 2002) (Miranowski, 2005; Nord et al., 2005).
Fossil fuels are used throughout the feed chain of the livestock production systems (production, transportation, storage, processing), farm operations (machinery, equipment, climate control), and products chain (transportation, processing, storage) (Sainz, 2003). (Patrick, 1977) estimated the energy demand for dairy, range beef, and feedlots beef productions as 57.56 million Btu, 57.17 million Btu, and 39.30 million Btu per animal unit, respectively. NM dairy production systems consistently showed the highest energy demand. NASS (2018) reported 465,000 beef cattle head and national average beef cow weight as 608 kg for the year 2017 that is equivalent to 6,28,215 animal unit (AU). Energy requirement of beef cattle in the year 2017 is approximately 60,652 billion Btu.
Energy requirements of alfalfa, corn, wheat, and sorghum were estimated using energy requirements reported by Patrick (1977) using NM crop yields of the year 2018. The energy requirements of crop (production) for alfalfa (4,230 kg), corn grain (4,712 kg), sorghum (957 kg), and wheat (405 kg) are expected to be around 15.8, 27.4, 8.0, and 4.2 million Btu, respectively. Overall, NM energy consumption varies widely by sectors defined by the EIA (Figure 5). NM agricultural industries spent nearly $90 million for petroleum fuel and oils and another $49.6 million for electricity in 2016 to power farm equipment, manufacture fertilizer, and transport products (CEA, 2016). The transportation sector is the largest energy consumer in NM, followed closely by the industrial sector, where more energy is consumed per capita than in three-fourths of the United States (EIA, 2017) (Figure 5).
[image: Figure 5]FIGURE 5 | Energy consumption by various end use sectors of New Mexico in 2018.
Water and Energy
Generally, energy production relies on water availability, and the supply and distribution of water require energy (King et al., 2008; Sanders and Webber, 2012). In NM, extraction of energy resources including crude oil and natural gas involves the use of hydraulic fracturing technology—a process of high-pressure injection of a fluid mixture that consists of water, sand, and chemicals into bedrock formation for increased production. Also, power generation is a major source of water consumption (e.g., mainly electricity) for cooling (specifically coal and natural gas). There are no nuclear power generation plants in NM. Minimal amounts of water are used in other mining activities. On the other hand, energy is needed for pumping, conveyance of water for agriculture (from surface and/or groundwater resources), purification, treatment, and distribution of freshwater and wastewater, and other domestic uses at the household level (e.g., water heating and laundry).
To account for how much water is used for energy production, it is important to evaluate the exchange of quantities between these two systems. NM water supply depends on surface and groundwater resources relatively equally to meet its demands. During a typical year, almost half of NM water comes from groundwater aquifers (Longworth et al., 2019)—about 2.1 billion m3 per year, pumped from the five major freshwater aquifers underlying NM. More groundwater pumping may occur during drought years to make up for the deficit in surface water supply. Groundwater withdrawal is more energy-intensive than that of surface water. NM uses about 12.87 billion m3 per day (Maupin et al., 2010) as mining and irrigation account for 1 and 76%, respectively, of total groundwater use (Longworth et al., 2013) (Figure 6). In NM, about 1.65 billion m3 of water were applied to irrigate 2.73 billion m2 in 2018 (US DOE, 2014).
[image: Figure 6]FIGURE 6 | New Mexico water use by categories in 2015.
The growing practice of multistage hydraulic fracturing has increased the amount of water used per well in recent years, which, in NM, can range from 1.9 to 30 million liters per well. While this amount of water used for energy extraction (crude oil and natural gas) represents a small fraction of the total water use, it can trigger local stress on freshwater supply in high-production areas. Withdrawal in all water use categories combined was about 3.84 billion m3, of which surface water and groundwater accounted for 52.34 and 47.66%, respectively. In 2015, water use under the mining category accounted for 52.17 million m3 (51.26 million m3 in 2010) (EIA, 2017). Power generation accounted for 71.96 million m3 in 2010 compared to 72.06 AF (1.62%) of total water use in 2015. Compared to 2015, power generation in 2010 used 81.3 and 18.7% surface and groundwater, respectively, out of the 71.96 million m3. Mining activities use mostly groundwater (∼97% in 2015), while power generation uses mostly surface water (∼79% in 2015) (Longworth et al., 2013). However, in the United States, irrigation accounted for 42% of freshwater withdrawal in 2015 as compared to 84% in NM. Therefore, the data about the nature and volume of the aquifers are important to manage NM water resources, economics, and environment.
To represent the variation in water use for energy production, water intensity of the power generation variable can be developed and used to account for the combined water use in mining and power generation. For the United States, water intensity of the total power generation was about 57.2 L per kilowatt-hour in 2014 (49.2 L per kilowatt-hour in 2017). Water intensity referred to here is the average amount of water withdrawn per unit of total net electricity generated. The total energy used for irrigation and sprinkler operation accounted for 1,160 GWh or approximately 3% of NM’s total energy use in 2011. This estimate was based on acres of land using groundwater and sprinklers. In 2010, the total water used for energy production accounted for about 3% of NM’s overall withdrawal from surface and groundwater sources (Tatro, 2018). The amount of energy needed for public supply was about 26 MWh of electric power for groundwater pumping from an average depth of 150 m.
Water and Food
NM’s water, which supports its crop and livestock production and food processing, is limited due to variable precipitation and recurring drought conditions that consequently create production uncertainties, inhibit farmer and rancher livelihood, and can result in more fallow land or land transitions out of agriculture. For the last half century, water use by agriculture was roughly evenly split between groundwater and surface water. However, in 2013, out of 1.62 billion m3 irrigation water, 0.99 billion m3 ground water from wells, 0.18 billion m3 on-farm surface water, and 0.45 billion m3 off-farm water from other sources were used (USDA, 2013).
In addition to the water for food needs for growing crops, water is also essential for livestock production—beef cattle and dairy are an important source of food in NM. Globally, irrigated crops and raising animals consume ∼70% of the total freshwater. Livestock production needs water for animal watering, growing feeds, and on-farm needs such as cleaning, sanitation, cooling, and waste disposal systems; however, direct water consumption for drinking accounts only for 0.5% of the total livestock water footprint (Sawalhah et al., 2021). Most water requirement in livestock production is to grow feeds (95% of the total water footprint). In NM, 28,203 L of green (precipitation) and blue (surface and ground) water are required to produce one kilogram of beef, where blue water accounted for only 18% of the total water footprint (Sawalhah et al., 2021). In 2015, livestock production accounted for 1.1% from NM total freshwater withdrawals compared to 82.5% withdrawals by irrigation (USGS, 2015). The highest annual blue water footprint in NM’s livestock production is associated with dairy cows. Marston et al. (2018) reported that dairy cows, beef cattle, sheep, goats, and hogs consumed around 23, 597; 20, 610; 247; 78; and 7 thousand m3 per year, respectively. Additionally, more water is being used to produce beef than anything else humans eat, requiring 15, 415 liters of water (primarily to grow feed for animals).
Crops also affect natural flow regimes, yet these effects are not well-understood. Return flow from irrigation systems (nonconsumptive portion of water withdrawals) affects flow balance and water use accounting at a basin scale (Cai et al., 2003; Ochoa et al., 2020). Determining return flow, especially the utilizable return flow volume, is important for not only understanding water balance in streams and aquifers but also determining water availability for the development of more reasonable (and sustainable) water rights at the river basin scale (Grafton et al., 2012). For instance, the conversion of water-intensive crops to low-water crops (e.g., sorghum) has been identified as one of the effective methods to ease pressure on an increasingly limited water supply. Water managers face a continual challenge to meet the needs of multiple users.
NM FEW Nexus Drivers
FEW nexus components act as endogenous factors influencing one another (Chang et al., 2016). External (exogenous) drivers can simultaneously affect their behavior; thus, they need to be considered to address resilience challenges in terms of opportunities and trade-offs. External drivers can include climate variables and related extreme events—that is, temperature, precipitation, and drought—and socioeconomic stresses such as economic growth, population growth, poverty, political stability (Hameed et al., 2019). They can directly be linked in the FEW-WISE framework through multiple interactions and feedbacks across spatial and temporal scales (Chenoweth et al., 2011; King and Jaafar, 2015; Scanlon et al., 2017), thus creating risks and management challenges.
Temperature and Precipitation
NM annual precipitation showed a slight decreasing trend, while an increasing trend in mean annual temperature was observed for the period between 1895 and 2019 (Figure 7A). This combination can have a profound negative impact on mountain snowpack that feeds water supply reservoirs by reducing water flow to the river basins and thus affecting water availability during the growing season. Even if snowpack accumulation was not to decrease, the projected higher temperatures will lead to an earlier initiation and end of snowmelt, potentially necessitating changes in water management.
[image: Figure 7]FIGURE 7 | (A) Annual mean precipitation and temperature of the United States and New Mexico from 1895 to 2019 (Source: www.ncdc.noaa.gov/temp-and-precip/) and (B) Elephant Butte Reservoir storage levels (m3) in New Mexico from 1915 to 2020 (Source: USBR, 2021).
Multiyear periods of high and low precipitation have resulted in very large swings in reservoir water supplies for agriculture. For example, the water levels in the Elephant Butte Reservoir were high from the 1920s to the 1940s before dropping to low levels during the mega drought of the 1950s until the 1980s. High levels remained throughout the 1980s and 1990s until falling again in the first part of the 21st century to about 10–15% of its capacity (Figure 7B).
NM’s precipitation and temperature trends (Figure 7A) demonstrate that the deficits between potential evapotranspiration from freshwater bodies or vegetated surfaces and precipitation are increasing. This increased deficit can reduce streamflow and reservoir storage (Figure 7B) and increase drought severity (Figure 8). With persisting drought conditions, farmers are increasingly dependent on pumping groundwater, rather than surface water sources (e.g., reservoirs and streams) to irrigate their crops and make up for the deficit that results in high production costs. Subsequently, the variable water supply threat has led farmers to plant more drought-resistant crops like beans, or to abandon their fields altogether. In NM, the most extensively pursued in terms of agriculture land area used is livestock grazing. Due to increased variability in precipitation, the amount of water is not sufficient for the optimum growth of forage on rangeland. Thus, this limited and variable rangeland productivity has resulted in reduced feed for livestock, and some ranchers adopt risk-averse strategies of selling their cattle to reduce the cost of buying additional feed supplements (e.g., hay) (Holechek et al., 2020; Gedefaw et al., 2021). At the same time, ranchers significantly reduce cattle herd sizes, allowing grasslands to recover from drought conditions (Uyttebrouck, 2013).
[image: Figure 8]FIGURE 8 | Palmer Drought Severity Index (PDSI) for New Mexico (1895–2020).
Drought Impacts
The southwestern United States is particularly vulnerable to drought, and even a small decrease in water availability in this already arid region can stress natural systems and further threaten water supplies. Drought poses a persistent risk to NM, added to its normally arid to semiarid climatic conditions. Drought events have broken historical records in recent years (NOAA, 2017). The extended record indicates that droughts were frequent in NM and more severe in recent years (Figure 8) (NOAA, 2017; Johnson et al., 2020), and this trend is projected to continue (Schwalm et al., 2012).
Drought can directly and indirectly disrupt the state’s most vulnerable economic activities including farming, ranching, and other sectors linked to agriculture. Recent extreme droughts have negatively impacted NM ecosystems such as the Chihuahuan Desert, causing grassland degradation and resulting in reduced grazing capacity for livestock (Gedefaw et al., 2021). Indirect impacts include, for example, reduced employment opportunities and increased agricultural input purchases. Drought also has indirect economic impacts on other sectors including public water supply, industry (e.g., mining, crude oil, and natural gas production), tourism and recreation, and tribal economies. Recurrence of a multiyear severe drought like that of the 1950s would have greater impacts on the food and water resources and the economy of the state than in the 1950s because of warmer temperatures, population growth, and increased demand for water since the 1950s. Nevertheless, climate change will affect NM food systems and could undermine food security by reducing farmlands by 20–25% and irrigation water by more than 90% (USEPA, 1998; Voiland, 2013).
NM experiences lack of funding for short- and long-term water planning, which can increase water sustainability risks compounded by the general lack of awareness of predicted future declines in water availability (Gonzalez et al., 2018). NM is not alone as it is facing the same challenges experienced in the Western United States with increasing demand, reduced supply, and an inadequate legal and regulatory framework that was set up over 115 years ago when the conditions were different. There is a concern that the lack of funding and appropriate efforts will result in prolonged periods of extremely low water flow as warmer temperatures increase water losses due to increased evaporation. With increased reliance on groundwater, deeper groundwater wells would be needed to accommodate declining groundwater table, posing additional accessibility challenges and risks as groundwater often contains higher levels of salinity and other minerals that can reduce crop production and increase soil contamination (Frisvold et al., 2013).
Socioeconomics
NM FEW nexus functionality has direct and indirect impacts on the state’s revenue and expenses, employment, and gross development product (GDP). Specifically, NM energy and food sectors have wide-ranging benefits to the state economy and New Mexican’s livelihood and well-being. Together, agriculture and food processing support almost 50,000 jobs and contribute $10.6 billion to NM gross state product (GSP) in 2012 (Diemer et al., 2012). The agriculture and food processing industries directly created 32,578 jobs and 18,308 jobs in related support activities for a total of 50,886 jobs statewide (Diemer et al., 2012). These socioeconomic indicators have varied over the years based on several factors that include price fluctuations (crude oil and natural gas) and natural hazards such as drought. For example, the economic well-being of farmers and ranchers, which can be evaluated using net gains and losses in cash income, decreased by 36% between 2007 and 2012. Also, from 2002 to 2012, the number of farms in the United States with net losses increased by 0.2%, while that for NM increased by about 81.4% (New Mexico First and New Mexico State University, 2016).
The total value of the NM agriculture sector in 2018 was ∼$3.17 billion, while that of livestock production was $2.18 billion (NASS, 2018). Beef cattle and dairy are the most important agricultural activities in NM, contributing ∼42 and 56%, respectively, in cash receipts (NASS, 2016). Major portions of NM agricultural and processed food products (∼97%) and cattle (∼99%) are processed out of the state (NMDA, 2010). To meet NM consumers domestic demands, locally produced agricultural products of $13 million were sold directly to consumers in 2010. The prices of these food commodities coincided with higher energy consumption required for their production and processing.
Crop production requires significant direct (fuel and electricity) and indirect (fertilizers and pesticides) energy inputs that are mostly based on crude oil and natural gas. Price fluctuations of these energy sources directly impact agricultural production. Energy prices during 2011–2014 were 20 times higher than those of the 1970s and can be largely attributed to a combination of increasing global demand and increasing market fluctuations (Figure 9A). On the other hand, a huge drop in crude oil prices from June 2014 to March 2016 negatively impacted NM’s economy through declines in revenue that ultimately affected services provided to New Mexicans and resulted in a state fiscal crisis (Figure 9B).
[image: Figure 9]FIGURE 9 | (A) Prices of crude oil and natural gas from 1967 to 2019 (Source: U.S. EIA, 2020) and (B) Unemployment rate from 1976 to 2020 in New Mexico (source: U.S. BLS, 2021).
Regarding the energy sector, price fluctuations have a direct impact on the state’s economic growth and stability. During 2012–2014, there was considerable economic growth that was attributed to increased crude oil and natural gas revenues primarily because of increased prices and production (EMNRD, 2015). Depending on the demand and prices, NM generally receives over $2 billion annually in direct revenue from crude oil and natural gas industry through severance taxes, property taxes, and royalty and rental income. Additional indirect income comes from sales and income taxes on crude oil and natural gas drilling and services, which can generate ∼$300 million. In NM, the revenue generated by the crude oil and natural gas industry can directly and indirectly impact New Mexicans in multiple ways as it contributes about 35% of funding toward the state’s public education, health, and other services.
Since the economic downturn of 2007, NM GDP has increased by 20% until 2017. The GDP in 2017 of $94.2 billion increased by 1% from that of 2016 (Moskowitz, 2017; BEA, 2018) and by 3.7% in the year 2019 from that of 2018. On average, the total impact of agricultural production is about 7.4% of NM GDP and that of food processing is about 5.7%. These two broad industries accounted for $10.6 billion (around 12.3%) toward NM GDP by state of $86.5 billion in the year 2012. The agriculture sector provided 41,961 jobs in NM in 2012 (Diemer et al., 2012). Figure 10 shows the contribution of different industries to NM GDP 2019.
[image: Figure 10]FIGURE 10 | Contributions of energy-related industries to New Mexico GDP in the year 2019.
In 2017, the largest contributor (∼7% of $11.3 billion) to real GDP growth was natural gas and crude oil production (BEA, 2018). Mining, quarrying, and crude oil and natural gas extraction were the state’s largest growth sectors, contributing about 2.2% to NM GDP and 1.7% to GDP change from 2018 to 2019, while this only contributed about 0.33% to the GDP of the entire United States. One-third of the annual revenues and contributions from crude oil and natural gas industry are used to provide services in NM. Energy-related high-paying jobs are estimated as 6.4% of employment in the state (EMNRD, 2019). Accounting for the impacts of FEW nexus on New Mexicans’ well-being needs to consider the abovementioned factors to develop resilient social life before, during, and after climate extreme events and socioeconomic stresses.
System Dynamics Modeling
The SD approach is defined as “the study of the information–feedback characteristic of industrial activity to show how organization structure, amplification, and time delays interact to influence the success of the enterprises” (Forrester, 1958; Forrester, 1961). It has been used since the 1950s in diverse applications including economics, sociology, ecology, and engineering. It is based on the notion of system thinking (Forrester, 1961; Sterman, 2000) and allows to comprehensively review the structure and dynamics of complex systems (Tenza et al., 2017). It emerged as an innovative approach to facilitate holistic analysis of coupled human–environmental systems such as FEW systems (Kotir et al., 2016; Turner et al., 2016; Tenza et al., 2017; Xu and Szmerekovsky, 2017).
SD has the ability to integrate disparate systems such as FEW and HWB (Green et al., 2011; Qin et al., 2011; Shannak et al., 2018; Sušnik et al., 2018). It was therefore proposed to develop the FEW-WISE framework to identify the interactions between FEW’s drivers at multiple spatial and temporal scales (Dietz et al., 2003). Specifically, development of SD models uses causal loop diagrams (CLD) to qualitatively represent systems’ interactions. CLD can visually represent the links between the system variables using arrows and describe their effects. For example, a positive relationship indicates that an increase in a variable brings about an increase in the other (i.e., both variables change in the same direction). In contrast, a negative relationship indicates that an increase in a variable brings about a decrease in the other (i.e., the variables change in opposite directions). Another feature of SD is its ability to model feedbacks and delays in systems’ response over time.
A generalized CLD for NM FEW nexus (Figure 11) highlights multiple loops that describe how food production and prices; energy production and prices; and state revenue and severance tax incentives interact. Qualitative CLD can be translated to quantitative estimation of FEW nexus parameters. An SD simulation and prediction can offer a “virtual world” to analyze the influence of interconnected variables on FEW systems’ behavior through scenario-based sensitivity analyses (Richardson, 1995; Ford, 1999). This SD approach will be further used to develop livestock, forage, dairy, energy, and water interconnected relationships for NM.
[image: Figure 11]FIGURE 11 | Casual loop diagram for NM’s FEW systems. The arrows describe cause-and-effect behavior between variables. For example, an arrow from A to B indicates that A causes B. Pair-wise variable polarities represented as positive (+) (i.e., an increase or decrease in one factor causes an increase or decrease in the other factor) or (-), which is the opposite of a positive influence (i.e., an increase or decrease in one factor causes a decrease or increase in the other).
FEW Nexus Assessment Using Indices
As a part of FEW-WISE framework, the qualitative description of FEW systems’ component linkages (NM FEW Nexus Description and NM FEW Nexus Drivers section) will inform the flows and connections of stocks and drivers in the SD model. The time series output of SD modeling will further be utilized to derive indices to monitor the FEW nexus, assess its adaptive capacity and resilience, assess potential resource management scenarios, and guide the decision-making process to develop effective policies to enhance resilience. The indices considered in this analysis represent and integrate two elements: FEW resource use (and availability) and HWB. The availability and use of FEW resources will be quantified based on the qualitative description of the interactions among different FEW system components (Food and Energy to Water and Food sections). Enhancing HWB can be achieved mostly through economic development but at the cost of degrading FEW resources (Foreman et al., 2003; Overpeck et al., 2005; Carpenter et al., 2006)—a process that acts as a barrier to resilience. A limited number of indices in nexus research have recently emerged (Willis et al., 2016) such as the Notre Dame Global Adaptation Index (Notre Dame Global Adaptation Index (ND-GAIN, 2015), the Environmental Performance Index (Wendling et al., 2020), the Human Insecurity Index (Werthes et al., 2011), and the Pardee RAND FEW Security Index (Willis et al., 2016).
However, these indices focus on resource vulnerability, use, or accessibility but lacked in integrating HWB. For instance, the FEW Security Index is based on the principle that sufficient, widely accessible FEW systems are required for human development based on the fact that high security in one or two of these components cannot completely compensate for low security in others. This research focuses on developing an adapted index that couples FEW and HWB systems based on the principle that measuring only the aggregated amount of available resources to support human development is an insufficient measure of security and that the distribution of FEW resources is also an important consideration. The linkage between resources and human development can directly be determined by whether an adequate amount and good quality of resources are provided to meet the needs of growing population.
An Integrated FEW Index [image: image]
The concept that will be followed in developing these indices is based on the availability, sustainability, and resiliency of FEW resource use to account for short- and long-term changes and shocks. To calculate these indices, it is important to describe the quality and quantity of FEW resources in terms of use, production, and availability through indicators. The qualitative description of the interlinkages (NM FEW Nexus Description section) can be used to guide the selection of the most important indicators to represent the FEW systems under investigation, expressing the linkages between variables using a process-based approach as exemplified in a CLD (Figure 11). This study, for example, considered the amount of food commodities produced (regardless of their respective nutritive values and ability to meet the demand) and required, in one way or the other, a form of resources (water and energy). For each subsystem, various indicators will be chosen to provide information about the behavior of the integrated system for which high-quality historical data are needed at the NM county and state levels (Table 1). These indicators of FEW index will be context-dependent as they are developed considering the qualitative and quantitative description of FEW system components of NM. However, the calculation and derivation of this index are more generic that can be applied and used in other regions and other contexts like food security.
TABLE 1 | Measures and indicators of FEW systems.
[image: Table 1]The FEW indices can be calculated as follows:
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where [image: image] is based on food production amounts for water and energy to the total food production (including imported) multiplied by the fraction of the total food production of a year to the long-term average of total food production. The total food production refers to the amount produced in a specific year, and the long-term average refers to the average production for the entire period of the data, for example, there is total production data for NM since 1950s. Thus, the food index can be directly (but partially) linked to ET (which can depend on climate variables—temperature and other variables), cropland area, number of animals, and animal forage consumption among others. The [image: image] is based on the ratio of energy used for food and water to the total energy production multiplied by the fraction of the total energy production (from oil and gas) to the long-term average of the total energy production from all sources. [image: image] is water used for food and energy production relative to total water withdrawal multiplied by the fraction of the total withdrawal to the long-term average withdrawal. For example, the amount of water consumed by crops can be estimated from evapotranspiration (ET) and the area of cropland. The amount of water consumed by livestock can be based on ET of natural vegetation and animal feed consumption, animal numbers, and other variables. These two water estimates can be estimated based on physical and/or empirical (statistical) models. The total amount of water used to produce food commodities is considered in the calculation of water index [image: image].
The above three indices will be combined using the weighted average to derive a single indicator explaining the status of FEW systems as follows:
[image: image]
where i is the number of FEW indicators. The selection of an appropriate time scale based on the indicators is required to develop a consistent time series of FEW indices. The availability of such time series is key in monitoring and evaluating the behavior FEW nexus in response to the abovementioned stresses. In other words, these indices can be compared with drought indices and energy prices.
Human Wellbeing Index [image: image]
Humans benefit from their interaction with the Earth’s natural resources base as it provides environmental, economic, and social capital to enhance their well-being. HWB is a broad concept that cannot be observed directly from surveys or measured independent of various social factors. It could possibly have multiple domains, and social scientists have developed broad categories to draw general distinctions between them. Within each domain, there is a set of subcategories (or indicators) that identify specific components of HWB. There is no general agreement on a set of domains and indicators to describe HWB. In the literature, seven domains have been identified to be broad enough to encompass most research frameworks such as (Hagerty et al., 2001) relationships with family and friends, emotional well-being, material well-being, health, work and productivity, feeling part of one’s community, and personal safety (Cummins et al., 1994; Cummins, 1996). The list of potential indicators is even longer, and no comprehensive list exists (e.g., education, employment, energy, population, and leisure activities.) (Boelhouwer and Stoop, 1999; Diener et al., 1999; Marks et al., 2006; Costanza et al., 2007). These domains and indicators are used to understand and categorize the concepts, status, and trends of HWB based on a set of indices. One such index is the Human Wellbeing Index (HWBI) of the U.S. Environmental Protection Agency that characterizes HWB at multiple scales (e.g., national, regional, or local) (Summers et al., 2017). The HWBI can use a substantial group of indicators to evaluate the influence of social, economic, and environmental domains in an integrated fashion based on well-being, applicable to communities at multiple scales. In this study, a subset of social and economic domains defined by Summers et al. (2017) will be modified to estimate the HWB index for NM (i.e., [image: image]) (Table 2).
TABLE 2 | Domains and measures/indicators of human well-being (HWB).
[image: Table 2]Using the following equation, three indicators associated with the economic domain of HWB will be combined to calculate [image: image] according to the following equation:
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where
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and [image: image]
where i is the number of HWB indicators. The indicators (e.g., adults working long hours spending less leisure time, degradation of natural FEW systems, and educated population associated with specific age-groups) associated with the social domain of the HWB system will be defined objectively to determine the time series HWB index. A qualitative nonmeasurable criterion or scores from low to high will be given due to their related effectiveness to the quality of life. The selected economic and social domains of HWB are reflective of NM economy and social conditions due to contributions of energy (e.g., crude oil and natural gas) and food (e.g., livestock) industries toward revenues, degradation of FEW, or natural resources (Gedefaw et al., 2020) that contributes indirectly to the well-being of the human society by promoting and attracting tourism-based economic and social welfare.
Both FEW and HWB indices are generic, and the weights are dimensionless, varying from 0 – 1, but they need to be evaluated regionally and contextually. The units of different indicators of the two indices (i.e., [image: image] and [image: image]) are described in Table 1 and Table 2, respectively. The approach of estimating indices would allow the FEW-WISE framework to be adaptable and replicable in another contexts.
Resilience
NM FEW nexus is strained by some of the most challenging risks toward achieving resilience. To address these risks, resource managers heavily rely on these socioecological systems’ capacities to absorb disturbances while maintaining essential functions (Holling, 1973; Folke et al., 2002). But when a critical threshold is surpassed, a system under stress can undergo catastrophic changes and reorganize into a different state (Angeler and Allen, 2016). An improved understanding of the boundaries of a system resilience (i.e., thresholds) that separate one state from another alternative potentially undesirable state can help in developing adequate management practices.
Concept
The concept of resilience was introduced more than 40 years ago in ecological sciences and was defined as the amount of disturbance that a system can withstand before shifting into an alternative stable state (Holling, 1973). The concept has been used in human development (Brown and Westaway, 2011) and socioecological systems (Folke, 2006; Curtin and Parker, 2014; Desjardins et al., 2015) among others. It emphasizes that socioecological systems need to be managed and governed for flexibility and emergence, rather than for maintaining stability (Peterson et al., 2003; Carpenter et al., 2015). Hence, resilience is concerned with navigating complexity, uncertainty, and changes across scales (Berkes et al., 2003; Cash et al., 2006; Cumming et al., 2013) on a human-dominated planet (Lubchenco, 1998; Steffen et al., 2007) by combining the concepts of adaptability and transformation. Adaptation is a process of deliberate change in anticipation of or in reaction to external stimuli and stress (Nelson et al., 2007). Transformability is shifting development into new pathways and even creating novel ones.
Given this concept, the FEW-WISE framework adopted the ecological resilience concept (Holling and Meffe, 1996; Quinlan et al., 2016), which refers to the magnitude of disturbance (i.e., distance to critical transition) that a system can absorb before shifting to an alternate system state (Holling and Meffe, 1996). It assumes that a system has multiple alternate equilibria and the capacity to maintain its essential structure and functions through reorganization—a key property of complex adaptive systems. Disturbances slow down system’s processes through abrupt, gradual turns, or bifurcate toward an alternate state. These turning points are referred to as tipping points as the system passes critical thresholds (Dakos et al., 2015). A system becomes unstable once reaching such thresholds but afterward should attain a new stable, adaptive, and transformed state (Kuehn, 2011). A dynamic behavior of a system consisting of two different states, A and B, before and after a disturbance, respectively, is depicted in Figure 12. The recovery rate (resilience) of a system is high when the distance to a critical transition (h) is higher and low when the distance to critical threshold (ds) is shorter. An FEW nexus can reorganize (Ullah et al., 2015) and attain multiple resilience states, while undergoing abrupt shifts (Scheffer and Carpenter, 2003; Scheffer et al., 2009) through human interventions that can introduce different adaptive measures (Folke et al., 2004; Biggs et al., 2012; Schoon and Cox, 2012). The concept described in Figure 12 can be used to assess NM FEW systems’ resilience by quantitatively characterizing and predicting their response to the current and future climatic and socioeconomic changes.
[image: Figure 12]FIGURE 12 | (A) Stages in the performance of FEWS toward resilience in response to disturbances with (A) tipping points t1 and t2 and critical thresholds f1 and f2 which are overcome by changing the state of a system in response to drivers, and (B) and (C) show the systems with low and high resilience and recovery rate, respectively.
Resilience as a system property should not be reduced to a simple index, but different types of indicators need to be combined to capture facets of resilience. A Resilience Index (RI) needs to reflect the complex adaptive behavior of socioecological systems—combining biophysical (e.g., FEW) feedbacks and trade-offs with socioeconomic (HWB) drivers and outcomes (Givens et al., 2018).
Modeling
SD can be the most appropriate approach to model resilience with its structured framework that allows simulation of simulate complex feedbacks of key resource variables (Luna-Reyes and Andersen, 2003; Tenza et al., 2017), can integrate numerous interactions into a set of nonlinear expressions similar to those governing coupled FEW–HWB systems, and most importantly, focuses on the evolution of a process of interest, rather than achieving a specific equilibrium or optimal solution. Particularly, what is more pertaining to resilience is that SD models are essentially systems of equations with no “closed-form” solution, where comparison of the evolution of different scenarios is the primary mode of analysis.
A critical aspect of resilience is to monitor the evolution of processes and feedback loops. The analysis of CLD can provide insights into the root causes of a system behavior; help in identifying changes in variables, processes, and drivers; and indicate threshold of a state variable that is prone to be overpassed. For example, the occurrence of trade-offs, synergies, and cross-sector dependencies in a system can indicate new technology (oil and gas hydraulic fracturing), policy, or environmental changes that transform it into a new state, demonstrating the adaptive management of FEW resources. Therefore, an RI needs to couple multiple indices (e.g., [image: image]) (Heckbert et al., 2014).
Indices
The FEW-WISE framework (Figure 2) involves resilience assessment based on an RI (Eq. 9) that integrates and evaluates coupled FEW-HWB systems. The proposed RI [image: image] will be developed to monitor changes in the systems at the county level based on a criterion related to potential risks above and below a threshold value as moderate, high, and extreme. The objective of the RI is to determine which NM counties are most and least vulnerable to climate and socioeconomic risks. The [image: image] integrated four indices: [image: image], [image: image], [image: image], and [image: image].
[image: image]
where the weights [image: image], [image: image], [image: image], and [image: image] represent the contribution of each index. The weights, which are dimensionless, vary from 0 to 1 and sum to 1. They can vary according to the focus of the specific FEW systems. If all four elements are equally averaged, then weight equals 0.25. More representative weights will be developed based on questionnaire and survey analysis with different stakeholders in NM. The RI will be considered as a risk indicator that ranges from 0 (lowest resilience) to 1 (highest resilience).
Based on [image: image], the counties with low resilience will be identified and prioritized for conducting a scenario-based analysis to develop alternate management strategies to enhance their resilience (Figure 2), allowing development of potentially effective resource management options along with their trade-offs and synergies (e.g., improving energy plans, changing the livestock and crop production portfolio, and identifying alternative water sources).
CONCLUDING REMARKS
The goal of this analysis was to develop the FEW-WISE framework for an improved assessment of FEW systems resilience in response to environmental and socioeconomic shocks. The state of New Mexico was used as a case study to develop this framework in terms of its unique characteristics and challenges in terms of climate change impacts that affect its FEW resources and New Mexicans’ well-being. To achieve this goal, FEW-WISE followed five steps: 1) qualitatively identify interconnections between the FEW system components and quantitatively assess resource exchanges, 2) identify important systems drivers, 3) integrate FEW systems using system dynamics (SD) models to evaluate their response to the identified drivers, 4) develop FEW-HWB performance indices, and 5) develop a resilience monitoring criterion using a threshold-based approach that integrates these indices. The first two steps have been described in detail here. The other three steps were individually conceptualized and will be carried out and presented in separate modeling, indices, and resilience assessments. With the application of the framework, the expected results will include time series of predicted values of FEW components, FEW-HWB, and resilience indices ranging from 0 to 1.
The SD modeling is a key feature of the framework as it simulates the nexus as a holistic multi-sectoral system, providing insights into the vulnerability of resources to stresses, demonstrating how the nexus will respond to changes and transition to absorb the effects from these stresses. The SD modeling along with the resilience indices potentially provides the needed linkages to the decision-making processes. It should be noted that the HWB and FEW indices can be developed based on a wide range of variables or indicators. However, data availability challenges exist, especially those related to the links to food resources in water and energy systems, and water used for crop production, and human well-being. While the use of variables with most available data is important, some variables may not be the best ones to represent the systems or regions under consideration.
In conclusion, the FEW-WISE framework with its indices can be used to develop alternative scenario-based management strategies for FEW resources to enhance resilience and sustainability of ecologically and socioeconomically vulnerable regions. As NM has FEW systems that are sensitive to drought and fluctuations in energy prices, this framework would allow the state to effectively manage its resources. The framework is currently proposed at county and state scales over a semiarid region and context; however, its methodology can effectively be adapted, redefined, and transferred to operate over different regions and contexts in other parts of the world as needed.
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Water, energy, and food are all essential components of human societies. Collectively, their respective resource systems are interconnected in what is called the “nexus”. There is growing consensus that a holistic understanding of the interdependencies and trade-offs between these sectors and other related systems is critical to solving many of the global challenges they present. While nexus research has grown exponentially since 2011, there is no unified, overarching approach, and the implementation of concepts remains hampered by the lack of clear case studies. Here, we present the results of a collaborative thought exercise involving 75 scientists and summarize them into 10 key recommendations covering: the most critical nexus issues of today, emerging themes, and where future efforts should be directed. We conclude that a nexus community of practice to promote open communication among researchers, to maintain and share standardized datasets, and to develop applied case studies will facilitate transparent comparisons of models and encourage the adoption of nexus approaches in practice.
Keywords: nexus, water, energy, food, multi-sector
INTRODUCTION
International literature clearly shows the benefits of integrated management of resources across sectors to capitalize on synergies and avoid conflicts (Lazaro et al., 2021; van den Heuvel et al., 2020; Imasiku and Ntagwirumugara, 2020; Elagib and Al-Saidi, 2020; Bakhshianlamouki et al., 2020; Sušnik, 2018; Karabulut et al., 2018; de Strasser et al., 2016; Payet-Burin et al., 2021). This concept of the interconnected nature of the water, energy, food, and other related systems is categorized in the literature as “nexus” research. The nexus discourse was highlighted at the World Economic Forum in 2011 (Hoff, 2011; Leck et al., 2015) in response to the recognition of the need for better global policy coordination to manage the relationships between multi-sector commodity prices and resource scarcity. The event was followed by an exponential increase in research associated with defining, scoping, and modeling nexus interactions which have important implications across human and earth systems at variable scales ranging from the globe to cities and from centuries to hours. Decisions to meet one goal in one sector can have serious implications for the attainment of other goals in other sectors. Examples include how choices between different power generation mixes to lower emissions can affect water withdrawals and consumption (Parkinson et al., 2016; Liu et al., 2017a; Larsen et al., 2019; Liu et al., 2019); how expansion of biofuels and BECCS (Bio-Energy with Carbon Capture and Storage) competes with food production and other land uses (Rulli et al., 2016; Stoy et al., 2018); how the choice between rainfed or irrigated crops impacts both water and energy needs (FAO, 2014; El-Gafy, 2017; Khan et al., 2021); and how the choice between pumping groundwater, using streamflow, or transferring water from other regions affects both energy needs and agricultural productivity (Bakhshianlamouki et al., 2020; Payet-Burin et al., 2021; Wu et al., 2021). While the theoretical benefits of the nexus have been demonstrated in several modeling exercises and example case-studies, there remain several challenges and hurdles in implementation of these ideas in real policy and governance mechanisms which require securing strategic and financial support from leadership to modify long-established single-sector institutional and administrative structures. These challenges partially arise from a lack of clear and measurable evidence of the benefits of actual nexus integration efforts.
The fundamental concept of the “nexus” calls for a holistic collaborative approach if we are to understand complex co-dependent systems that have inherently different characteristics and that are traditionally managed at different spatial, temporal, and jurisdictional boundaries. Despite this need for a fuller perspective, however, most nexus studies are conducted by individual institutions or research groups that, regardless of their intention, explore the nexus through the lens of their particular expertise and professional experience. While several literature reviews bring together recommendations from these various studies, they remain as compilations of ideas from individual perspectives (Fernandes Torres et al., 2019; Johnson et al., 2019; Newell et al., 2019; Simpson and Jewitt, 2019; Tashtoush et al., 2019; Abdi et al., 2020; Endo et al., 2020; Stylianopoulou et al., 2020; Purwanto et al., 2021). Thus, there remains the need to incorporate the central essence of the “nexus” and collaboratively reflect on the lessons learned in order to inform future directions by collecting and listening to opinions from members of the diverse range of sectors involved (Howarth and Monasterolo, 2017; Liu et al., 2018; Staddon et al., 2021). This study addresses this need by bringing together 75 co-authors from a wide range of disciplines, demographics, and career stages to converge on what the most critical water–energy–food nexus issues today are and how they should be tackled in the future.
METHODOLOGY
This article was developed over a period of 2 years where the thematic structure and organizational layout were an organic process, emergent from interactions across a series of sequential surveys with members of the energy-water nexus community. The paper uses the principles of the Delphi Method (Okoli and Pawlowski, 2004) (i.e., arriving at a group opinion based on multiple iterations of surveys) to arrive at the final arguments presented. The initial idea for the paper was the result of discussions between several presenters and conveners of multisector nexus sessions at the American Geophysical Union (AGU) conference in December 2019. This group then solicited expressions of interest from other researchers actively working on multi-sector nexus research based on their participation in relevant nexus sessions at major conferences such as the European Geophysical Union (EGU) and American Geophysical Union (AGU) as well as by reaching out to authors of recent relevant publications. Over the course of 2 years each participant was asked to reach out to their own networks to solicit additional interest. All co-authors of the paper served as a panel of experts for nexus studies and together designed and answered a series of survey questionnaires. The answers to the survey questions were all anonymous and public, with respondents being able to submit multiple opinions, view the responses of all other participants, as well as update their own responses as desired. The earlier questionnaires investigated authors’ diversity, as well as how this paper should be structured including the format, outline, and layout of the paper.
Given the core concept of “nexus” studies and the corresponding implications across socio-economic and geographic boundaries, the need for a diverse authorship is all the more compelling. A key feature of this study has been the attempt at documenting the diversity of the many co-authors. Both intellectual diversity (diversity of cognitive approach and disciplinary background) as well as demographic diversity (diversity of gender, race, geography) have been clearly shown to improve problem-solving, creativity, and scientific outcomes (Hackett and Rhoten, 2009; Herring, 2009; Joshi and Roh, 2009; Kalev, 2009; Woolley et al., 2010; Mauser et al., 2013; Freeman and Huang, 2014; Smith-Doerr et al., 2017). In spite of the proven value of diversity, progress on diversity in the sciences has been slow (Bernard and Cooperdock, 2018). A summary of the diversity statistics determined via an anonymous survey sent out to all co-authors is provided in Figure 1. While the results show an imbalance in the representation across disciplines, institution types, ethnicity, and regions of focus, they provide insights into where efforts should be made to further diversify future studies such as these.
[image: Figure 1]FIGURE 1 | Results of the author diversity surveys on disciplinary background, institution type, career-stage, ethnicity, gender and geographical area of residence and focus. Respondents could select more than one choice for these questions, as well as provide their own custom answers if desired. Note that disciplinary backgrounds in the survey were defined as: Professional & Applied (Engineering, Law, Business, Medicine, Journalism etc.); Natural Science (Physics, Chemistry, Biology, Earth Sciences, Space etc.); Humanities & Social Science (Anthropology, Sociology, Psychology etc.); and Formal Science (Math, Logic, Computer Science etc.).
An initial list of 82 questions was collected and then combined into the four themes that form the subsequent sections of this paper: Scope and Definition, Nexus Methodologies, Applying the Nexus in Practice, and Challenges and Future Directions. Raw, unedited responses to all surveys are provided as part of the Supplementary Material. These responses were collated and then synthesized into the sections that follow.
Scope and Definition
The number of studies on the nexus has grown exponentially since 2011 (Bazilian et al., 2011; Cairns and Krzywoszynska, 2016; Wichelns, 2017; Newell et al., 2019; Opejin et al., 2020) with various definitions of the nexus, covering different sectors, stakeholders and spatio-temporal scales (Siddiqi and Anadon, 2011; Karlberg et al., 2015; Keskinen et al., 2015; King and Jaafar, 2015; Sušnik, 2018; Roggema and Yan, 2019; Wada et al., 2019; Bakhshianlamouki et al., 2020; Imasiku and Ntagwirumugara, 2020; Khan et al., 2020; Benites-Lazaro et al., 2021; Elagib et al., 2021; Lazaro et al., 2021; Wild et al., 2021). The resulting ambiguity of the definition and scope of the nexus has been identified as a key barrier to operationalizing nexus methods in practice (Endo et al., 2017; Weitz et al., 2017; Wichelns, 2017; Albrecht et al., 2018; Urbinatti et al., 2020a; Urbinatti et al., 2020a; Hogeboom et al., 2021). While delimiting the scope of the nexus with formal definitions may help in its adoption by decision makers, it could also hamper the field of studies by putting boundaries around a concept that should not have intrinsic boundaries. While there is no way to truly map all of the interactions between physical, ecological, biological, economic, social, and other systems, the essence of nexus studies is to try and capture the relevant trade-offs and feedbacks that may influence their outcomes. Several nexus review papers (Endo et al., 2017; Dai et al., 2018; Newell et al., 2019; Tashtoush et al., 2019; Abdi et al., 2020; Stylianopoulou et al., 2020; Purwanto et al., 2021; Vinca et al., 2021) show that existing nexus methodologies are unable to equally or appropriately weigh the different systems considered, because there is a lack of data, a lack of knowledge, or a lack of interest. Caution should be taken not to draw system boundaries arbitrarily or out of convenience simply to address methodological or data-availability constraints. There is also ambiguity in the status of “nexus research” as its own discipline and what sets it apart from similar fields of study such as systems dynamics and integrated resource management. While still unclear, together with the evolution of its scope, nexus research as a discipline is adopting its own characteristics by combining methodologies from these other fields of studies with a focus on inform multi-sector policy and governance.
Pressures on limited natural resource systems are currently increasing, and these are coupled with climate change, more frequent extreme events, migration, urbanization, demographic growth, and ecosystem tipping points, amongst other dynamic and intersectoral changes (Canyon et al., 2015; Siri et al., 2016; Allen et al., 2019; Hameed et al., 2019; Mabhaudhi et al., 2019; Olawuyi, 2020; Zarei, 2020). These changes are presenting themselves with an urgency that calls for nexus concepts to be put into practice. To achieve this goal, pathways for transforming existing, siloed systems must be developed to overcome institutional and legal barriers and to enable the transfer of nexus approaches into decision making, policy, and infrastructure development. To move in this direction—and keeping in mind the restrictions posed by an absolute, fixed definition that we discussed above—we support the establishment of a nexus community of practice (Snyder and Wenger, 2010; Reed, 2014; Mohtar and Lawford, 2016; Smith et al., 2017) to maintain a fluid, working, and evolving definition, scope, and framework of the nexus that can be mapped to a range of situations and scales. The idea here is to give some structure to a flexible concept. Any major paradigm calls for a group of experts to lay the foundation upon which research is built. For example, the term “ecosystem” has evolved over the past 150 years as researchers define and revise it to fit our changing scientific understanding (Naeem, 2002; Chaudhary et al., 2015). Such a framework would encourage different communities to get in touch and work on developing common conventions, standards, and benchmarks (Snyder et al., 2004; Snyder and Wenger, 2010; Reed, 2014; Smith et al., 2017; IChemE, 2021; SIWI, 2021). As discussed in the following sections, this nexus community of practice would provide a central open-source and accessible platform to host, curate and manage nexus-related data, definitions, metrics, case studies, standards, and policy instruments, amongst other items. The nexus community of practice can be a new effort or build upon existing efforts such as the Multisector Dynamics (MSD) community (https://multisectordynamics.org/) or the United Nations Development Programme’s Sustainable Development Goals Integration project (https://sdgintegration.undp.org/). Care should be taken to ensure that the community of practice maintains a diverse membership from different regions, backgrounds, and disciplines to capture the voices of a broad spectrum of stakeholders.
Nexus Methodologies
While several literature reviews compare nexus models and methods (Endo et al., 2017; Kaddoura and El Khatib, 2017; Albrecht et al., 2018; Dai et al., 2018; Liu et al., 2018; Zhang et al., 2018; Abdi et al., 2020; Endo et al., 2020; Stylianopoulou et al., 2020; Purwanto et al., 2021; Vinca et al., 2021) and while new models and methodologies are necessary to advance any discipline, we found that there is a lack of and a strong need for quantitative comparison, validation, and assessment of the suitability of the large number of existing and upcoming nexus models. A good summary from Vinca et al. (2021) shows the range of methodologies across several nexus models. The methodological approaches differ in a range of ways, including types of linkages between sectors (hard linked vs. soft linked), optimization vs. simulations, number of sectors included, as well as both temporal and spatial scales (local, state/province, river basin, national, continental to global). It is recommended that the nexus community of practice hosts an ongoing multi-model comparison exercise and platform in which suitable nexus models can participate in a series of controlled case studies. Results, strengths, weaknesses, and relevance to different situations can then be compared. The case studies should be transparent, reproducible, and open to the public to increase trust and understanding of the different participating models. The multi-model intercomparisons can follow the format of existing efforts such as the Agricultural Model Intercomparison Project (AGMIP) (Rosenzweig et al., 2013; Rosenzweig et al., 2018) and the Coupled Model Intercomparison Project (CMIP) series (Eyring et al., 2016).
In addition to the lack of any mechanism to empirically compare existing and new nexus methodologies, another key issue faced in the nexus discipline has been the availability and compatibility of data across scales and sectors (Liu et al., 2017b; Larsen et al., 2019; Abdi et al., 2020). The hurdles to accessing data include incomplete and missing data, access restrictions imposed by governments and data hosting organizations, inconsistent formats and resolutions across sectors, inconsistent units, and the lack of a central database to host the data. We recommend that an open-source central database repository should be maintained with standardized units, formatting, and metadata requirements. While collection, maintenance and re-structuring of datasets may require a level of effort and resources not easily achievable, a first step in this direction could be a collection of relevant meta-data that provides links to original resources and that catalogues availability, formats, units, resolution, and scales. Such a collection could be hosted on existing open-source platforms such as Zenodo communities (https://zenodo.org/communities/). The collection should be accompanied by a data map summarizing the existing datasets in the database and which sectors, areas and scales continue to be sparsely represented. The data map can be used to identify areas where more efforts are needed to improve data collection and to establish justification for future research in those areas.
Finally, to increase awareness and acceptability of nexus approaches, both input data and inter-model comparison results should be made easily accessible to allow the community and decision makers to assess these across scales and sectors for their specific needs. The visualization of results and communication to the public are key to increasing the success of the implementation of the nexus, as also highlighted in other studies (Bucchi and Trench, 2014; Brownell et al., 2013; McNutt, 2013). Several existing platforms and dashboards (e.g., WRI’s Aqueduct Water Risk Atlas (WRI, 2021), IIASA’s Global Hotspots Explorer (IIASA, 2021), Nexus Tool 2.0 (Daher and Mohtar, 2015)) can be used as examples to communicate results to the broader community including researchers, policy makers, industry practitioners and other non-governmental organizations (Moallemi, 2021).
Applying the Nexus in Practice
While several studies continue to show the benefits of integrated planning (Mirzabaev et al., 2015; Pittock et al., 2015; Rasul and Sharma, 2016; Dhaubanjar et al., 2017; Kurian, 2017; Stoy et al., 2018; Munoz Castillo et al., 2019; Payet-Burin et al., 2021; Wu et al., 2021), explicit implementation of nexus considerations at a decision-making level—and particularly across multiple scales—has been limited (Cremades et al., 2019; Johnson et al., 2019; Simpson and Jewitt, 2019; van Gevelt, 2020). The few examples of operational nexus implementation seem to be a response to shared resource conflicts rather than a result of long-term nexus foresight (Abbott et al., 2017; de Amorim et al., 2018; Kalair et al., 2019; Olawuyi, 2020; Weinthal and Sowers, 2020). Similarly, water needs for power plant cooling have prompted several energy ministries to take the water–energy nexus into serious consideration at an operational level.
We note that the Sustainable Development Goals (SDGs) (UNDESA, 2021) are and will be an essential framework for the adoption of nexus methodologies into practice. The SDG framework, with its metrics for multiple individual sectors, has already pushed decision makers in several countries towards considering long-term integrated goals (Griggs et al., 2013; Le Blanc, 2015; Costanza et al., 2016; Yillia, 2016; Fleming et al., 2017; Liu et al., 2018; Saladini et al., 2018; Stephan et al., 2018; Mabhaudhi et al., 2019). A nexus approach can be used to map out interdependencies and identify plausible pathways for achieving different SDG targets (Hülsmann et al., 2018; Mitra et al., 2020). Given the existence of trade-offs between sectors and actors, we recommend an overarching “nexus” planning body to review any region’s long-term cross-sectoral plans as a whole, to communicate and justify trade-offs, to promote joint decision making, and to help managers and policy makers consider the situation beyond their individual sectoral boundaries (Boas et al., 2016; Hagemann and Kirschke, 2017; Weitz et al., 2017; Liu et al., 2018; Pahl-Wostl et al., 2021). For example, increasing hydropower production can support SDG7 as a clean energy source but can also impact downstream food production (SDG 2) as well as the hydrological cycle (SDG6) (Fader et al., 2018). In some countries, such a framework could be integrated into existing overarching planning bodies, but perhaps with a more specific focus on resource management. Such an overarching body would be responsible for monitoring individual SDG sector metrics combined with new cross-sectoral nexus metrics that quantify the strength and magnitude of interconnectivity and inter-dependencies between sectors and actors. This overarching body would also assess how the cross-sectoral inter-relations affect the need for co-planning and integrated decision making (Willis, 2016; El-Gafy, 2017; Byers et al., 2018; Arthur et al., 2019; Venghaus and Dieken, 2019; Khan et al., 2021; Voelker et al., 2022).
Additionally, we recommend that the nexus community of practice develop and maintain a set of nexus metrics that can be used to complement the SDGs and keep track of the interconnections across sectors. These metrics can build upon existing frameworks (Arthur et al., 2019; Voelker et al., 2022) such as the Willis et al., 2016 Pardee RAND Food–Energy–Water Security Index (Willis, 2016), the El-Gafy 2017 Water–Food–Energy Index (El-Gafy, 2017), the Byers et al., 2018 global multisector exposure and vulnerability hotspot index (Byers et al., 2018), the Venghaus and Dieken 2019 FEW Security Index (Venghaus and Dieken, 2019), and the Khan et al., 2021 Interconnectivity Magnitude and Spread Indices (Khan et al., 2021). The metrics can also be accompanied by templates and reporting mechanisms to assist adoption across governance bodies such as developed in: Weitz et al., 2017 - Integrative governance applied to the Water–Energy–Food nexus (Weitz et al., 2017); Rasul and Neupane 2021 - Framework for water, energy and food policy coordination (Rasul and Neupane, 2021); and White et al., 2017 - Stakeholder analysis for nexus governance (White et al., 2017). Additional metrics using Environmental, Social and Governance (ESG) criteria can also be used to identify stakeholder and policy-maker perspectives (Uen et al., 2018; Huang and Chang, 2021). Once established, we envision the nexus data reporting and metrics mechanisms becoming best practice across sectors as well as in the evaluation and appraisal of new large-scale projects. These can then supplement and become part of other evaluation frameworks such as the environmental and sustainable impact assessments used by governments, funding agencies, and multi-lateral banks (Singh et al., 2009; Bond et al., 2012; Morgan, 2012).
Finally, in addition to the metrics and reporting mechanisms, a library of policy successes, wins, failures, and examples is needed (Venkatesh et al., 2014; Liu, 2016; Wicaksono and Kang, 2019) and can be built based on existing efforts such as the Arizona State University’s Social-Ecological Systems (SES) case study library (ASU, 2021) or the SIM4Nexus library of case studies (SIM4Nexus, 2021). These should include clear cross-sectoral benefits and trade-offs from economic, SDG, and ecosystem perspectives. This library of real-world case studies will provide others with motivation and examples for adopting similar practices in other regions and under other planning frameworks. Organized, transparent and accessible results will also help inform societal viewpoints which in turn are important in shaping those of elected officials and for guiding future funding of research.
Challenges and Future Directions
One of the main challenges to the implementation of nexus concepts continues to be the inertia in the continued segregation of individual sector institutions and decision-making bodies (Shannak et al., 2018; Cremades et al., 2019; Kurian, 2019; Simpson and Jewitt, 2019; Payet-Burin et al., 2021). This segregation is further strengthened by the lack of mutual benefits across sectors, stakeholders, and geographical entities competing for limited shared resources (Abbott et al., 2017; de Amorim et al., 2018; Kalair et al., 2019; Urbinatti et al., 2020b; Olawuyi, 2020; Weinthal and Sowers, 2020). Additionally, insular, sector-specific training and expertise results in ignorance about the broader picture and can result in apathy towards system-wide losses in favor of individual sector gains.
Another challenge is that a nexus approach requires long-term foresight because the maximum potential gains are often realized only several years or decades after implementation. These sorts of long-term plans may not be especially compelling to policy makers, whose shorter-term appointments increase the appeal of immediate, visible achievements. However, this short-versus-long-term distinction is a false dichotomy. Given the increasing pressures emerging from globalization, land degradation, and climate change and the resulting increase in frequency and magnitude of extreme events, as well as the worsening scarcity of resources, actions that address long-term sustainability issues will be investments in improving short-term security and resilience issues at the same time.
There is concern that nexus studies as a discipline may create a generation of generalists without sectoral expertise. Similar to the need for an overarching nexus body to connect individual sectoral institutions, it is clear that such generalists are needed to help connect the dots between the different sectors or to provide a holistic view of the broader system. Like systems thinking, the nexus approach is an important discipline in its own right and is necessary in order to complement advancements in individual sectors.
The final part of the survey focused on identifying critical research questions and directions in both the near and the long term. In the near term (next decade), the following three areas were identified as being the most critical:
1) Consolidate existing nexus models and efforts and carry out quantitative inter-model comparisons and validation exercises to identify research gaps, strengths, weaknesses and suitability of models for different situations, scales, and stakeholders.
2) Organize and curate data from across the various sectors and make these accessible to facilitate transparent model intercomparisons, as well as more robust and accessible analyses.
3) Focus on transfer of scientific concepts into real-world implementation, decision making and stakeholder practice.
For the longer term (next 5 decades), the following key lines of research were identified:
1) Understanding and leveraging analysis across multiple spatial, temporal, and sectoral resolutions
2) Including major societal issues such as migration, pollution, health, disease, biodiversity, poverty, inequality, and violence
3) More robust inclusion of shocks, disasters, and extremes into the system
4) More robust uncertainty analysis
5) Adoption of artificial intelligence (AI) and Internet-of-Things (IoT) into data reporting and analysis
6) Consideration of moving from metrics and reporting to nexus regulation if seen as beneficial.
DISCUSSION
The large and growing body of nexus literature shows that integrated and holistic management of interconnected global systems is becoming critical as the pressures on our limited and shared resources increase (Canyon et al., 2015; Siri et al., 2016; Allen et al., 2019; Hameed et al., 2019; Mabhaudhi et al., 2019; Olawuyi, 2020; Zarei, 2020). Past reviews of nexus literature (Cremades et al., 2019; Johnson et al., 2019; Simpson and Jewitt, 2019; Opejin et al., 2020; van Gevelt, 2020; Vinca et al., 2021) raised some of the same points highlighted in this study, such as the need for applied case studies, the curation of standardized data, the categorization of appropriate models for different use-cases, a shift from analysis to implementation through policy and governance mechanisms, and integration with existing multi-sector frameworks such as the SDGs. The conclusions from this paper reiterate several of these past recommendations but, in addition, highlight a concern that the scope of the nexus discipline is increasing in complexity and ambiguity as the number of new methodologies and studies grows. Several other past studies have compared nexus methodologies (Endo et al., 2017; Kaddoura and El Khatib, 2017; Albrecht et al., 2018; Dai et al., 2018; Liu et al., 2018; Zhang et al., 2018; Johnson et al., 2019; Endo et al., 2020; Stylianopoulou et al., 2020; Purwanto et al., 2021; Vinca et al., 2021), but to date these have been qualitative due to the lack of any organized mechanism for quantitative comparisons. This perspective article highlights the need for quantitative inter-model comparisons to allow for a better understanding of the applicability of existing and new methodologies to different scopes, sectors, and applications. The overarching conclusion of the paper is that there is a need to push towards organizing the discipline into a nexus community of practice responsible for curating and maintaining nexus data, methods, models, and case studies to improve the understanding, accessibility, and transparency of nexus research for real-world applications. To achieve this end, the recommendations made in this paper have been summarized into the list of 10 recommended action items as shown in Figure 2.
[image: Figure 2]FIGURE 2 | Summary of key challenges and recommended actions based on responses from the surveys conducted for this paper.
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Introduction: Bangladesh's quest to achieve sustainable development goals has highlighted the need to enhance resilience against the challenges that interconnected food, energy, and water (FEW) nexus systems faces to support human well-being. The government has decided to promote the adoption of competent and cutting-edge technologies that can significantly contribute to balancing energy and water resource utilization in achieving a more sustainable and climate-smart food production system. Hence, scaled-up adoption of solar-powered irrigation systems and recommended fertilizer dose (SIRFD) applications were proposed. This study, to provide practical policy implications, attempts to identify the determinants and impact of SIRFD adoption in water-scarce areas of Bangladesh.

Methods: Determinants of adoption were analyzed using multinomial logistic regression, and the adoption impact was analyzed using treatment effect models.

Results: The results revealed that land typology, soil fertility perception, soil water retention, knowledge, environmental awareness, secondary income, close acquaintance adoption, and cash availability significantly influenced adoption decisions. The treatment effect model result indicated that farmers who adopted both technologies could reduce production costs by 1.36% and obtain an 8.92% higher ROI than non-adopters.

Conclusion: The study findings suggest that policy interventions on scaling up SIRFD adoption require focusing on knowledge development village-based demonstration activities, group farming models backed by micro-finance, and avoiding launching conflicting schemes.

KEYWORDS
 sustainable agriculture, solar irrigation, recommended fertilizer dose, impact study, treatment effect models, sustainable farming, determinants, adoption


Introduction

Food, energy, and water (FEW) resource availability are intertwined and rely heavily on each other (Yadav et al., 2021). The food supply chain accounts for 30% of global energy consumption and 92% of the human water footprint. Forty-four percent of global water withdrawals are used for energy production and 70% for food production while 3% of global electricity is required for water provision with around 6% being used for food production (Larsen and Drews, 2019; Yadav et al., 2021). However, globally 828 million people suffer from hunger (WHO, 2022a), 733 million are deprived of access to energy (WHO, 2022b), and 785 million suffer from acute water scarcity (WHO, 2019). Due to combined factors that include global population growth, increased economic development, and rapid climate change, the demand for food, energy, and water resources is projected to increase by 70, 57, and 40%, respectively, over the next 20 years (Sadegh et al., 2020; Yadav et al., 2021). Hence, safeguarding the earth from degradation through sustainable consumption and production, sustainably managed natural resources, and urgent action on climate change at the national, regional, and global levels is warranted.

Attending the FEW nexus can help shed light on cross-sector interdependence with the aim to improve integrated solutions for achieving sustainable development goals. Suppose we aim to build resilience in the infrastructure of agriculture in developing nations, the first step is to establish what practices and input devices can be converted into critically sustainable componential practices. Such critically sustainable practices, in their part in building resilience, serve to guard against the existential threats to agro-development and the fight to achieve freedom from want or needs. However, what does the term “resilience” capture when taken into the world of threat mitigation, human development and agricultural sustainability? Most scholarly articles that articulate resilience in agriculture are limited to stability, robustness, and vulnerability of chemical compositions of inputs to farming (i.e., soil, microorganisms, or genetic makeup of crops). Ecosystem resilience is another prominent topic of academic insight, which investigates biodiversity and how humans can rejuvenate or regenerate such ecosystems against existential threats. However, a specific measure of agro-based resilience requires a viewpoint that encompasses all the aforementioned aspects, with the addition of stressing basic structures and functions for agriculture.

According to the United Nations 2015 Development agenda, disaster vulnerability is reduced as a direct product of well-grounded development (Piece, 2012). From the point of view of the paper, resilience can be defined as “the ability of a system, community or society exposed to hazards to resist, absorb, accommodate to and recover from the effects of a hazard in a timely and efficient manner, including through the preservation and restoration of its essential basic structures and functions” (Piece, 2012).

A great takeaway from this resilience perspective, wrapped within the framework of security aspects is that it allows new technologies in agriculture to have better directionality. Whatever is to be deemed sustainable must not only reduce costs but also preserve and restore what it is functioned to manipulate. This requires shifts in perception, cost and time consciousness, and systematic adaptations to changing environmental factors materializing in the present and possible future. Sustainable agricultural practices must, in the end, build community awareness and optimism toward standardizing efforts to increase productivity while ensuring that resources are plentiful in the future.

Sustainable agriculture is defined as adopting socially acceptable and financially viable farming practices to satisfy human food and fiber needs over the long term and remediate the environment that has been overused or misused by intensified agricultural practices while ensuring the efficient use of non-renewable and on-farm resources (Zilberman et al., 1997; Pretty, 2008; Faroque et al., 2011). This definition suitably begins the conversation of what it takes to ensure that if we farm, we farm to produce enough food, for a time that extends as long as we as humans wish to exist. It also insinuations the place a healthy physical environment takes in keeping humans alive and in balance with other parts of our fragile ecosystems. It does not however apportion specific responsibility over ensuring the ideals it aspires to produce, but it opens the floor for different approaches to exist. Different farming and managerial options that advocate sustainable agriculture practice in the context of FEW include the adoption of efficient water management systems, renewable irrigation technology, soil quality assessment technology, crop diversity practices, recommended doses of fertilizer application, disease-resistant and climate-adjusted varieties, integrated pest management (IPM) practices, agroforestry practices, planting cover crops, and resource conservative scale-appropriate agricultural machinery (Chartzoulakisa and Bertaki, 2015; Mottaleb, 2018; Sunny et al., 2018).

Agriculture is still regarded as the most crucial sector for developing countries like Bangladesh. Agriculture sector employs 38% of the national labor force (The World Bank, 2021) and directly supports 70% of Bangladeshis' livelihood (Imdad, 2021). Due to favorable agro-climatic environments for growing tropical and temperate crops, the government has adopted policies on utilizing available groundwater for irrigation as well as subsidized and intensified fertilizer policies to increase cropping intensity. For instance, the total amount of fertilizer subsidy expenditure has been amplified more than threefold, from BDT 35.34 billion in the fiscal year (FY) 2007-08 to BDT 133.32 billion in FY 2021-22 (FPMU, 2015; The Business Standard, 2022). Likewise, the irrigated area has increased approximately four times in the last three decades (Quddus and Kropp, 2020). These initiatives have escalated the cropping intensity from 183% to 200% (BBS, 2021; Ahmad, 2022) and made it possible for farmers to cultivate over two-thirds of the land twice or more annually (Dey et al., 2017). Rice (Oryza sativa) is the staple food that accounts for around 75% of the total harvested acreage and contributes approximately 95% of the total food grain (Shew et al., 2019; Alam et al., 2021). Studies have suggested that sustainable high yields with high-yielding crops depend entirely on the efficiency of water and fertilizers usage (Sagheb and Hobbi, 2002). Sound water-management practices and balanced fertilization potentially play a vital role in increasing cereal-based systems' productivity, nutrient and water use efficiency, reducing environmental burdens, and increasing economic advantage for farmers (IFC, 2014; Levidow et al., 2014; Ravisankar et al., 2014; Chen et al., 2022).

Over the years, agriculture and agronomic production systems have leaned toward sustainable agriculture to protect against existential challenges threatening humanity's future. However, a shift in perception of human security may need to be created, for instance, to emphasize “security against malnutrition” over general “food security” or seek securely “managed water resources” over the headline of “water security”. This is because the emphasis on general brand security can turn into a futile exercise where those most vocal and influential are positioned better to determine what is and is not a matter of security. In comparison, rebranding sustainable agriculture practices to emphasize matters of building resilient resource management systems may be a better congruent strategy. It is no argument that every nation, would like to realize a situation where agriculturalists can achieve greater yields, using fewer inputs while increasing the resource banks for future development of the sector. With this in mind, simple cost-saving strategies can now be seen as “forward investment liquidity” where long-term costs saved through the introduction of more efficient practices allow for more money left to be used on further developments with long-term advantages. Return on Investment (ROI) thus changes its flavor from a tool to infer the financial practicality of a chosen strategy into one whose favorable outcome justifies the doubling down on building resilient systems.

In the recent decade, like other developing countries, Bangladesh has also embraced the idea of sustainable agriculture practice alongside the overarching concept of sustainable development. Therefore, the government has urged promoting improved farm management technology adoption that advocates sustainable intensification while balancing energy and water resource utilization necessary for building a sustainable food production system. This initiative includes up-scaling the adoption of renewable energy-based irrigation and the recommended fertilizer dosage application. Because even though the groundwater availability for irrigation and subsidized fertilizer policies has helped Bangladesh attain near self-sufficiency in rice, it raises the demand for energy and the production cost (Islam et al., 2007; Naher et al., 2015; The Daily Star, 2016; Dey et al., 2017; Alam, 2018; Rahman and Zhang, 2018; Sunny et al., 2018; Das et al., 2020; FPMU, 2020; Kishore et al., 2021). Studies have revealed that compared to less water-stressed areas, the irrigation cost is 7.01% higher, the total return is 6.69% lower, and the fertilizer cost is 4.73% higher in severe water scare regions (Palash et al., 2019). There are two main reasons for this. Firstly, diesel or electricity-based irrigation systems are used in Bangladesh to extract groundwater. The diesel irrigation systems are more expensive in pumping output per liter, and electric-based irrigation systems, though cheaper, draw from an already scarce national electric grid supply. Therefore, the energy constraint in peak irrigation seasons in water-scarce areas exacerbates cost reduction and resource management challenges. More water is needed, and more energy is required to withdraw it. Secondly, subsidized fertilizer prices invigorated farmers' higher fertilizer application tendency (Uddin, 2021; World Bank, 2021), impacting their production costs. Finally, the long-term effects of the diesel irrigation system and unbalanced fertilizer applications negatively impact the environment (Islam et al., 2007; Naher et al., 2015; The Daily Star, 2016; Dey et al., 2017; Alam, 2018; Rahman and Zhang, 2018; Sunny et al., 2018; Das et al., 2020; FPMU, 2020; Kishore et al., 2021).

Solar technology has gained momentum worldwide as a part of strategies to promote climate-friendly, renewable energy-driven implements in production. Studies have suggested that solar energy can either replace or cut down on the farmers' dependency on costly and inaccessible energy sources to power their water distribution facilities. The country can reduce approximately 17,261 tons of carbon dioxide emissions by adopting solar irrigation technology. Farmers can meet irrigation water needs adequately and more efficiently while increasing both the quality and the quantity of the crops and reducing water wastage (Mirta et al., 2011; Hossain and Karim, 2020; Sunny et al., 2022). Due to technological advancement, solar-based technologies are becoming a cheaper alternative to fossil fuels. With the steady increases in diesel prices worldwide, small-scale farmers are increasingly unable to afford the yearly expense of diesel-run water pumps for their irrigation systems. Moreover, there is an expanded burden on the national budget and foreign currency reserves (Sunny et al., 2022). Furthermore, national grid power may seem like a better alternative to diesel fuel, but most rural farmers do not have access to electric grids (Sunny et al., 2022). On the other hand, fertilizer recommendations as a technology combine scientific knowledge and service that shapes the application; skills and techniques are employed toward improving yield and output quality. Thus, although fertilizer recommendations are born out of technological processes that give an output of workable interpretations, the raw information is subsequently organized into unique sets of directions that act as tools rather than general information. These tools guide farmers to apply fertilizer most effectively, in the same manner, that different farm implements can be helpful to a farmer. It is revealed that balanced fertilizer management promotes plant growth, enhances product quality, minimizes inputs, and reduces negative environmental impacts (Chen et al., 2022).

Hence, different programs were launched to popularize the application of balanced fertilizer doses to decrease farmers' production costs and negative environmental impacts (CRI, 2019; Imdad, 2021; Kishore et al., 2021; Shawon and Sourav, 2021). Likewise, initiatives to establish 50,000 solar irrigation pumps by 2025 have been taken to minimize the energy crisis (replacing 10% of conventional energy with renewable energy) and reduce the depletion of fossil fuel reserves while ensuring sustainable water management in the agriculture sectors (Kanojia, 2019; Sajid, 2019; Rana M.d.J. et al., 2021).

However, despite the significant potential of these two technologies, the adoption of solar-powered irrigation systems and recommended fertilizer dose (SIRFD) is slow to develop in Bangladesh (SREDA, 2015; The Daily Star, 2016; Rahman and Zhang, 2018; Sunny et al., 2018; Rana M.d.J. et al., 2021), none of the studies have investigated both technologies' adoption determinants and farm-level impacts simultaneously (Hasanuzzaman et al., 2009; Alam et al., 2011; Choudhury et al., 2013; Hasnat MdA, 2014; Hossain et al., 2015; Sarker and Ghosh, 2017; Mamun et al., 2018; Hossain and Karim, 2020; Rana M.d.J. et al., 2021; Rana J. et al., 2021; Sunny et al., 2022). Therefore, to minimize the research gap, this study first attempts to identify the factors that have influenced farmers' to adopt SIRFD and assesses the impact of the adoption on return on investment (ROI) and production costs by employing treatment effect models to address the selection bias issue (Barreto and Bell, 1994; Coady, 1995; Duflo et al., 2011; Dong et al., 2012; Fanus et al., 2012; Martey et al., 2013; Zhou, 2017; Kumar et al., 2019, 2020; Sanap et al., 2020). The other contribution of this research in literature includes the selection of the empirical approach as we choose treatment effect models to address the selection bias issue. It is expected that the resource-stressed regions should take the study findings as a rationale for policy development to achieve sustainable and environmentally sound food production practices.



Materials and methods


Study design

To fulfill the research objective we used following steps (Figure 1).


[image: Figure 1]
FIGURE 1
 Methodological steps followed for this research.




Study area and sampling procedure

This study spotlights the drought-prone area of the northern region of Bangladesh due to the lower annual rainfall (21.83% lower than the country's average annual rainfall) condition. Lower annual rainfall in the northern part caused surface water scarcity and created a high dependency on groundwater for cultivation and irrigation in these areas (Hossain et al., 2021; Rahman et al., 2022). According to the estimates, among 1.6 million diesel pumps (Prothom Alo, 2021) and 3.20 lakh electricity pumps (Ershadullah, 2021) operating in the country, a significant proportion operates in the northern regions (Hossain et al., 2021).

We used multistage sampling techniques to conduct this research. Therefore, in the first stage, we selected the Dinajpur district as its specific endowments fit our study parameters. Dinajpur is the largest among all 16 districts situated in the northern part, and the district has a tropical wet-dry climate based on the Köppen climate classification. The annual average temperature is 25°C. The average precipitation from November to March is below 20 mm, April and October are below 100 mm, and the remaining 5 months are over 200 mm (Wikipedia, 2022). Due to the low precipitation rate, the district is considered one of the top drought-prone areas in Bangladesh (Afrin et al., 2019; Islam et al., 2022; Rahman et al., 2022). As a result, food insecurity and poverty rates are high (BBS, WFP, 2020). This district is also one of the top districts where more solar irrigation pumps are installed (SREDA, 2022). Besides, information differences on farmers' fertilizer application procedures are found in the existing literature (Jahiruddin et al., 2010; Kobir, 2019; Siddique et al., 2020).

In the second stage, a simple random sampling method was used to select three sub-districts from 13 of the Dinajpur district. The randomly chosen three sub-districts were Birganj, Khanshama, and Kaharol. The combined population of these three sub-districts is 643431 (BBS, 2015). We then used Krejcie and Morgan's (1970) table to determine the optimal sample size. A sample of 384 farmers was determined based on our population size. However, to minimize unexpected errors that may arise from respondents' non-or partial responses, we felt the need to collect an additional 5% of samples. Hence, to sample an equal number of respondents, we finally collected 405 samples, comprising 135 randomly chosen respondent farmers from each sub-district.



Data collection procedure and ethical consideration

Face-to-face semi-structured questionnaire-based interviews were conducted between February and April 2021 to collect data. The Boro season (December to June) was chosen since the maximum rice is produced in this season (BBS, 2020), and irrigation demand is very high (Hossain and Siddique, 2015). The interview schedule was translated into the local language for implementation and pretested before finalization. The interviewed respondents were rice-producing farmers. We also obtained participants' consent before conducting the interview, and all expressed their desire to participate. Our interview schedule included farmers' demographic and socioeconomic characteristics, knowledge level, fee opinion, environmental consciousness, and agroecology-related questions.



Analytical technique
 
Theoretical framework

The random utility theory (McFadden, 1974) is adopted for this study, which speculates that individuals derive utility from the features of goods or services. This approach combines the deterministic and statistical models of human behavior. It allows eliciting preferences for complex multidimensional goods or services, from which models of (relative) preferences for different attributes of a good or service can be determined (Lancaster, 1966; Manski, 1977; Groothuis-Oudshoorn et al., 2014).

The assumption is that individuals' prefer alternatives when the maximum utility gained from adoption is higher than non-adoption (Hess et al., 2018). Following this theory, the utility that the individual i may derive from adopting an alternative a can be expressed as:
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Where, Uia is the net gain from adoption, βi is the function of observable attributes Xia and εia is the error term.



Empirical approach
 
Factors influencing adoption

Multinomial logistic regression is considered for testing our propositions because our dependent variable is classified into three categories rather than two and is not continuous. Likewise, this approach requires fewer assumptions than discriminant analysis, and collinearity is assumed to be relatively low. Thus, this approach is reckoned to be more robust in the face of data conditions that might adversely impact discriminant analysis (Hong and Zhu, 2006; El-Habil, 2012). The multinomial logistic regression for this study can be expressed as:

[image: image]

In this equation, p denotes farmers' adoption probability of certain types of technology.

Since the estimated coefficients obtained from multinomial logistic regression are on a log-odds scale, we have also computed the relative risk ratio (RRR) to represent the predicted multiplicative change in the relative risk (that is, the risk of falling into a comparison group relative to the risk of falling into the baseline group) per unit increase in an independent variable (Osborne, 2014; UCLA, 2021).



Impact assessment

Prior studies (Asfaw et al., 2011, 2012) have suggested that in the absence of prior intervention data, the best way to assess the impact of technology adoption is to use treatment effect models or an instrumental variable-based regression approach. However, due to difficulties in finding promising valid instrumental variables, this study employed treatment effect models because inappropriate instrumental variables may raise regression analysis pitfalls such as bias or the omitted variable issue (Angrist and Krueger, 2001).

The present study used two different treatment effect models because the adoption decision for this study varies at different levels (0, 1, and 2). Therefore, simple dichotomous treatment status (0,1) may not correctly capture the non-linearity and differential effects across treatment levels (Cattaneo, 2010; Wooldridge, 2010). To examine the impact of technology adoption, we estimate the average treatment effect on the treated (ATT). The ATT estimates the predicted causal effect of the treatment for individuals in the treatment group (Sunny et al., 2022).

The treatment effect models used for this study are regression adjustment (RA), and inverse probability weighted regression adjustment (IPWRA). The RA model, which allows the binary extension to multivalued models, uses the contrasts of the averages of treatment-specific predicted outcomes (Wooldridge, 2010; Stata, 2013). This approach allows estimating the possible outcome of adoption without prior assumptions about the treatment model (Smale et al., 2018). The RA model is a two-step approach (Stata, 2013). Firstly, a separate outcome model is estimated for each treatment level, and secondly, the model uses differences in the potential outcomes (POMs) to evaluate the average treatment effect on the treated (ATT) (Kazal et al., 2020). The ATT for the RA estimator specification can be expressed as (Wooldridge, 2010; Zheng and Ma, 2021):
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Where, na is the adopters' number; Ti is the adoption status for farmer i; ra(.) and rna(.) is the projected regression model for the adopters and non-adopters based on observed covariates X and parameters δk = (αk, βk), (k = a, na).

On the other hand, the IPWRA model—known as a double-robust estimator, uses probability weights to deal with the missing-data problem and obtain outcome regression parameters. The adjusted outcome-regression parameters are employed to estimate averages of treatment-level predicted outcomes (Sunny et al., 2022). The contrasts between these averages provide assessments of the treatment effects (Wooldridge, 2010; Stata, 2013). The IPWRA model, also through two steps (the propensity score matching and regression analysis), estimates the average treatment effect on the treated (ATT) (Imbens and Wooldridge, 2009; Sunny et al., 2022). The ATT for the IPWRA estimator can be expressed as (Zheng and Ma, 2021; Sunny et al., 2022):
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Where [image: image] and [image: image] are the inverse probability-weighted estimator parameters for adopters and non-adopters, respectively, and through the weighted regression methods can be obtained:
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Measurement of key variables

The outcome variables for this study are production costs and ROI. The production costs include expenditures on seeds, fertilizer, pesticides, irrigation, and other inputs, which are also measured at Taka/decimal. The ROI is the ratio of net earnings to production costs, defined in accordance with previous studies (Kleemann et al., 2014; Zheng and Ma, 2021).

The dependent variable is a dummy variable equivalent to ‘0' if the farmer did not adopt solar irrigation and fertilizer recommended facilities, ‘1' if a farmer has partially adopted solar irrigation and fertilizer recommended facilities, and ‘2' if the farmer has adopted both solar irrigation and fertilizer recommended facilities.

The explanatory variables for this particular study presented in Table 1 below are chosen from the existing literature on the adoption. The variables include farmers age (Tiwari et al., 2008; Ntshangase et al., 2018), education (Chuchird et al., 2017; Sunny et al., 2018), land typology (Endrias et al., 2013; Reza and Hossain, 2013), farming experience (Sunny et al., 2018; Sarker et al., 2021), household size (Challa and Tilahun, 2014; Araya and Holden, 2018), farm size (Deressa et al., 2011; Ntshangase et al., 2018), knowledge acquisition (Feder and Slade, 1984; Bairagi et al., 2018), off-farm or secondary income (Pandey and Mishra, 2004; Mottaleb et al., 2016), plot fertility (Kassie et al., 2015; Zeng et al., 2018), credit availability (Simtowe and Zeller, 2006; Mottaleb et al., 2016), soil water retention (Albrecht and Ladewig, 1985; Genius et al., 2013), close acquaintances' adoption (Mendola, 2007; Jansson et al., 2017), and environmental awareness (Liu et al., 2013; Irfan et al., 2020).


TABLE 1 Variables used in different models.
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Results and discussion



Basic household characteristics of the survey respondents

Table 2 below presents the differences in the characteristics of adopters and non-adopters. Among 405 respondents, 9.63% of the farmers were non-adopters, 52.35% of farmers were partial adopters, and the rest 38.02% have adopted both technologies. The χ2 and F-test result indicates significant differences between these groups based on their farmlands typology, soil water retention condition, knowledge level, and close acquaintances' adoption status. The result shows that among total non-adopters, 58.9% cultivate in mid-high lands, whereas most partial adapters (81.6%) and both adapters (87%) cultivate in mid-low land. The water holding capacity of non-adopters farmland compared to partial and both technology adopters' farmland were also found lower. Close acquaintances of 38.5% of non-adopters, 48.1% of partial, and 66.9% of both-technology adopters have also adopted these technologies. Among the total respondents, only 7.7% of the non-adopters, 12.7% of partial adopters, and 27.9% of adopters possess the proper knowledge of both technologies.


TABLE 2 Descriptive statistics of the explanatory variables.
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Factors affecting adoption

The factors influencing farm households' adoption of solar irrigation facilities were analyzed using multinomial logistic regression, and the results are presented below (Table 3). Since the coefficient result only expresses the direction of change, we also compute the relative risk ratio (RRR) that represents the predicted multiplicative change in the relative risk (that is, the risk of falling into a comparison group relative to the risk of falling into the baseline group) per unit increase in an independent variable (Osborne, 2014; UCLA, 2021). Based on the LR test, our model containing the full set of predictors represents a significant improvement in fit relative to a null model [LR χ2 (IFC, 2014) = 117.23, p < 0.0000], which infers that at least one population slope is non-zero. The calculated variance inflation factor (VIF) value for all the variables is well below the conventional threshold of 10, indicating no severe collinearity (Maddala, 1983).


TABLE 3 Factors affecting the adoption of SIRFD.
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The negative and significant (p < 0.001) “Land Typology” predictor in Table 3 indicates that farmers cultivating in mid-high land are less likely to fall into partial and both adopters” groups and more likely to be non-adopters compared to farmers cultivating in low-mid land. The RRR value indicates that for each unit increase of this variable, the farmers” risk of falling into the “partial adopters” and “both adopters” categories relative to the risk of belonging to the “non-adopter” category is predicted to change by a factor of 0.16 and 0.12, respectively. This result is meaningful because the Boro rice farming methods necessitate flooded fields (Pearson et al., 2018). The leakage issues on comparatively high land create difficulties in holding ponded water, causing higher wastage of fertilizer and increasing fertilizer use.

Similarly, the “soil fertility perception” predictor is negative and significant (p < 0.001). The relative risk ratio indicates that farmers with the greater belief that their farmland soil is fertile are at a 0.05 and 0.06 times lower risk of falling into the “partial adopters” and “both adopters” categories and at an increased risk of being in the “non-adopters” category. Prior Studies have similarly found that in developing nations, soil fertility perceptions are not fundamentally based upon scientific classifications of soil composition or other lesser visible metrics (e.g., soil nutrient composition) (Desbiez et al., 2004). Being largely informally educated, untrained, and small landowners, a large number of Bangladesh rice farmers' understanding of soil fertility is based on perceived yield increases attributed to increases in fertilizer use. Hence, aspiration to gain higher yields (Rahman and Zhang, 2018), lack of fertilizer application knowledge of hybrid varieties (Huang et al., 2017), and unawareness of the combined impact of adopting improved farming technologies for higher grain yield (Sarker et al., 2014) are responsible for their excessive fertilizer application.

Unlike the other two comparisons, the “Soil Water Retention” predictor was positive and statistically significant (p < 0.001). The result indicates the likelihood of being partial and both adapter groups for farmers is higher if their farmland soil has a higher capacity to hold water. The RRR for “Soil Water Retention” indicates that for each unit increase on this variable, the risk of falling into the “partial adopters” and “both adopters” categories relative to the risk of belonging to the “non-adopter” category is predicted to change by a factor of 16.61 and 24.45 respectively. This result indicates the association between water-holding capacity and soil health. Prior studies have suggested that soil retaining a balanced amount of water can support crop growth and keep soil organic matter alive. Therefore, the nourishment of soils with low water-holding capacity requires more organic and chemical fertilizer usage (Dong et al., 2012). As a result, the likelihood of being in the non-adopters group for farmers cultivating in low water retention land is higher.

The “Knowledge of SIRFD” predictor is positive and significant (p < 0.001). The positive slope suggests that farmers who know about both facilities have a greater possibility of adopting both and a lower probability of being either non-adopters or partial adopters list. The RRR indicates that for each one-unit increase in knowledge level, the relative risk of being in the “both adopters” category (relative to the risk of belonging to the “non and partial” adopters” category) changes by a factor of 9.10. As expected, the result matches prior studies that revealed that better knowledge of technologies positively influences adoption (Kabunga et al., 2012; Bairagi et al., 2018).

The “Environmental Awareness” predictor is negative and significant (p < 0.05), suggesting farmers who know adopting both facilities is beneficial for the environment have less probability of being on both adopters lists and more on either non-adopter or partial adopters lists. The RRR for “Environmental Awareness” indicates that for each one-unit increase in farmers” awareness level, the relative risk of falling into the “both adopters” category compared with the “not-adopters” category is multiplied by a factor of 0.44. This result contradicts our expectations and draws attention to farmers' social and psychological risk factors. It is essential to understand that most farmers in our study area are subsistence farmers. Their technology acceptance decisions are primarily associated with their profit gain aspects and are influenced by the attitude of neighbors, fertilizer dealers, and friends in their immediate environment (Mottaleb et al., 2019).

The RRR for “Secondary Income” indicates that for each unit increase in off-farm income level, the relative risk of being in the “both adopter” category (relative to the risk of belonging to the “non or partial adopter” category) changes by a factor of 2.63. This result matches a prior study that indicates that adopting new technology requires additional costs (Rahman et al., 2021).

The RRR for “Close Acquaintances adoption” indicates that for each unit increase in close acquaintances adoption level, the relative risk of being in the “partial adopters” and “both adopters” category (relative to the risk of belonging to the “non-adopter” category) changes by a factor of 2.04 and 4.67, respectively. Our findings match other studies (Mendola, 2007; Krishnan and Patnam, 2014) findings, suggesting that close connections influence farmers” new technology acceptance behavior.

Finally, the negative and significant (p < 0.05) “Cash Availability” variable suggest that farmers with available cash during the cropping season have less probability of being on a partial and both adopter list and more on a non-adopter list. The RRR indicates that for each unit increase in farmers” credit availability level, the relative risk of being in the “partial adopters” and the “both adopters” category (relative to the risk of belonging to the “non-adopter” category) changes by a factor of 0.25 and 0.26, respectively. This finding is meaningful because previous studies have revealed that greater access to credit influences fertilizer intensification (Ouattara et al., 2020).



Adoption impact

Before finalizing the models, we checked the balancing summary estimates and overlap assumptions. The balancing summary estimates are outlined below (Table 4), which reports the model-adjusted difference in means and ratio of variances between the treated and untreated for each covariate. The result confirms that the balancing property is satisfied as the thresholds for the variance ratio for balanced groups are 0.5 and 2 (Rubin, 2001; Stuart, 2010).


TABLE 4 Covariates balancing summary.
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Further, in testing the overlap assumption, we used overlap plots. The graphical diagnostic result in Figure 2 indicates that all the estimated densities had most of their respective masses in regions in which they overlap.


[image: Figure 2]
FIGURE 2
 Test of overlap assumption.


The adoption impact results in Table 5 show that the adoption of both technologies has a significant impact on production cost and ROI. Specifically, farmers who adopted both technologies could reduce production costs by 1.36% and obtain an 8.92% higher ROI than non-adopters.


TABLE 5 Average treatment effects of SIRFD adoption on outcome variables.
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The result also indicates an association between these technology adaptations and the establishment of a more sustainable food production system that enhances the energy and water sector resiliency from natural and man-made disasters and climate change. The adoption of recommended fertilizer doses helped improve soil health and fertilizer-use efficiency. Due to increased fertilizer-use efficiency, the soil's physical, chemical, and biological constitutions have been enhanced, playing a vital role in improving crop yield. Moreover, solar irrigation adoption helped farmers reduce input costs by significantly reducing electricity usage and fuel costs (diesel and coal) while maintaining diesel or electricity pumps for emergency use only. Likewise, due to longer service life, lower CO2 emissions, and reduced maintenance costs and challenges, these adoptions have added to air and soil environmental protection efforts. In addition, solar-powered irrigation adoption has provided higher groundwater access for irrigation, which is vital for farmers to grow diverse crops, achieving higher crop productivity, improving income, enhancing their coping capacity against climate change risk, and making them more resilient.

Our findings match prior studies documenting the positive impact of these technologies' adoption on yield, input costs, water usage, and energy-saving aspects (Datta et al., 2015; Ramappa et al., 2015; Hossain and Karim, 2020; Sunny et al., 2022). Therefore, sustainable agricultural technologies, such as SIRFD, have the potential to enable a more sustainable supply of food, energy, and water, particularly in water-stressed areas. These outcomes, however, will not be sustained until the barriers to the continuous adoption of these technologies are eliminated or at least reduced.

However, judging how these technology adaptations lead to overall resiliency in the sector against any and most instances of force majeure is problematic. On the one hand, the introduction, development, and propagation of solar technology solely relate to direct cost-benefits of water extraction where it is needed and does not directly indicate how they aid in water saving in the moment or between difficult periods of water shortages. Likewise, the adoption of recommended dosage fertilizer application is also related to site specification and cannot be generalized. On the other hand, introducing these technologies for low-income or developing economies—local and national, may present significant barriers to entry even if the benefits significantly outweigh the costs. However, when combined with increased agency by the farmers toward sustainability and the intention to build existential resilience in farming, those potential cost savings should lead one to consider that savings will allow for the liquidity to develop further efficiencies in water storage systems and more effective technologies. Since adoption is affected by cost-saving strategies that result in greater yield, it is plausible to assert that attitude changes to sustainable practices in rural areas should shift positively. Attitudes shifts to the aforementioned researched practices would not be enough, however. In the long term, trust in objective research, tolerance to the evolution of new and more refined information, and belief in seeking out science ahead of personal contact information will go much further in allowing for resilience in agriculture to take root and adapt to fresh conditions.

Recent decades have seen the popularity of drip irrigation and hydroponic-based farming practices. These technologies can be expensive to set up, especially if the resources needed to be accumulated to develop them are not readily and inexpensively located. To have created some financial freedom to explore more resilient farming practices comes directly from the marriage of cost-saving practices and a motivated intent to plan for between-disaster periods as well as current existential issues. The benefits of precise water and fertilizer management systems cannot be overstated. As time goes on, the soil does not need as much to preserve its richness; water is both more available and in a condition conducive to the needs it is intended for; and farmers are more prepared to see the advantage in thinking more creatively toward resilient sustainability in farming. As a result, policymakers, who are pushed to act by the voices of their constituents, are more likely to develop more viable and contextually driven policies which also encourage the better adoption of improved agro-tech. Again, all this is based upon empowering farmers into positions of greater agency over their contributions to sustainability through nurturing in them a greater motivation to seek, explore, make use of and improve upon resilience-based measures they take to viably improve their production efforts.



Conclusions and recommendations

As a newly graduated lower-middle-income country, Bangladesh, making progress toward achieving SDGs, has highlighted the need to enhance resilience against the challenges that interconnected food, energy, and water (FEW) nexus systems faces to support its citizen. Hence the government has decided to promote SIRFD technologies to balance energy and water resource utilization to achieve a more sustainable and climate-smart food production system. This study has attempted to reveal critical factors influencing Dinajpur region rice-growing farmers' adoption or non-adoption decisions SIRFD and the adoption impacts on the farm level. The results showed that land typology, soil fertility perception, soil water retention, knowledge of both technology, environment awareness, close acquaintance adoption, and cash availability influence farmers' adoption decisions. The results of the ATT estimates exhibited a positive impact of both technology adoption on production costs and ROI.

The findings of this study have practical policy implications. Firstly, the positive association of SIRFD adoption on production costs and ROI emphasizes the importance of scaling up the adoption process. Hence, policymakers should concentrate on designing more appropriate schemes that are flexible enough to respond to new knowledge gained over time and attractive enough to generate strong demand from farmers. These initiatives include village-level demonstration programs that emphasize the positive impact of combined technology adoption and eco-environmental wellbeing.

Secondly, policymakers must consider heterogeneous group research to provide different farmers' groups with practical support and develop policies that make adopting these two farming technologies more attractive. Likewise, a policy should be initiated for a specific period, and within that time frame, the government should not launch any other policy that conflicts with the existing policy. For instance, region-specific solar irrigation projects should emphasize the installation of solar pumps with a specific capacity so that each site has similar area coverage and water delivery capacity to avoid internal conflicts between service providers. At the same time, introducing an insurance scheme to hedge against the potential production risk may also enhance the adoption process.

Thirdly, knowledge publicity initiatives that aim at providing information on abiotic and biotic factors that affect yield and crop responsiveness, training on water-efficient irrigation methods, and correcting farmers' incorrect fertilizer application timing and quantity are expected to enhance the adoption process. Since most rural families usually involve the other members in the decision process, and if most family members have a knowledge deficiency about the benefits of both technologies, the family may not decide to accept both technologies. Besides, facilitating training on fertilizer application of hybrid varieties that requires less external N inputs under moderate to high soil fertility conditions and the combined impact of adopting improved farming technologies for higher grain yield is expected to increase the adoption rate.

Fourthly, the study indicated that there is room for expanding the role of positively impactful technologies on expanding production and increasing both yield production and positive return on investment. This further implies that SIRFD adoption can significantly increase resilience in farm practices against existentially threatening situations, such as natural and man-made disasters, through the capacity-building mechanisms inherent in positively regarded systems. An ecosystem of farmers who are mindful of the management of shared resources will not follow far behind environmentally friendly and normalized practices. Furthermore, it is not farfetched to observe that as farmers' yields increase (based on SIRFD -like technological progressions), policymakers will have little doubt in pushing hard to adopt policies with the general public and practitioners in agriculture.

Finally, public-private initiatives to introduce the group-farming model backed by microfinance organizations can play a vital role scale up the adoption process. Because group farming model formation will help small farmers pool their resources to create a larger enterprise voluntarily through sharing costs and benefits without forfeiting rights to their owned land.

Despite the valuable data gained, the limitations of this study include a relatively small sample size and less area coverage. A large-scale survey could provide more information. The impact of adoption was measured using one-year cross-section data, and future studies may consider using multiyear panel data for better understanding.
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There has been increasing interest in low-carbon technologies to reduce climate change impacts. However, careful assessments of their implications for the vibrancy of local economies are rare. This paper employs techno-economic analysis to assess the technical and economic feasibility of investment in one such technology: local green ammonia production and its contribution to the economic viability of the local economy. The analysis considers price projection and debt financing options, and alternative energy-to-ammonia technologies. The approach is broadly applicable and is illustrated here using a case study in which 248,188 MT of traditional ammonia are replaced with local wind energy-produced ammonia for farmers in Southwest Kansas, United States. Economic feasibility is defined as the ability to accrue enough discounted cash flow at the end of the turbines’ 25-year lifespan to enable their replacement. The alternative technologies are the traditional Haber-Bosch and the emerging solid oxide electrolysis cell (SOEC). The total plant capital cost amounted to $781.72 million while the plant operating costs were set at $100/MT with the energy supplied by the project’s energy system. The results show how economic feasibility sensitivity to technology and financing options are evaluated and communicated to scientists, policymakers, and farmers. The 6.5 MWh/MT wind energy-to-ammonia SOEC technology presented the best economic results under all price projections. The community’s investment yielded the highest return when debt was used to finance 50% of the capital investment. Returns exceeded the average annual S&P return of about 7% from 1957 to 2021. The work shows how consideration of technology efficiencies and creative financing strategies can contribute to the economic welfare of farmers and their communities even as they contributed to reducing crop production’s carbon footprint.
Keywords: wind energy, green ammonia, economic feasibility, STAR communities, solid oxide electrolysis cell (SOEC)
1 INTRODUCTION
Climate change concerns are continuously rising. In response, various policies and technological innovations are being developed to address greenhouse gas (GHGs) emissions such as carbon dioxide (CO2) (U.S. Congressional Research Service, 2021). Albeit, how to move toward a low-carbon economy to produce an earth system able to support human activity while maintaining viable rural economies and communities is yet to be explored. Experiences of extreme weather made more common due to climate change and its anticipated increasingly severe impacts have incentivized the shift from carbon-producing fossil fuels towards the use of low-carbon renewable energy sources.
This work evaluates progress in the global chemical manufacturing sector, particularly the production of ammonia. Ammonia is explored because it is one of the most-produced chemicals. It has an annual worldwide output of over 176 million metric tons (Royal Society, 2020) and a recent growth rate of 2.3% (Guo et al., 2018), (Smith et al., 2020). About 80 percent of total global ammonia output is used as fertilizer in crop production (Chen et al., 2019), (Funez Guerra et al., 2020), with the rest used in multiple industries including pharmaceutical, petroleum and mining, textile, and in explosive manufacturing. Ammonia synthesis is one of the highest carbon dioxide-emitting chemical industrial processes (Royal Society, 2020), accounting for almost 19% of total 2019 reported carbon emissions from the US chemical sector (US EPA, 2020).
Recent studies have assessed alternative avenues for producing green ammonia. Cardoso et al. (2021) explored biomass gasification determining that a small-scale biomass-to-ammonia power plant was economically feasible in mainland Portugal. Meanwhile, Smith and Torrente-Murciano evaluated the economic potential of green ammonia production using hydroelectric power and determined that it was economically beneficial as compared to the importation of Nitrogen fertilizer in Sub-Saharan Africa (Smith and Torrente-Murciano, 2021). Solar-powered ammonia production has also been suggested (Wang et al., 2018). Tuna et al. (2014) explored green ammonia production using wind power, biogas, and woody biomass at different plant scales with biomass being the most promising with the lowest cost of production.
Currently, the dominant industrial process for synthesizing ammonia is the Haber-Bosch process, an energy-intensive process that consumes about 1.8% of global energy output annually (Royal Society, 2020). Discovered over a century ago, the Haber-Bosch process synthesizes ammonia from atmospheric nitrogen and water under conditions of high temperatures (greater than 400°C) and pressure above 200 atm (Erisman et al., 2008). The predominant energy sources in ammonia synthesis are fossil fuels, especially natural gas, coal, and heavy fuel oil, underscoring its high contribution to global greenhouse gas (GHG) emissions.
Apart from providing energy, fossil fuels provide the hydrogen needed in traditional ammonia synthesis using the steam-methane reforming process (Liu et al., 2020), (Bicer et al., 2017). Alternative sources of hydrogen could address the dual problem of reducing ammonia’s carbon footprint and ensuring an adequate supply of ammonia for crop production to feed a growing global population. While some researchers have looked at water electrolysis as a source of hydrogen for the Haber-Bosch process (Smith et al., 2020), (Fúnez Guerra et al., 2020), (Pfromm, 2017), others have been looking at alternatives to the entire Haber-Bosch process (MacFarlane et al., 2020). Some researchers have considered the inclusion of carbon sequestration in the ammonia production process to create blue ammonia” but that adds both cost and some level of complexity to the process (MacFarlane et al., 2020). Additionally, alternative uses for ammonia [e.g., energy storage (Royal Society 2020), and hydrogen carrier (Michalsky et al., 2011), (Cinti et al., 2017)] are becoming more probable, increasing the potential for other industries, such as transportation, to reduce their carbon footprint. The success of any of these efforts would be based on the price competitiveness of their ammonia against the traditional fossil fuel-based ammonia. A promising new technology is the solid oxide electrolysis cell (SOEC) which is considered in this study.
The bulk of ammonia is consumed in small towns and rural (STAR) communities, where the majority of crop production occurs. Many STAR communities in the Great Plains of the United States have abundant land and solar and/or wind resources, making them prime production sites for green ammonia. Local green ammonia production for agriculture could allow the decoupling of natural gas prices from farm commodity prices, which directly affect farm incomes (Schnitkey, 2016). If crop producers could invest in ammonia production using locally available renewable energy, they would better control their ammonia expenditures while keeping those expenditures in their communities, enhancing their local economies.
This article addresses the potential economic competitiveness of wind-powered ammonia production within STAR communities. Thus, the overarching objective of this research is to assess the economic feasibility of harvesting wind for electricity production and using that electricity to synthesize ammonia for local agricultural use under alternative local financing options. Local financing options allow the returns on investment to remain in the community. The ammonia production project benefits from having a “captive demand” because ammonia is indispensable to crop production in the Great Plains study area.
The economic analysis is complicated because multiple systems are involved. This work includes wind energy and green ammonia production. Some recent studies have pursued similar goals as this work. Morgan et al. explored the economic feasibility of wind-powered ammonia production (Morgan et al., 2014). Funez Guerra et al. (2020) using a polymeric electrolyzer (PEM) approach, assessed the technical-economic feasibility of green ammonia production using solar energy. Their study indicated that the project would be technically and economically feasible with a net present value (NPV) of €77,414,525 and a payback period of 7.62 years. Similarly, Sousa et al. (2022) analyzed the techno-economic feasibility of ammonia production also using hydrogen from PEM electrolysis. They found that a small hydro-powered ammonia plant with an annual production of 25,000 MT is uncompetitive as compared to a conventional ammonia plant.
Like the foregoing papers, this study explored the techno-economic feasibility of green ammonia production over a maximum life expectancy for wind turbines. Unlike the foregoing studies, this study explored the alternative financing as well as community profit retention for community economic viability as critical contributions or extensions. It not only showed the feasibility of the project, but also the return on investment for the project’s investors. Given the scale of the project (discussed in Section 2.4), these extensions to the literature are important because they illuminate the financing source effect on economic feasibility. In the end, the paper highlights the importance of energy-to-ammonia efficiency, market conditions, and financing strategy on the techno-economic feasibility of green ammonia production. Its uniqueness is anchoring it in a STAR community and exploring the potential effect of the project on community viability.
The article proceeds as follows. Section 2 describes the case study area, economic feasibility assessment metrics, the conventional ammonia production system, the alternative Solid Oxide Electrolysis Cell (SOEC), and the financing options considered in this work. The results of the economic analyses of the feasibility of green ammonia production in the study area under alternative ammonia price scenarios are then presented and discussed, along with their sensitivity to two critical variables: ammonia price discount and dividend rates.
The project is deemed economically feasible if it can replace itself after its assumed useful lifespan of 25 years (Milborrow, 2020), and provide competitive and superior returns to its investors. Due to the challenge of projecting anhydrous ammonia prices, the techno-economically feasible solution is limited to one that is feasible under all price scenarios. The results of the effect of investing a portion of the project’s net cash flow in local businesses on investors and the project’s economic feasibility are also presented and discussed. The fourth section summarizes the findings while the final section offers concluding thoughts on the techno-feasibility of using green ammonia production to enhance community viability while reducing crop farmers’ income variability and carbon production.
2 DATA AND SYSTEM ECONOMICS
This section describes the study area and then uses it to illustrate the methods and options used in the economic analysis, wind energy production, ammonia production, and financing evaluation.
2.1 Study area
This study uses USDA Agricultural District 30 (the southwest 14 of the 105 Kansas counties) for the case study. The region is a major contributor to grain and livestock production in Kansas, accounting for 30 percent of the cattle and calves, 26 percent of sorghum, 22 percent of corn, and 15 percent of winter wheat produced in the state. In 2017, it accounted for 8.2% of Kansas farmers (USDA-NASS, 2019a) and 18.2% of Kansas cropland with an average farm size of 347.3 ha (USDA-NASS, 2019b).
The region accounted for 4.7% of the 2019 Kansas population (U.S. Census Bureau, 2019). The region’s population was relatively flat from 2010 through 2015, growing at an average rate of 0.15%, about half of Kansas’s population growth rate of 0.31%. However, the region’s population has been declining at about 0.9% per annum since 2016, compared with an increasing, albeit nearly flat growth rate of 0.03% for Kansas.
The Southwest Kansas agricultural district depends on the Ogallala Aquifer for its irrigation and other water needs. The Ogallala Aquifer’s water levels in the study area are declining (Scott, 2019) though some areas in the western part of the region, such as in Stanton and Morton Counties, reportedly show insignificant changes in water levels. The availability trend and climate change projections suggest the potential intensification of fertilizer use to mitigate the adverse drought effects on crop production in the region (Lindsey, 2013).
The region has good to excellent availability of wind for community-scale energy production (Figure 1). There are few population centers located close to areas with excellent wind resources, reducing the social challenges associated with the development of wind energy in many communities (Gross, 2020). The research focuses on exploiting decreasing wind energy production capital costs, improving ammonia production technologies, and a growing investor confidence in renewable energy economics (Milborrow, 2020), (Sanchez and Martín, 2018; Hauch et al., 2020; Ghiyati, 2021a) to explore opportunities for changing Southwest Kansas’ economic trajectory through local green ammonia production for local use. The results will provide insights for deploying similar solutions in other regions around the world.
[image: Figure 1]FIGURE 1 | United States - Land-Based and Offshore Annual Average Wind Speed at 100 m. Source: NREL and AWS TruePower (NREL and AWS Truepower LLC, 2013) with author modifications.
The study considers only the cropland allocated to the five principal crops produced in the study area–corn, cotton, soybeans, sorghum, and wheat–and the required anhydrous ammonia (equivalent) used on those crops. The relevant cropland used was the average planted area for the five major crops between 2017 and 2019, inclusive, which accounted for about 64% of the total cropland in the study area (USDA-NASS, 2019b). Ammonia requirements in the study area are assumed to be equivalent to the product of a proportion of the area’s total cropland and the average ammonia requirement per hectare of cropland using 82% nitrogen to convert all ammonia fertilizer products into anhydrous ammonia equivalent. Production and anhydrous ammonia assumptions used for the study area are summarized in Table 1. The total average cropland used is about 1.4 million ha at 0.18 MT/ha of anhydrous ammonia, resulting in an annual requirement of 248,188 MT of anhydrous ammonia for the area. This is assumed as the project’s production target.
TABLE 1 | Cropland and fertilizer assumptions.
[image: Table 1]2.2 Economic analysis
Economic feasibility is often assessed using cash flows and specific indicators developed to evaluate the achievement of project objectives. Traditional economic feasibility assessment metrics depending on cash flows include Net Present Value (NPV), Payback Period (PBP), and return on investment (ROI). Given the project’s objective to enhance farm incomes by alleviating producers’ exposure to high anhydrous ammonia prices while contributing to community economic viability, anhydrous ammonia price discount value and ROI for community investors are measured. Relatively competitive thresholds are set for both variables since the project competes with all investment alternatives available to both potential crop producers and community investors in the study area. Further, because of the long duration of the project’s lifespan, all monetary benefits are measured in present value terms to provide a clear performance of the project for potential investors.
NPV recognizes the time value of money by discounting net cash flows from the project at a specified discount rate. The discount rate incorporates potential investors’ perceptions about the project’s risk, and therefore, differs from the interest rate, which is the price of capital. Therefore, the discount rate is generally higher than the interest rate. NPV is formally defined as the sum of discounted cash flow, i.e.,:
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where [image: image] and [image: image] define the cash flow in period t and the discount rate, respectively, while [image: image] is the capital expenditure assumed to occur in period 0. The project will be able to replace itself at the specified discount rate if the NPV is greater than zero. Closely related to the NPV is the internal rate of return (IRR), which provides the discount rate that produces a zero NPV. The IRR is defined as follows:
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Some investors have a minimum IRR–hurdle rate (HR)—below which the project is deemed unfavorable for investment. If investors’ hurdle rate exceeds the IRR, then the project requires higher cash flows to be attractive to investors, otherwise, it may not be deemed favorable for investment. Different investors would have different HR for different projects.
It is sensible to expect investors to make a single investment in the project and for the project to not only maintain itself from its cash flows but replace both its energy and ammonia systems at the end of its 25-years lifespan. Another indicator used to specifically measure the extent to which the project can replace itself from its cash flows is the discounted replacement multiplier, RM, estimated as:
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The higher the RM, the more confident investors will be that they would not be asked to make more investments to sustain the project. The discounted payback period, PBPT, is defined as the earliest time (in years) it takes for cumulative cash flows to equal the initial investment, i.e.,
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where all variables are as defined.
The ROI is an efficiency metric for equity use, comparing the gain from an investment given the amount invested. It measures how well the investments of both producer and community investors do, allowing them to compare their investments in this project with alternative investments available to them. Three specifications of ROI are measured for this project: 1) Producer investors’ ROI; 2) Community investors’ ROI; and 3) Overall project ROI. The overall project ROI is estimated as follows:
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where all variables are as previously defined. The value of the price discount or savings on anhydrous ammonia expenditure as a result of investing in the project is defined for each producer investor i in period t as follows:
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where [image: image] is the price discount rate, [image: image] is the price in period t, and [image: image] is the quantity of anhydrous ammonia procured by producer investor i in period t. Aggregate producer investors’ return on investment, ROIP, is the value of the price discount they receive throughout the project’s life based on their investment. It is defined as follows:
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where vt is the value of the price discount accruing to all producer investors in each year and K0p is the total value of capital producer investors contributed to the project. Aggregate community investors’ return on investment, ROIC, is estimated using their dividend payouts over time, i.e.,
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where [image: image] is the dividend payout in each period and K0C is the total value of capital community investors contributed to the project. The return per share translates the rate measures in Eqs. 6–7 into monetary measures for investors. Producer investor’s value per share (VPS) is the total value of anhydrous ammonia expenditure savings less the producer investment divided by the number of shares, i.e.,:
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where all variables are as defined, and [image: image] is the capital invested in procuring Si project shares by investor i. From Equation Eq. 9, the value accruing to each producer investor from their investment would be the product of the VPS and the number of shares they own. Likewise, community investors’ return per share (RPS) is defined as follows:
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where all variables are as defined above. The return accruing to each community investor from their investment would be the product of the RPS and the number of shares they own. The total number of shares is based on the plant’s anhydrous ammonia production capacity, which is 248,188 MT. The total number of shares each investor group owns is determined by its proportional contribution to the project’s initial capital investment. Project funding emanating from debt is distributed to investors on a proportional basis of this initial contribution to capital. Therefore, producer and community investors own equal equity under the 100% Equity Financing condition, 46.67% and 53.33% under the Debt I condition, and 70% and 30% under the Debt II condition.
The sensitivity of project results to the price discount and the dividend rates are explored. The goal is to ensure that investors are getting the highest value from their investments constrained by the project’s ability to replace itself after 25 years. Thus, unlike many farmer/community investments that seek to build capital for the “business”, the investment objective of this project is maintained by paying out returns from the project to investors, retaining only enough to maintain operations.
2.3 Wind energy production system
The study assumes that anhydrous ammonia is produced using locally produced wind energy. The electricity production system uses parameters from NREL’s SAM (System Advisors Model) version 2020.11.29 (Blair et al., 2018) for the Vestas V100–1.8, a 1.8 MW rated turbine manufactured by Vestas Wind Systems (https://www.vestas.com/). Its 50 m blades and 100 m rotor diameter and hub height enable the turbine to deliver a high rotor-to-generator ratio, maximizing productivity in low to medium wind sites. Its three blades sweep an area of 7854.0 m2. Figure 2 shows SAM’s simulated average monthly energy output for the V100-1.8 for the study area’s wind parameters. Based on this output profile, the total annual energy output is estimated at 6,997 MWh per annum per turbine. The power curve for the V100-1.8 is presented in Figure 3, showing a cut-in wind speed of about 4.0 m/s and a cut-out wind speed of 20.0 m/s.
[image: Figure 2]FIGURE 2 | SAM simulated average monthly energy output (kWh/Month) from vesta V100-1.8 wind turbine for southwest Kansas region. Source: Developed from SAM simulation data (NREL, 2018).
[image: Figure 3]FIGURE 3 | V100-1.8 turbine power curve. Source: Developed from SAM simulation data (NREL, 2018).
2.4 Ammonia production system
The economic analysis in the study considers the conventional Haber-Bosch Process and the SOEC with Exothermal Haber-Bosch Reactor.
2.4.1 Conventional Haber-Bosch process
Ammonia is derived from fusing nitrogen and hydrogen atoms. The traditional Haber-Bosch process involves producing hydrogen by reacting methane (from fossil fuels like natural gas) and water, referred to as steam-methane reforming, an endothermic process requiring a significant amount of heat in the presence of a catalyst. It produces hydrogen with carbon monoxide and a small amount of carbon dioxide as by-products.
Molecular nitrogen (N2), an inert colorless, odorless, tasteless atmospheric gas, at normal temperatures and pressures, is held together by a strong triple bond between its atoms (N). For hydrogen to react with nitrogen in ammonia synthesis, the nitrogen molecule is broken into its atoms to increase its reactivity. Successfully breaking the nitrogen bond guarantees ammonia synthesis only in the presence of both high temperature and high pressure, the original genius of the Haber-Bosch process, along with their discovery of an inexpensive and highly efficient iron-based catalyst.
Most modern industrial ammonia plants operate at capacities of 2,000 to 3,000 tons per day in a single production line. Methane (CH4) and water (H2O) enter the primary reformer to create carbon monoxide (CO) and H. Air is fed into the system as the CO and H move into the secondary reformer, where they react to create two CO and four H molecules in the presence of N2 from the air. The gas mixture (N2, H2, and CO) enters the CO converter under high temperature and pressure and flows into the scrubber where water is added under pressure. The by-products of water and CO2 are released, while the N2 and H2 enter the pre-heater and move to the reactor where ammonia is produced at temperatures of about 450°C and pressures of 300 bars in the presence of a catalyst. The (NH3) is harvested and excess N2 and H2 are recycled into the pre-heater for further processing.
2.4.2 Solid oxide electrolysis cell (SOEC) with exothermal Haber-Bosch reactor
Concerns about climate change and sustainability have resulted in the development of technologies that reduce or eliminate carbon footprints using renewable energy sources instead of fossil fuels. The search for these solutions has been fraught with challenges. For example, while renewable energy is beneficial from its low or zero carbon footprint, solar and wind energy have limitations during the day and certain periods of the year, suggesting a need for energy storage systems, supplementary sources of energy, or both (Sanchez and Martin, 2018). Yet, Morgan et al. (2017) and V Parmar (2019) have both shown that wind energy may be used effectively in the Haber-Bosch process.
Recent discoveries associated with solid oxide electrolysis cell (SOEC) technology suggest unrivaled conversion efficiencies for the renewable-energy-to-ammonia process (Cinti et al., 2017), (Tang et al., 2016) and a solution to the nitrogen and hydrogen feedstock production for ammonia synthesis. Its effective oxygen-selective inorganic membranes (Figure 4) use an electrical field as a driving force to remove the oxygen split in the electrolysis process, eliminating the need for air separation. The potential energy savings from the SOEC technology compared to conventional Haber-Bosch processes is about 20% (Ghiyati, 2021b). Cinti et al. (2017) report the possibility of up to a 40% reduction in power input compared to equivalent plants. This increases the economic competitiveness of green ammonia.
[image: Figure 4]FIGURE 4 | Haldor topsoe SOEC technology model with downstream exothermal Haber-Bosch reactor. Source: Adapted from Ghiyati (Ghiyati, 2021a).
2.4.3 Parameters used in this study
Conventional alkaline electrolysis requires about 8.4–10.5 MWh/MT of ammonia, meaning between 2,085 and 2,606 GWh of electricity is required to produce the estimated 248,188 MT/year of anhydrous ammonia. The output profile for the V100-1.8 implies installing between 302 and 378 turbines.
Emerging research and development in thermodynamics and kinetics are producing solid oxide electrolysis cell (SOEC) technologies with significant efficiency gains from electrolysis (Hauch et al., 2020). These advances in SOEC, according to Haldor Topsoe (www.topsoe.com), suggest that energy for the production of the same level of hydrogen yield could be reduced by 23%, and without air separation (Ghiyati, 2021b). Cinti et al. (2017) suggested the possibility of a lower energy requirement for equivalent hydrogen output. Tang et al. (2016), and others indicated that waste heat from the SOEC technology may be employed in splitting water, thereby further improving the system’s energy efficiency. Based on these energy savings, the range of energy required could be between 6.5 MWh/MT to 8.1 MWh/MT, translating into installing between 234 and 291 V100-1.8 turbines for the production of the region’s ammonia need.
The four technological options analyzed in this work are listed in Table 2. The assumed balance of system cost (BOSC) is $350/kW (NREL, 2018), which is equivalent to $630,000 per turbine, yielding the total BOSC shown. For total capital expenditure, there is about 23% savings between the higher energy efficiency SOEC technology relative to the higher energy efficiency conventional technology. These technological parameters and capital costs are used to determine the project’s ability to replace itself while providing an acceptable return on investment to producer investors.
TABLE 2 | Capital cost expenditures for turbines under alternative energy conversion rates to produce 248,188 MT of anhydrous ammonia per annum.
[image: Table 2]Since most traditional ammonia plants produce between 2,000 and 3,000 MT/day, it is important to consider the proposed 680 MT/day facility. Such small-scale plants built around the US and elsewhere in recent years have demonstrated economic viability (Brown, 2018). For example, Fortigen (https://www.facebook.com/fortigen/), located in Geneva, Nebraska, built a skid-mounted 90 MT/day plant designed by N-Ren (Amopak process) for $75 million. Similarly, Simplot (https://www.simplot.com/) invested $350 million to build a 544 MT/day plant in Wyoming. Companies like Proton Ventures (https://www.protonventures.com/) of the Netherlands have been building very small and low capital intensity plants in the order of about 20,000 MT/year at about $36 million, or $1,800/MT. Typically, these small projects are greenfield plants costing between $1,300 and $2,000/MT of annual production (Brown, 2018). While the plant operates year-round, the seasonal nature of crop production suggests a need for anhydrous ammonia storage between October and March. In this study, it was assumed that the ammonia plant will store at most 40% of its annual output at any one time. The cost of pressurized tanks used for anhydrous ammonia storage was estimated at $955/MT (National Tank Outlet, 2021), putting the estimate for storage tanks at about $94.81 million.
Fixed and variable costs are listed in Table 3. The ammonia production capital expenditures include storage (described in the last paragraph) and balance of plant costs. A balance of plant cost was assumed at $1.30 million. The total cost of a traditional 2,000 MT/day ammonia plant is assumed at $430 million ($215,000/MT) (Brown, 2018). Given the maximum daily output of 900 MT, the prorated cost of the full plant is $172 million. The SOEC reactor technology is more expensive than the conventional reactor technology. We assume that the former is 45% of the prorated cost of the reactor portion of the traditional ammonia plant cost and the latter is 40%. These are equivalent to $77.4 million and $68.8 million. Together, the facility cost, the storage tank cost, and the balance of system cost results in the estimated cost of $173.51 million for the SOEC ammonia production system and $164.94 million for the conventional system. The total capital cost to build the energy supply system using the higher-efficiency SOEC technology and the ammonia production system is estimated at approximately $781.72 million (Table 3). The distribution of total capital cost between the electricity generation system and the ammonia production system is about 77.8% and 22.2%, respectively. The project’s capital intensity for the higher-efficiency SOEC technology energy-to-ammonia was about $3,149.71 compared to $3,827.34 for the higher-efficiency conventional energy-to-ammonia technology. The capital intensity estimates for this project are significantly higher than those described by Brown (Brown, 2018), which positions the analysis presented here in a position of enhanced confidence in the results if these operations pass the specified economic feasibility tests.
TABLE 3 | Fixed and variable cost under energy conversion to ammonia assumptions.
[image: Table 3]2.5 Financing options
Financing the capital is important. Suppose a minimum of 35% of total capital investment (equity) is reserved for local crop producers, then the remainder is assumed financed with community equity investment and/or debt. The debt share of the capital investment is distributed pro rata to the equity shareholders after the debt is paid off. Community investors may be local businesses or individual citizens who embrace the project’s vision of enhancing the communities’ economic viability. Because anhydrous ammonia price risk is a major project objective, it is assumed producer investors receive a price discount and non-producer investors receive dividends, estimated as a percent of net cash flows after any debt payments and anhydrous ammonia price discount. The price discount rate and dividend rate are defined to ensure 1) the project can replace itself after its 25-years useful lifespan (Renewables First. (n.d.)), (Jacobson, 2016), and 2) investors receive returns that adequately justify their participation in the project.
The research explored three financing formulas: 50% producer and 50% community investment (100% Equity Financing); 35% producer and 40% community investment with 25% of debt financing (Debt Financing I); and 35% producer and 15% community investment with 50% of debt financing (Debt Financing II). This fundraising approach was used by Greenfield Nitrogen in Garner, Iowa (Greenfield, 2018), and by numerous producer value-added initiatives, such as ethanol plants.
3 RESULTS AND DISCUSSION
3.1 Market price of ammonia and price simulations
Ammonia prices are directly influenced by natural gas prices and commodity prices (Schnitkey, 2016), (Ibendahl, 2021). Steadily increasing natural gas prices and volatile corn prices between 1990 and 2020 contributed to anhydrous ammonia prices growing at an average annual rate of approximately 4.5% and exhibiting high volatility (Schnitkey, 2016), (Ag Update, 2018). The weakening of commodity prices in the last decade has contributed to the decline in the ammonia price annual growth rate to 1.4%. However, a reversal in both natural gas and commodity prices in 2021 tripled ammonia prices from about $500 per tonne in August 2021 to $1,600 in February 2022.
The foregoing indicates the challenge of projecting long-term ammonia prices when various forces contribute to its level and volatility. To minimize the risk of projection error, two different anhydrous ammonia price scenarios are investigated for their effect on the economic feasibility of green ammonia production in this study. Each price series projection was derived from the average of 100 randomly generated prices for each of the 25 years of the project’s lifespan using the normal distribution random number generation routine in Microsoft Excel®. The mean and standard deviation parameters for the two series were, respectively, the average and standard deviation of anhydrous ammonia prices from 2012 to 2020 obtained from the US Geological Survey (US Geological Survey, 2020), and from 2010 to 2020 obtained from the Economic Research Service (Mosheim, 2019). The two projected prices are presented in Figure 5. A time-based analysis of their variability showed that the average standard deviation increased towards the end of the series for both price series. Also, while the figure shows the two price series were different, their correlations coefficient confirmed that they were independent of each other, providing two distinct future price possibilities for consideration. The summary statistics for the two projected price series over the 25-years duration are presented in Table 4. Table 4 shows that the average price for anhydrous ammonia under Scenario 1 was $610.08/MT compared to $475.16/MT for Scenario 2. The correlation coefficients between the two-price series were not statistically significant, suggesting that they represent different expectations about the future of the ammonia market.
[image: Figure 5]FIGURE 5 | Projected anhydrous ammonia price scenarios.
TABLE 4 | Summary Statistics of Randomly Generated Annual Anhydrous Ammonia Prices Based on Different Price Series derived from the US Geological Survey (US Geological Survey) (Scenario 1) and Economic Research Service (Mosheim, 2019) (Scenario 2).
[image: Table 4]The simulated prices generated from the 100 replications above for the 25 years are presented in Figure 5.
Anhydrous ammonia production in the study area was simulated to remain unchanged for the 25-years projections. Total expenditures on anhydrous ammonia over the 25-years project lifespan are approximately $3.79 billion under Scenario 1 and $2.95 billion under Scenario 2. These expenditures are equivalent to annual expenditures of $151.42 million under Scenario 1 and $117.94 million under Scenario 2.
3.2 100% equity financing
Discounted and undiscounted results under 23% anhydrous ammonia price discount and 30% dividend rate and 100% equity financing of the higher efficiency SOEC technology are presented in this section.
Table 5, presenting the undiscounted results, shows that the project accumulated $1.26 billion at the end of the 25 years under Scenario 1, and nearly $808 million under Scenario 2. Producer investors saved $484 million in anhydrous ammonia expenditure over the 25 years under Price Scenario 1 compared to $292 million under Scenario 2. The dividend payout was structured to produce about the same amount for both groups of investors with 50:50 share ownership. Due to the distribution equity, both investor groups experienced about 124.5% ROI or about $7,000 in return or value per share under Scenario 1. The ROI under Scenario 2 was lower, about 75%. Payback period was estimated at 10 years for Scenario 1 and 12 years for Scenario 2.
TABLE 5 | Undiscounted performance indicators with 100% equity financing and higher efficiency SOEC energy-to-ammonia technology (6.5 MWh/MT).
[image: Table 5]Compared to investments that have received significant producer support, such as ethanol plants, this green ammonia production investment seems less risky. This is because its output is a necessary input consumed by its investors, and investors gain control over the price of this necessary input. Indeed, they are promised to pay only a portion of the prevailing market price in each year.
On the critical indicator of replacement multiple, the undiscounted replacement multiplier is above two under both scenarios. Thus, after providing a price discount and paying dividends to investors, the project is still able to accumulate enough cash flow to replace itself twice at the end of 25 years. While undiscounted metrics can be deceiving because a dollar tomorrow is not worth as much as a dollar today, this suggests substantial confidence in the ability to make needed replacements when necessary.
Discounted results under 100% equity financing, presented in Table 6, show that the NPV is positive under all scenarios at a discount rate of 5.0%. The fact that all the indicators meet their threshold conditions suggests that the project is economically feasible under the 100% equity financing situation. Yet, the discounted ROI for investors was about 26% under Scenario 1 and only about 2% under Scenario 2, making the investment uncompetitive with the long-term S&P 500 return of 7% (Maverick, 2020). This means that the investment will be less attractive to investors if Scenario 2 prevails. Because the discounted replacement multiplier is greater than unity under both anhydrous ammonia price scenarios, the project could increase the price discount and dividend rates to increase its attractiveness to potential producers and community investors.
TABLE 6 | Discounted performance indicators under 100% equity financing situation with discount rate of 5.0% and higher efficiency SOEC energy-to-ammonia technology (6.5 MWh/MT).
[image: Table 6]3.3 Sensitivity of return on investment to price and discount rate
The sensitivity of the returns on investment (ROI) for producer (ROIP) and community (ROIC) investors were investigated with the view of determining the potential effects of increasing investor payouts to increase project attractiveness on overall project economic performance. The limit of increases in these rates is determined by the project’s ability to accrue enough to replace itself, i.e., positive NPV.
The parameters used for the sensitivity analysis were increased by 1 percentage point over 10 steps from their base values of 23% price discount and 30% dividend. The summary statistics are presented in Table 7. While ROIP dominates ROIC for all scenarios after the initial price discount and dividend rates of 23% and 30%, respectively, dividend rate elasticities are higher than price discount elasticities for each scenario (Table 7).
TABLE 7 | Summary statistics for ROIP and ROIC results for sensitivity to changes in price discount rate and dividend rate under 100% equity financing and higher efficiency SOEC energy-to-ammonia technology (6.5 MWh/MT).
[image: Table 7]Unlike ROIP and ROIC, increasing the price discount and dividend rates decrease the replacement multiplier. Hence the price and dividend rate elasticities of the replacement multiplier were all negative. For example, the price discount rate elasticity of the replacement multiple was −0.81 under Scenario 1 and −0.83 under Scenario 2. The dividend rate elasticity of the replacement multiple was −1.06 for Scenario 1 and −1.08 for Scenario 2.
The test of the hypothesis that there is no difference between price discount and dividend rate elasticity was rejected for all variables under all scenarios except ROIP under Scenario 2, setting the significance level at 0.05. This provides a strategic direction for project managers on how the attractiveness question may be addressed. Because the dividend rate produces larger absolute elasticities than the price discount rate, it would seem that increasing the dividend rate more than the price discount rate could produce a higher impact on ROIP and ROIC. However, this must be done with a focus on their effect on the replacement multiplier.
Financing the project without debt requires producer and community investors to put up significant capital. Assuming that there are 4,000 eligible “average farmers” in the study area, this would require each of them to put in about $98,000 for 50% equity! At an average anhydrous ammonia price of $500/MT, the average farm must be about 1,062 Ha for the required capital to equal 1 year’s expenditure on anhydrous ammonia.
3.4 Debt financing I
The difficulties described above for 100% equity financing can be addressed with Debt Financing. Debt Financing I assumes 25% of the project’s capital cost is debt, farmers put up 35%, and the community 40%. The interest rate on debt is assumed at 5.75% and it is financed over 7 years. At this level of farmer equity, the average investment for 4,000 farmers is about $68,174. This was about 38% higher than what the average Iowa farmer invested in ethanol processing facilities in the early 2000s (Institute for Agriculture and Trade Policy, 2006).
The discounted net cash flow from the foregoing financing strategy and other associated performance indicators using a 5% discount rate are presented in Table 8. The 25-years total discounted net cash flow was estimated at $242 million under the first price scenario compared to approximately $24 million under the second price scenario. The discounted total investment value to producers was about $215 million under the first price scenario and about $122 million under the second. The results also indicated that while the conditions under the first price scenario contributed to a replacement multiplier of 1.3, i.e., the turbines and ammonia production plant can be replaced in 25 years from cash flow and investors will have more than 30% of their equity left over after such replacement. On the other hand, replacement under the second price scenario leaves a surplus of only about 3%. Finally, community investor returns on their investment were about four times higher under the first price scenario compared to the second price scenario and about one-and-a-half times under the first price scenario under 100% equity financing.
TABLE 8 | Discounted performance indicators under debt financing I (producers = 35%; community = 40%; debt = 25%) with a discount rate of 5.0% and higher efficiency SOEC energy-to-ammonia technology (6.5 MWh/MT).
[image: Table 8]3.5 Debt financing II
Debt Financing II tests the sensitivity of the project to debt financing, increasing debt to 50% compared to 25% under Debt Financing I. Producers’ equity contribution remains at 35% but community investment goes down to 15% from 40%.
Increasing the debt used to finance the project reduces the replacement multiplier from about 1.31 under Debt Financing I to 1.15 under the first price scenario and from 1.03 to 0.87 under the second price scenario. Therefore, the project would be unable to replace itself from cash flow if debt financing is doubled to 50% and community financing is reduced from 40% to 15% and the projected ammonia prices under the second price scenario prevail. The project is, however, economically feasible under the first price scenario but not under the second price scenario. Yet, the financing arrangement under Debt Financing II produces a higher return to community investors because the dividend rate is not changed despite the lower contribution from community investors. The foregoing results are summarized in Table 9.
TABLE 9 | Discounted performance indicators under debt financing II (producers = 35%; community = 15%; debt = 50%) with a discount rate of 5.0% and higher efficiency SOEC energy-to-ammonia technology (6.5 MWh/MT).
[image: Table 9]For the project to be economically feasible under both scenarios, the ammonia price discount and dividend rates must be adjusted. Holding the price discount rate at its current rate of 23%, the project can become economically feasible if the dividend rate is set over the 25 years at no higher than 19.6%. That dividend rate drives the discounted net cash flow to zero for Scenario 2 and increases the replacement multiple for Scenario 1 to 1.3 and Scenario 2 to 1.0. If the dividend rate is maintained at 30% and the price discount is adjusted instead, the results show that it has to decrease from 23% to 14.7% for the project to be feasible under both price scenarios. However, because producer return on investment is negative (−7.8%) under Scenario 2 for this condition, it will not be attractive for producers. This means this higher level of debt financing makes the project infeasible.
3.6 Sensitivity to ammonia conversion efficiency
The foregoing results are for the most efficient (6.5 MWh/MT) energy-to-ammonia SOEC technology system. The results for the lower efficiency energy-to-ammonia SOEC technology (8.1 MWh/MT) are presented in Table 10 under the Debt Financing I conditions, i.e., 25% debt, 35% producer equity, and 40% community investment. The specified energy-to-ammonia rate would require a higher number of turbines to produce the required electricity for the 248,188 MT of ammonia needed annually in the community. The capital intensity under this conversion efficiency was presented in Table 2 above. The table showed that total capital expenditure under the 8.1 MWh/MT efficiency condition was about 25% higher compared to the 6.5 MWh/MT efficiency condition.
TABLE 10 | Discounted performance indicators under debt financing I (producers = 35%; community = 40%; debt = 25%) with a discount rate of 5.0% and lower efficiency SOEC energy-to-ammonia technology (8.1 MWh/MT).
[image: Table 10]Table 10 shows the discounted financial results for the project under the two projected price scenarios. It shows that the project is only feasible under ammonia price scenario 1, posting a discounted net cash flow of about $67.5 million and a replacement multiple of 1.07. While producer investors’ made about 50% return on their investments, community investors only made about 15%. Since the price projection under scenario 1 is fairly optimistic, making investments based on these results carries a higher level of risk than under the more efficient energy-to-ammonia situation. It was determined that for the project to be feasible under both scenarios, the discount rate must be no higher than 3.38%, which, being below the market cost of capital, suggests that the idea is impractical.
Since the 8.1 MWh/MT energy-to-ammonia conversion technology is deemed infeasible for this more advantageous SOEC technology, the conventional technologies are irrelevant alternatives given their higher capital cost outlays to produce the same quantity of anhydrous ammonia under the assumed conditions of prices, interest rate, and discount rate.
3.7 Community investment outcomes and implications for policy and farmers
This research sought to highlight the potential economic viability that may be engendered by local green ammonia production in small towns and rural (STAR) communities. The local production of green ammonia ensures that money that currently flows out of STAR communities to purchase ammonia will stay within those communities. Local production boosts local economies by creating new jobs, increasing local populations, and fueling economic development. Local green ammonia production also protects farmers from the vicissitudes in the ammonia market, enabling them to have better planning of their production and cost management. Having local production also eliminates supply chain problems that often force farmers to purchase their ammonia well ahead of time without any guarantee of receiving it.
The research focused on returning dividends to investors while providing a guaranteed discount to farmers no matter the market price for ammonia. This ensures that producers in the community have an ammonia fertilizer input cost advantage, allowing them to deal with crop prices a lot more effectively. That the project pays dividends to its community investors implies it improves their cash position, allowing them to support local businesses through reinvestment of their dividends in those businesses or consumption of their products and services. Ultimately, once the replacement cost of the project has been banked, investors and owners may decide to collaborate with their community to recruit businesses that have the potential to enhance the community’s economic viability and also fit its social values. This way, STAR communities have more active control over shaping their future, sustaining or growing their populations, and making themselves attractive as a destination for economic progress in an increasingly competitive market.
Money leaving STAR communities can be invested in local projects. Assuming an equal probability of the two price projections occurring, the projected expenditures on ammonia alone leaving the case community average about $131.2 million per year. With the assumed 25-years lifespan of the project, the community could retain approximately $3.28 billion, holding all other things constant under the assumed conditions of the research. A local anhydrous ammonia plant using local wind energy as its energy source could terminate this capital migration and enhance economic activity in these STAR communities. Additionally, bringing anhydrous ammonia prices under local control decouples its price from traditional natural gas and commodity prices for local producers, thereby reducing the variability that they cause in farm incomes (Huang et al., 2009).
4 SUMMARY
This research sought to determine the techno-economic feasibility of producing green ammonia under alternative energy-to-ammonia conversion efficiencies and financing options. An innovative financing alternative was to include the community for which the ammonia is being produced and in which it is being produced in the investment options. The expected outcome is to capture money that is currently leaving the community for reinvestment in community economic development. The case community was defined as the southwest Kansas region that forms USDA Agricultural District 30. This region is remote, arid, and yet a major food and livestock production in Kansas. Ammonia production for the region was premised on the average ammonia used on the five principal crops produced in the region over the past 3 years, estimated at 248,188 MT. Being this specific about place and output was necessary because economic feasibility can be influenced extensively by location. The region’s major natural resource is wind.
The project used Vestas V100-1.8 turbines, rated at 1.8 MW and the projected energy output from the NREL SAM as the source of energy. The best case of energy-to-ammonia conversion efficiency was the employment of the SOEC technology that used 6.5 MWh/MT of anhydrous ammonia. All capital costs regarding energy production were obtained from the NREL SAM simulator. Industry sources provided the information on reactors, storage tanks, vehicles, and other capital expenditures and personnel. It assumed that the project would produce all the ammonia needed in the case community. At the stated energy-to-ammonia conversion above, this implied building 234 turbines to produce a total of 6,997 MWh/turbine per year. The total capital expenditure for the energy system was estimated at $608.21 million. The capital cost of the ammonia plant, including storage tanks, was estimated at $173.51 million, bringing the total plant capital cost for the most efficient system to $781.72 million. The plant operating costs were set at $100/MT since all energy was being supplied by the project’s energy system.
The best outcome financing structure comprised 35% of total capital emanating from community farmers who would consume all the ammonia produced, 40% from community investors, and the remaining 25% by debt at 5.75% amortized over 7 years. The results indicated that the project was feasible under all scenarios with a 23% anhydrous ammonia price discount and a 30% dividend payout. This implies that investor farmers paid 23% less for their ammonia fertilizer regardless of the prevailing market prices. The results indicated that the discounted cash flow was positive and the replacement multiplier under the two price scenarios were both greater than one, meaning the project was able to replace itself after its 25-years lifespan without any need for capital infusion. This also implies that both farmers and community investors continue to reap the benefits from their investment ad infinitum, as long as the project is able to replace itself and keep pace with changing technologies by putting excess cash aside for that purpose. The cash flow generated for investors is how the project’s support for community economic viability is realized. Investors may invest in local businesses and the community may attain a position to more successfully attract people and businesses that fit its core values.
5 CONCLUSION
Emerging energy-to-ammonia technologies are altering the economics of ammonia production and creating opportunities for small towns and rural communities to rethink their socio-economic viability futures. One of such emerging technologies–solid oxide electrolysis cell (SOEC) technology–has received significant attention in recent years as a promising breakthrough technology in the production of green ammonia. With its abundant wind resources, the study explored the techno-economic feasibility of producing all the ammonia required by farmers in the USDA Agricultural District 30 in southwest Kansas. Using capital expenditure estimates from NREL and literature and personal interviews, and a combination of debt, community, and equity financing, the results show that a project to build a green ammonia facility in the case region was economically feasible. It not only produced the required ammonia needed in the region, but it was able to provide the green ammonia to farmer investors at a 23% discount and pay a 30% dividend to all investors and still be economically feasible under two alternative projected price series. This puts its farmer investors at a competitive advantage in their crop markets, giving them more leeway in managing other risks. It also creates the opportunity for community residents to retain their expenditures in their community and invest their dividends in enhancing the economic viability of their community.
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Finding effective and practical solutions to climate change challenges in food-energy-water systems requires the integration of experts in local/regional social and biophysical systems, and these are commonly local community members. In the Magic Valley, Idaho we investigated the tensions between water used for energy and to irrigate cropland for food production, as well as, strategies for protecting water quantity and quality. Incorporating stakeholders with long-standing expertise allows the development of solutions to these challenges that are locally and regionally practical and consistent with the values of the social system into which they are incorporated. We describe a stakeholder-driven process used in a case study in the Magic Valley that incorporated local experts to develop plausible future scenarios, identify drivers of change, vet impact and hydrological modeling and map areas of change. The process described allowed stakeholders to envision alternative futures in their region, leading to development of enhanced context and place-based solutions and an anticipated time line for adoption of those solutions. The solutions developed by the stakeholders have been applied across many geographic areas. The described process can also be applied across a broad range of geographic levels. Most importantly, stakeholders should be involved in anticipating solutions and solution timing to the differing challenges posed by each scenario.
Keywords: stakeholder coproduction, participatory scenario planning, modeling, mapping, context-and place-based solutions
INTRODUCTION
In the absence of planning for plausible future change, communities and regions are unlikely to be prepared to meet future challenges, particularly when future scenarios are developed over time-periods longer than the one-to five-year time frame in which planning usually takes place (Parkison, 2021). Effective planning requires a number of steps, including setting the limits of imagined futures (finding scenarios between the worst and best imagined futures), setting spatial and time boundaries, identifying the issues that most concern the stakeholders building the scenarios, and defining the uncertainties with which stakeholders will be confronted when planning for the future (Cronan et al., 2022b). Most importantly, stakeholders should be involved in anticipating solutions and solution timing to the differing challenges posed by each scenario. Much research has been devoted to participatory scenario planning (PSP) which commonly incorporates most or all of the steps described above and sometimes involves modeling (e.g., (Kok, 2009; Palomo et al., 2011; Oteros-Rozas et al., 2015; Flynn et al., 2018; Planque et al., 2019).
Taking the process beyond PSP, conceptual, representational, and impact modeling can be used (e.g., Walz et al., 2007; Volkery et al., 2008; Nol et al., 2012; Plieninger et al., 2013; Reed et al., 2013; Hassenforder et al., 2015; Kok et al., 2015; McBride et al., 2017; Kebede et al., 2018; Reinhardt et al., 2018; DasGupta et al., 2019; Izydorczyk et al., 2019; Kabaya et al., 2019; Xexakis and Trutnevyte, 2019; Hagemann et al., 2020; Sanjuan-Delmás et al., 2021) to simulate population change, planting of different crops and increases or decreases in agricultural land, changes to temperature and precipitation and timing of precipitation (climate), as well as hydrologic change to ground and surface water. Modeling can help stakeholders visualize and understand the time scales and geographic extent of likely changes for their region as well as to identify the primary drivers and impacts of projected changes (Cronan et al., 2022a). Mapping potential changes predicted by the models can help stakeholders visualize the geographic extent of changes (Cronan et al., 2022a). All of these tools combined are key to helping stakeholders fully understand and visualize plausible futures for their region, the temporal and geographic scales of the change, how they might adapt to varied changes described in each future scenario and identify potential solutions to challenges explored in each scenario.
Stakeholder-developed solutions are not a common practice in food, energy, water systems (FEWS) research. Meta-analysis of 217 FEWS related papers published world-wide indicated that only 45 involved people other than a research team in their project (Kliskey et al., 2021). Of those, 11 projects involved community members in identifying solutions to local problems (Kliskey et al., 2021). Most of the 217 papers proposed solutions, but it is unclear how many, if any, of them were adopted.
Solutions envisioned by stakeholders are more likely to be regionally and contextually appropriate because stakeholders are aware of values and attitudes that would make solutions easier or more difficult to adopt, accepted by their communities (Buchecker et al., 2013) and more likely to be implemented (Luz, 2000) because stakeholders can advocate for implementation. Involvement of stakeholders reduces community perception that scientists are dictating solutions to communities without their input (Huxham et al., 2000; Ansell and Gash, 2008; Ansell, 2012; Emerson et al., 2012; Jones and White, 2022; Kliskey et al., In review).
Long residence in a region allows stakeholders to visualize how other parts of a FEWS will respond when there is a change to one part of that system. They are able to conceptually integrate drivers and impacts of change into effective solutions. Adding timing of solutions allows stakeholders to envision future impacts of adopting a solution earlier or later in a scenario’s time horizon. All exercises lead to a better understanding of possible futures, possible solutions, and different future trajectories given differing timing of solution adoption and adoption of different solutions.
Solutions to FEWS problems are necessarily context and place-based (Kliskey et al., In review). The objectives of this research were to co-produce solutions and strategies for reducing use, and increasing reuse, of water, nutrients, and energy in the linked dairy and feed crop sectors of Idaho’s agricultural industry in the Magic Valley (MV). The solutions generated were specific to this research question and to the Magic Valley. Non-etheless, all of the solutions developed in this project have been adopted in other geographic regions (Table 1). Not surprisingly, solutions were selected to address stressors presented in each scenario, for example, scenarios depicting water stress elicited solutions to conserve water, and scenarios with high population growth elicited solutions to accommodate more people.
TABLE 1 | Summary narratives for the six scenarios co-developed with the stakeholder advisory group for the Magic Valley, Idaho (based on Cronan et al., 2022b).
[image: Table 1]In a given situation, many factors will impact which scenarios are developed and which solutions are applied in each scenario. Those factors include the issues that stakeholders and researchers chose to address, the composition of the stakeholder group, and individual stakeholder’s roles in the community. For example, in our project, a canal company executive improved our hydrologic modeling because of his in-depth understanding of the water system and of water models. Our rural planning stakeholder consistently provided a more progressive viewpoint and advocated for different solutions, which were sometimes incorporated by the group. We present our process and explain the solutions in depth as an example of how this approach can lead to more appropriate and acceptable local and regional solutions.
Study site
The Magic Valley, Idaho, United States of America (Figure 1) was the focus of our research. It is situated along the Snake River in Southern Idaho. It receives approximately 250 mm precipitation annually, making it a semi-arid environment. Much of the Upper Snake River Basin (USRB) is underlain by the East Snake River Plain aquifer, a highly transmissive aquifer illustrated by the increase in aquifer head during periods that flood irrigation was used and a current decline due to more efficient irrigation techniques (Zuidema et al., 2020). The population of the valley is approximately 186,000; the City of Twin Falls (population 50,000) is the major urban center. Agricultural production, notably dairy and crop production, is the primary economic engine of the area and is a significant contributor to Idaho’s agricultural economy. In 2013, Magic Valley farm gate receipts represented 47% of Idaho’s total farm gate receipts (Hines et al., 2013).
[image: Figure 1]FIGURE 1 | Location map of the Upper Snake River Basin and the Magic Valley (outlined in maroon), Idaho, United States of America.
Water, energy, and food components
Climatologically, Idaho has experienced a long-term but variable warming of about 0.8°C over the last century (Abatzoglou et al., 2014), which has increased evapotranspiration and thus reduced the amount of water available in the system (Kliskey et al., 2019). Reduced spring snowpack, especially in lower-elevation watersheds, has contributed to a one-to 2-week advancement in the center of timing of runoff of snowmelt, decreases in annual streamflow, and annual minimum streamflow have been attributed to changes in precipitation (Kliskey et al., 2019).
Although about 70% of Idaho’s energy comes from out of state (U.S. Energy Information Administration - EIA - Independent Statistics and Analysis, 2022), in 2021 hydroelectric power supplied 51% of Idaho’s in-state generation and that percentage has decreased over time because of lower river flows (U.S. Energy Information Administration - EIA - Independent Statistics and Analysis, 2022). As population and demand for electricity generation has grown, so has tension between use of water for agriculture and for power generation. In 1984, an agreement was entered into between the State of Idaho and Idaho Power that established Idaho Power rights to in-stream flow for power generation, known as the Swan Falls Agreement (Strong and Orr, 2016).
Dairy farming has expanded exponentially in Idaho. Most of this growth in dairy has occurred in the MV in which approximately 73% of dairy cows in Idaho are located (Idaho Dairymen’s Association, 2019). In 1997 USDA reported about 265,000 dairy cows in all of Idaho (USDA National Agricultural Statistics Service, 1997a), 580,000 head in 2008, the 4th largest in the U.S. (Brown, 2012), and an estimated 732,000 cows (Idaho State Department of Agriculture, 2020) in 2018/2019 with a ranking of 3rd in the nation in dairy cow inventory (Leytem et al., 2013). The increased number of cows has caused nutrient management issues in the MV (Hristov et al., 2006; Leytem et al., 2021).
Agriculture in the region has responded to the growth of dairy. In 1997 total hectares of forage crops (including alfalfa) in the MV was 116,243 and corn silage was 35,423 (USDA National Agricultural Statistics Service, 1997b). From 2014 to 2018 the average hectares of cropland dedicated to alfalfa alone (not other forages) was 147,709 and 84,438 to corn silage (USDA National Agricultural Statistics Service). Idaho is first in the nation in production of alfalfa hay; in addition to their traditionally grown potatoes and barley production (Idaho Crops–Idaho State Department of Agriculture, N.D.). Other major crops include sugarbeets and wheat (Idaho Crops–Idaho State Department of Agriculture, N.D.). Forage crops, particularly corn silage and alfalfa, use more water than other crops that were more prevalent in the past, such as dry beans, and this has increased the competition, in short water years, between water for energy production and water for agriculture. This served as the background for stakeholder development of solutions to potential futures in the MV.
METHODS
We adopted and developed a deliberative, participatory co-production process (Meadow et al., 2015; Kliskey et al., 2021; Kliskey et al., in review) with a stakeholder advisory group (SAG) for MV1. The goal of the process was to iteratively co-develop a conceptualization of the MV FEWS, to construct plausible alternative futures, model those futures, and identify potential solutions to key challenges identified in the alternative futures. The process followed seven steps:
1. Stakeholder advisory group development: During the early phase of the project a SAG was recruited as an indicative group of stakeholder via a snowball technique (Kliskey et al., in review).
2. Key issues: The SAG identified top issues and decisions facing FEWS in the MV over a 30-year time horizon (2020–2050) (Villamor et al., 2020). This time frame was selected as one in which uncertainties would not be so large as to significantly hinder scenario development.
3. Critical uncertainties: The SAG then listed and prioritized critical uncertainties that would affect the issues and decisions they had listed (Cronan et al., 2022b).
4. Iterate scenarios: From those issues, decisions and critical uncertainties the research team built draft plausible future scenario narratives (Cronan et al., 2022b) that explored the variation around the issues, decisions and critical uncertainties (Table 2).
5. Solutions suite per each scenario: Over the course of the following 2 years, those six scenarios were co-developed with the SAG who named, critiqued, refined and improved each scenario and identified solutions to address issues raised by each scenario Figure 2.
6. Iterate scenarios into futures: The scenario narratives were then used to develop scenario representations (also known as alternative futures) by integrating hydrological model outputs, projections of population change, and climate change predictions scaled to the region and tuned to each scenario. This also included geo-planning to map and graphically represent changes in the region (e.g., crops, population growth, housing development).
7. Iterate timing of solutions into scenarios and alternative futures: Timing of solutions was varied in the models to determine impacts of solution implementation at different times. These changes were iterated with and critiqued by the SAG.
TABLE 2 | Co-developed food-energy-water solutions and timing of solutions per scenario for the Magic Valley, Idaho (Key to timing: Now = 2020–2029; Soon = 2030–2039; Later = 2040–2050; * timing not specified).
[image: Table 2][image: Figure 2]FIGURE 2 | Graphic representation of changes in available water and population change and likely solutions and timing of solutions for Happy Valley scenario. Drivers include population change (in beige) and changes in average water availability (blue histograms). “Model agreement” refers to the average of multiple climate model runs, “model uncertainty” indicates the variability between those model runs, and “model with solutions” indicates the water available once the identified solutions are implemented (see Cronan et al., 2022a for more information).
Stakeholder Advisory Group Development
With the help of our Cooperative Extension Service stakeholder, a rural economic development stakeholder, and a lifelong agricultural stakeholder. We identified other key stakeholders representing interests related to our objectives of developing methods and strategies for reducing use, and increasing reuse, of water, nutrients, and energy in the linked dairy and feed crop sectors of Idaho’s agricultural industry in the Magic Valley (MV). Our stakeholders including a canal company executive, municipal water engineers, a food processor manager, farmer/retired Idaho Power executive, rural planning NGO member, farmer/retired food processor executive, Native American representatives, dairy industry advocates, an organic, and a commercial farmer with a total of 12 members. These regional experts formed our SAG.
Workshops involving the SAG were held twice a year, with email communication and report distribution between meetings. A total of seven workshops were held. Not all stakeholders were able to attend all meetings and we scheduled virtual meetings to follow up with those stakeholders. Our Native American rights holders provided their input primarily through telephone and email contact. A complete description of the challenges and successes of the process of engaging the stakeholders and co-producing knowledge is set out in Kliskey et al. In Process. Stakeholders were offered reimbursement for their travel costs, as well as an honorarium, but only three of our stakeholders accepted the offer. The other stakeholders were happy to participate without compensation. We also ended our in-person workshops with a complimentary dinner at a local restaurant for the entire team (researchers and stakeholders).
Process of solution development
Solution development followed aspects of both participatory scenario processes and transdisciplinary research (Kliskey et al. In Process; Meadow et al., 2015), reflecting aspects of both consultative and collaborative types of engagement and the participatory integrated assessment as described by Meadow et al. (2015). We describe our process in detail below. Solutions were introduced and continuously critiqued and modified by the SAG starting at the May 2019 (fourth) workshop and continuing through the April 2021 meeting (seventh workshop).
Initial identification and expansion of suite of solutions
As future scenarios were modified by the SAG they often informally discussed potential solutions to problems presented by the different scenarios and researchers compiled a list of those solutions from meeting notes. Researchers were organized into teams based on expertise and supplemented the list of solutions compiled from SAG comments. As a few examples, the hydrological team brainstormed hydrological solutions, for example, increased dam capacity, building more dams, lining of irrigation canals and increased aquifer recharge during months that irrigation was not taking place. The water policy team suggested changing Idaho regulations restricting the timing of irrigation where canals would contribute to aquifer recharge, metering of domestic wells, incentives for xeriscaping, and for reducing water use. The water quality team recommended increased composting of manures, incentives to distribute manure and slurry from holding ponds greater distances, use of cover crops, and incentives for best management practices (BMPs) for water quality.
A nutrient and waste reduction team identified a set of technological and best management practices (BMP) solutions focused on sustainability with on farm operations and animal behavior and health. The team compiled solutions that are already in use, others that are ready for use but not yet adopted in the area, and others that are in their initial stage of adoption or application and could be available within the time-horizon of the study. Sources of material to evaluate the applicability of solutions to this study included conversations with SAG members and local academics from the University of Idaho Extension, USDA Agricultural Research Service (ARS), and USDA-NRCS. Internet and bibliographic searches were also conducted to identify other potential solutions.
A total of 119 solutions were generated (see Supplemental Materials). A solutions team that included a core group of researchers and our extension service researcher/SAG member met and assigned likely solutions to each scenario. The solutions team undertook this to reduce the amount of time and effort for the SAG. Also, some stakeholders did not have the expertise to propose solutions across all sets of issues and uncertainties.
Iterating solutions with stakeholders
Draft scenarios with a limited set of solutions targeted to each scenario were introduced to the SAG in May of 2019. The primary focus of this workshop was narrative development where we asked stakeholders to check the internal consistency of each scenario. For example, would population increase in a megadrought as had been the past trend in this region? Would water quality regulations be relaxed if there was more water? The SAG applied their expert knowledge of the interacting FEW and waste systems to ensure each narrative included logical and plausible interacting issues and potential solutions. Although the SAG rejected a number of solutions proposed by the research team, and added others that they believed were more likely to be adopted, solutions were not the main focus of that particular workshop.
The second iteration (in November 2019) focused on identifying drivers of change in each scenario, selecting appropriate solutions for each scenario, and again assuring that scenario assumptions were consistent and logical. The SAG applied their expert analysis of whether a solution was practical, potential drawbacks of the solution, likelihood of adoption, and potential timing of adoption depending on the conditions of each scenario. In this iteration, viable solutions were the focus of the discussion. Specifying solutions and clarifying the meaning of solutions (e.g., specifying which BMPs, clarifying by-product management strategies) was the focus of the meeting. Changes in population, dairy cow numbers, residential and industrial development, applicable to each scenario were also discussed and refined. The focus of the workshop was on solutions; several were eliminated (e.g., adoption of biodigesters except by the largest dairies) and more were added, including land trusts to prevent agricultural land from being developed, and establishment of agricultural and dairy coops to reduce costs of by-product management, and to reduce costs of storage and transportation of both agricultural products and by-products.
At the conclusion of the workshop, solutions that impacted land use and land cover as well as those that impacted hydrology were incorporated into water balance and demographic models to determine likely consequences of solution adoption and what the impact of earlier or later adoption might be. Using the demographic model and stakeholder input, we modeled where population increase was likely to occur, and where residential and commercial/industrial development might occur if protections for agriculture were, or were not, in place. In most of the scenarios, stakeholders commented that our population predictions were either too high or too low. Our hydrologic model helped stakeholders understand when the Swan Falls Agreement might be violated if given solutions were adopted earlier or later, and differences in water use of different selections of crops.
The interplay between water balance modeling and stakeholder input occurred at multiple steps of the engagement process. Interested stakeholders engaged with our water balance modeling research team to discuss parameters and potential outputs for the model. All stakeholders gave input that inspired modifications to the inputs to the hydrologic model. As one example, stakeholders commented that the “Megadrought” scenario did not adequately represent the severity of a potential drought which motivated the team to model conditions of the Dust Bowl. The joint stakeholder-researcher team proposed three products from the WBM; model agreement, model uncertainty, and model with solutions. Model agreement (Figures 3, 4) indicates the average water that would be available under multiple climate model runs, similar to how global circulation models are presented for future climates. Model uncertainty (Figures 3, 4) represents the variability between those multiple model runs, which was primarily used by the modeling team, although it was also presented to and discussed with the SAG. Model with solutions indicates the water that would be available once the identified solutions were implemented (see Cronan et al., 2022a for more information). The change in water availability became a critical element of our stakeholder engagement because it a) validated stakeholder feedback in the modeling process, b) provided a check of model sensitivity to the proposed solutions and c) provided tangible examples of how effective the proposed solutions might be on conserving water. This metric was examined extensively by the SAG, across each of the six scenarios, and in some cases led to a revision of model parameters or scenario elements.
[image: Figure 3]FIGURE 3 | Graphic representation of changes in available water and population, likely solutions and timing of solutions for Megadrought scenario. Drivers include population change (in beige) and changes in average water availability (blue histograms). “Model agreement” refers to the average of multiple climate model runs, “model uncertainty” indicates the variability between those model runs, and “model with solutions” indicates the water available once the identified solutions are implemented (see Cronan et al., 2022b for more information).
[image: Figure 4]FIGURE 4 | Representation of the solution development process from scenario narratives, to coupled biophysical modeling, to development of solutions and modeling the impacts of solutions. “Model agreement” refers to the average of multiple climate model runs, “model uncertainty“ indicates the variability between those model runs, and “model with solutions” indicates the water available once the identified solutions are implemented (see Cronan et al., 2022b for more information). For more details on the coupling of models, see Cronan et al., 2022b. For more on the coproduction process see Kliskey et al. (In review).
The solutions suite incorporated into the models, and model outputs were presented to the SAG, revised based on their input, and iterated again with the SAG during the sixth and seventh SAG workshops in 2020. The seventh workshop focused primarily on fine-tuning the timing of solution adoption with additional discussion of the consequences of either early or late adoption (Figure 4).
RESULTS
Co-developed food-energy-water solutions
Of the six scenarios co-developed with the stakeholders, the best agricultural future envisioned was labeled “Happy Valley” and the worst was named “Megadrought”. We use these two scenarios as book-end illustrations of the results of the stakeholder-driven process described above, and to highlight the interactions among stressors. Solutions developed in these two scenarios provide an illustration of the wide range of possible futures and solutions to issues presented in those futures (Table 1). Not surprisingly, fewer solutions were needed in the Happy Valley scenario as compared to the Megadrought scenario. Three other scenarios envisioned futures with less extreme (favorable or unfavorable) climate and social conditions than Happy Valley and Megadrought, while the first scenario, Business as Usual, anticipated continuation of current trends and provided a baseline to which the other scenarios could be compared.
Modeled changes and co-developed solutions for the Happy Valley scenario
The Happy Valley scenario anticipated low drought conditions, an increase in both food production and in aquifer recharge. The scenario posited that sustainable urban development would be achieved (urban infill and increased urban population density), relieving pressure to convert agricultural land to residential and commercial property. Stakeholders expressed both hope and skepticism that this scenario was realistic - they commented that in this ideal scenario, not many solutions were needed to adapt to the future. Since agricultural production would be high, stakeholders noted that increased infrastructure to store and transport agricultural products would be needed as a solution early in time - 2020 rather than 2025 (Table 1; Figure 4). Stakeholders agreed that an agricultural protection zone was a realistic, or even necessary solution to create this circumstance, and commented that since people would be motivated to move to the area, a solution to population expansion should be added (Table 1; Figure 4). They suggested urban infill would need to be adopted to protect agricultural land. Stakeholders disagreed with researcher assumptions that water quality BMPs might be relaxed in support of higher agricultural production, stating that they would increase or remain unchanged. Stakeholders agreed that reservoir capacity would be increased, and added that aquifer recharge was likely to increase as well. Industrial and dairy byproducts and wastes were anticipated to be converted to value-added products (Figure 4).
Modeled changes and co-developed solutions for the Megadrought scenario
In contrast, the Megadrought scenario anticipated an extended drought and hydrologic conditions similar to those experienced during the Dust Bowl were modeled over the 30-year time frame. Changes included a multi-decadal reduction in snow fall and precipitation, high energy costs because hydroelectric power would not be expected to meet demand, farmers would be forced to fallow land and agricultural land would be sold for other uses. Stakeholders anticipated that the first solution would be modification of crop rotations, adoption of both drought resistant varieties and crops that require less water, and use of cover crops (Table 1; Figure 2). Within a year or two of that response, stakeholders anticipated that irrigation canals would be lined and covered to increase the amount of water reaching crops. Stakeholders acknowledged that this solution would have the effect of reducing recharge of the aquifer and would exacerbate the tensions between holders of surface water and holders of groundwater rights. Additional solutions included adoption of alternative energy incentives in response to the decreased availability of hydropower; water saving innovations would include industrial, urban, and agricultural water reuse strategies; and dairies would reduce open feedlots in favor of cross-ventilated barns in an effort to address reduced milk production due to heat stress (Table 1; Figure 2). Approximately 15 years into this scenario stakeholders anticipated that agricultural co-ops would become more common to support surviving agriculture.
DISCUSSION
Solutions selected by the SAG were directly relevant to the stressors posited in each of the scenarios. In scenarios where water scarcity was an issue, water saving solutions were selected and when population pressures were a stressor, solutions to accommodating more people were selected. Solutions proposed in each scenario were the same or similar when stressors aligned (Table 4). For example, implementation of agricultural protection zones was proposed as a solution in four of the scenarios and was motivated by pressures to convert agricultural land to residential or commercial. Installation of anaerobic digesters, water quality BMPs and increase in compost use and sale were proposed in four scenarios in response to water quality stressors. Other solutions were unique to the scenario in which they were proposed. Lining canals, as one example, was envisioned to occur only in the most extreme and long-term drought conditions, and high-density urban infill was only proposed in one scenario as a response to dual stressors of increased population and increased importance of agricultural production. Forty-one solutions were selected by the SAG and of those, 18 were common to one or more other scenarios and 22 were unique to one scenario.
Since solutions are responsive to stressors, all of the solutions selected by the SAG have been applied or proposed as solutions to similar stressors in different geographic areas (Table 1). In fact, of the total 39 solutions listed, all have been applied in other geographic areas; none are unique to the MV region.
The variety of scenarios provided stakeholders with an opportunity to think about solutions across a wide range of potential futures (Table 1). Including visualization tools, such as mapping where population would increase and where agricultural land might be converted to other uses, fallowed, or transitioned to other crops enhanced the ability of stakeholders to anticipate the location of likely changes. The full process of scenario development, modeling, and using GIS to map change enhanced visualization of regional climate change and impacts, and allowed the SAG to develop solutions that were context- and place-based. Stakeholders anticipated economic pressures, likelihood of adoption and whether the solution would be accepted in the community when evaluating solutions and determining when they might occur. One example of their analysis was their rejection of the addition of any new reservoirs because of the expense and resistance, but acceptance of increasing the capacity of existing reservoirs as a more realistic alternative. An additional example was that they did not agree that biodigesters would ever be adopted by any but the largest dairies because of past economic failures of this technology in smaller dairies in the MV - contrary to the wide-spread adoption of small-scale anerobic digestors in Western Europe (De Dobbelaere et al., 2015).
Solutions proposed by a SAG will likely vary based on the roles each member plays in the community as well as their personal values. In this project, the SAG was weighted toward traditional agricultural and dairy practices. One of our SAG members consistently advocated for more progressive solutions to stressors, but few of those suggestions were incorporated into scenarios by the SAG. If the SAG had been weighted as more progressive leaning, solutions proposed would likely have differed.
The co-production process applied in this study strengthens the connections between scenario narratives, as stories, and representation and impact models (Kok et al., 2015), and enhances the effectiveness of scenario development via the co-design and co-development process (McBride et al., 2017). The outcomes from the approach also demonstrate the expansion of climate, hydrological, and land use projections for environmental planning (Kliskey et al., 2019) through the identification of plausible solutions and the relative timing of those solutions.
Visualizations of the scenarios and solutions are available as a digital atlas for policymakers and for the general public (CRC - Center for Resilient Communities, 2020) and the research team and stakeholders reached out to legislators and others with information about the project and access to the digital atlas as a tool for decision-making. Also, one of our stakeholders was a water manager who could discuss and distribute results to other water managers.
CONCLUSION
We have described a step-wise process we used to co-produce solutions for the Magic Valley, Idaho that can be used by others as a template for producing solutions in their region. Our process illustrated to stakeholders the impact on water and land-use of implementing solutions at different time periods. Tailoring solutions to a suite of plausible future scenarios allows stakeholders of a region to envision a range of possible future changes to their region and to plan solutions for each of the potential futures. In this paper, these solutions were modeled to determine whether there were potential unintended consequences of adopting solutions and advantages or disadvantages to adopting solutions at different times. The scenarios were key to focusing stakeholders on potential changes in the future and from those, stakeholders envisioned how they could adapt to a range of different climate futures. The visualization of futures was enhanced by hydrological modeling to illustrate changes in surface and ground water availability, population modeling, and mapping of the likely location of changes in residential expansion, industrial development, and in agricultural expansion or contraction and types of crops grown. Solutions were tied to impacts and drivers of change in each scenario. Proactively envisaging solutions allowed the SAG to develop possible means of adapting to a range of scenarios, enhancing their ability to respond to future stressors.
Throughout the process of developing solutions, the modeling outcomes, scenarios and solutions were discussed with stakeholders at our workshops and critiques and recommendations by stakeholders were incorporated into changes in models, scenarios and solutions. Maintaining agricultural livelihoods, water quantity and water quality were of high concern to stakeholders in the Magic Valley. The Swan Falls Agreement was the indicator of water quantity. Violation of the agreement could lead to cascading effects that would have serious consequences to agriculture in the region and avoidance of long-term violation was a primary concern for the stakeholders. Although the solutions that were developed in the paper are context specific (e.g., only large dairy producers will adopt biodigesters to process dairy by-product), selected solutions have been adopted in other regions around the world. Non-etheless, different regions will have place-specific (and stakeholder perspective-specific) needs that create unique solutions to emerging FEWS problems.
Identification of solutions rarely results in implementation of those solutions. As we have experienced, informing politicians and other policymakers of a suite of solutions and the consequences of delaying adoption of solutions also does not necessarily lead to implementation. Future research focus will include engaging stakeholders, politicians and policymakers in identification and co-development of strategies and plans for implementation of solutions. It is also important to carefully consider stakeholders that are invited to be part of the co-development process. These decisions should be made at the inception of a project. The suite of solutions identified by stakeholders are heavily dependent on their world-views and life experiences and this should be taken into account when selecting stakeholders. A different set of stakeholders would likely result in a different mix and/or prioritization of the suite of solutions developed to address FEWS challenges in the region, but this diversity of stakeholders priorities is critical to finding creative solutions.
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Integrated assessment models (IAMs) capture synergies between human development and natural ecosystems that have important implications for the food-energy-water (FEW) nexus. However, their lack of fine-scale representation of water regulatory structure and landscape heterogeneity impedes their application to FEW impact studies in water-limited basins. To address this limitation, we developed a framework for studying effects of global change on regional outcomes for food crops, bioenergy, hydropower, and instream flows. We applied the new methodology to the Columbia River Basin (CRB) as a case study. The framework uses the Demeter land-use and land-cover change (LULCC) downscaling tool, which we updated so that water rights are spatially integrated in the land allocation process. We downscaled two LULCC scenarios (SSP2-RCP 4.5 and SSP5-RCP 8.5) under three levels of irrigation expansion: no expansion (historical extent), moderate expansion (all land presently authorized by a water right is irrigated), and maximum expansion (new water rights are granted to cover all irrigable land). The downscaled scenarios were evaluated using a hydrology-cropping systems model and a reservoir model coupled in a linear fashion to quantify changes in food and bioenergy crop production, hydropower generation, and availability of instream flows for fish. The net changes in each sector were partitioned among climate, land use, and irrigation-expansion effects. We found that climate change alone resulted in approximately 50% greater production of switchgrass for bioenergy and 20% greater instream flow deficits. In the irrigation-expansion scenarios, the combination of climate change and greater irrigated extent increased switchgrass production by 76% to 256% at the cost of 42% to 165% greater instream flow deficits and 0% to 8% less hydropower generation. Therefore, while irrigation expansion increased bioenergy crop productivity, it also exacerbated seasonal water shortages, especially for instream use. This paper provides a general framework for assessing benchmark scenarios of global LULCC in terms of their regional FEW subsystem outcomes.
Keywords: water rights, land-use change, bioenergy, multi-model framework, instream flow, hydropower, land-use downscaling
1 INTRODUCTION
Food, energy, and water are essential for life. In modern society, it is difficult to imagine describing the process by which essential nutrients move from the earth to the ordinary person’s dinner plate without speaking anything of energy being used to make fertilizer, water being pumped to irrigate cropland, or fuel being used to move food to the grocery store. The interactions among food, energy, and water (FEW) in the face of scarcity define the FEW nexus (Hoff, 2011). Over the last decade, nexus thinking has become the paradigm for discussion around sustainable development and resource security on the global stage (Leck et al., 2015). Examples include the World Economic Forum’s Water Initiative report (WEF Water Initiative, 2011), the International Institute for Sustainable Development report on FEW security (Bizikova et al., 2013), and the U.N. Sustainable Development Goals (Weitz, 2014).
Mutual improvement in human wellbeing and ecosystem functioning will require more efficient use of resources and a greater understanding of tradeoffs and synergies among FEW sectors under societal, economic, and climatic pressures (Rasul and Sharma, 2016). Multi-sector, interdisciplinary computer models are useful to this end (Albrecht et al., 2018; Schull et al., 2020; Reed et al., 2022). These Integrated Assessment Models (IAMs) simulate complex interactions between socioeconomic and biophysical processes across multiple spatial and temporal scales (Fisher-Vanden and Weyant, 2020), and they bring together knowledge from many disciplines to generate decision-relevant information for making multi-objective policy (Harremoes and Turner, 2001).
An important aim of global-scale IAMs is to generate emission scenarios that describe changes in socioeconomic conditions, greenhouse gas emissions, and climate (Moss et al., 2010). The most recent generation of scenarios integrates Representative Concentration Pathways (RCPs) with Shared Socioeconomic Pathways (SSPs) (van Vuuren et al., 2014; Riahi et al., 2017). The RCPs are a set of greenhouse gas concentrations leading to different levels of radiative forcing by 2100 (van Vuuren, 2011). The SSPs, when coupled with climate policy assumptions, provide trajectories for reaching the greenhouse gas concentrations specified in the RCPs (van Vuuren et al., 2014). Each SSP has a storyline that describes the evolution of population, economy, energy, culture, and governance, and is characterized by relative ease of climate mitigation and adaptation (O’Neill et al., 2014; van Vuuren et al., 2014; O’Neill et al., 2017).
Land-use and land-cover change (LULCC) is an important outcome of scenario development and application, and it serves as an essential input for many modelling studies. This is because LULCC can have far-reaching effects on ecosystems (DeFries and Eshleman, 2004; Rickebusch et al., 2011), food security (Moore et al., 2012), and the terrestrial carbon cycle (Sohl et al., 2012). Moreover, LULCC often interacts with environmental factors that are site specific (Hibbard and Janetos, 2013). For example, conversion of natural grasslands to irrigated cropland in a region with declining groundwater could place undue strain on local water resources.
Global models may lack sufficient spatial detail to capture the most relevant features of a region. Accordingly, methods are needed to translate global-scale LULCC projections to regional-scale outcomes that reflect local climate, geography, culture, and institutions (Voisin et al., 2013; Le Page et al., 2016). In multi-scale modelling, this is accomplished by allocating land estimates produced by an aggregate model among smaller spatial units, typically grids that are tens of square kilometers, or even smaller. The downscaled LULCC maps can then be fed into a high-resolution model, such as an Earth system model, that is well suited to answer a set of research questions (West et al., 2014).
Many tools are available for spatial downscaling, including those that use cellular automata (Li et al., 2017), neural networks (Shi et al., 2021), and statistical models (Chakir, 2009). Multi-criteria methods are also commonly used in downscaling applications (Hellman and Verburg, 2011; Sakieh et al., 2015). Disaggregation of land use by multi-criteria procedures requires the identification and weighting of factors that make geographical locations suitable for a given land type (Fu et al., 2018). A suitability score is then computed from the weighted factors and combined with other decision rules to allocate land among grid cells (Ghadikolaei et al., 2012). An example of software that uses criteria-based downscaling algorithms is the Python-based package, Demeter (Vernon et al., 2018). Demeter applies user-defined transition rules and spatial constraints to disaggregate LULCC data from geopolitical regions and large water basins to the users’ desired grid size. Demeter has recently been used to evaluate bioenergy crops vs. afforestation in terms of their carbon sequestration costs and benefits (Cheng et al., 2022) and to study the impact of bioenergy cropland expansion on water security (Wild et al., 2021). In another application, Khan et al. (2020) integrated Demeter with a multi-model framework to explore the energy-water-land nexus implications of strengthening Uruguay’s beef, soy, and rice exports. Their results highlighted the importance of LULCC to the trajectory of food and energy production under different policy assumptions.
The strength of Demeter is its flexibility and ease of use. The multiple steps involved in downscaling are automated by Demeter so that results can be reproduced with minimal user error. Since it is open source, the code can be extended to include new functionality if desired (Vernon et al., 2018). One limitation of the current Demeter code is that hard constraints are not explicitly implemented. In agriculture-rich basins that rely heavily on irrigation, irrigated farmland should not be allocated where there are no water rights. Inclusion of a hard constraint for water rights is therefore an important part of downscaling land-use change in regions where irrigated agriculture is essential to the local economy. Likewise, cropland, both irrigated and non-irrigated, should be constrained by the availability of arable land.
In this paper, we refine Demeter downscaling software by incorporating hard constraints on cropland allocation based on extent of water rights and arable land. We then provide a proof-of-concept for the downscaling methodology within a wider framework featuring specialized cropping systems and reservoir models. The case study for the multi-model framework explores the potential impact of expanding irrigated extent to enhance crop yields, especially bioenergy crops, on hydropower generation and instream flows in the Columbia River Basin (CRB) under different LULCC scenarios.
The Columbia River is intensively managed for flood control, hydropower production, and maintenance of instream flows to support fish migration. Additionally, the Columbia River and its tributaries supply irrigation water for a thriving agricultural economy. These multiple beneficial uses must compete for limited available water. For example, diversion of streamflow for irrigation reduces the amount of water that can be stored in reservoirs for hydropower generation and reduces instream flows that support migratory fish species during critical stages of development. Another tradeoff that emerges under future scenarios of land-use change is between two forms of renewable energy: bioenergy and hydropower. Future climate mitigation scenarios project exponential growth in bioenergy crops as part of policy to reduce carbon emissions (Thomson et al., 2011). While ramping up hydropower would also reduce carbon emissions, constraints on available water may not allow both industries to grow concurrently. Competition for the river’s resources among agriculture, hydropower, and fish presents an ongoing water resources challenge for the CRB, and it is one that will likely intensify under climate change and LULCC.
Water regulation moderates the impact of LULCC on productivity of the basin’s FEW sectors by restricting the expansion of cropland under irrigation. State governments regulate water use in the CRB by issuing water rights that authorize beneficial use according to the doctrine of prior appropriation. Water right documents minimally specify priority date, purpose of use, point of diversion, place of use (POU), and water quantity (Benson, 1998). In the context of spatial downscaling, the most important of these features is water right POU because it restricts the spatial extent of cropland allowed to be irrigated, thereby mitigating the effect of streamflow depletion on instream uses.
Integrated modelling frameworks facilitate better understanding of FEW synergies and tradeoffs (Liu et al., 2017). Scenario testing with these tools can help elucidate implications of various policies aimed at mitigation, adaptation, or enhancing resource security (Howells et al., 2013). However, a persistent challenge is how to involve stakeholders, especially those tasked with resource planning and management, in the process of scenario assessment. One solution is to develop more user-friendly models for analyzing tradeoffs in the FEW landscape and to curate suitable FEW nexus models for stakeholders (Dargin et al., 2019). Decision-support type models include the Water-energy-food Nexus Tool (Daher and Mohtar, 2015) and CLEWs (Howells et al., 2013). Another approach, the one we pursue in this paper, is to compose a multi-model framework from loosely coupled sub-models (Liu et al., 2017). Researchers can use these frameworks to test scenarios and communicate scenario outcomes to stakeholders who can provide feedback, leading to higher quality assessments and crafting of scenarios better calibrated to stakeholder aims.
The objectives of this paper are: 1) to present a spatial downscaling approach for the assessment of global LULCC scenarios in terms of regional impacts on food, energy, and water resources, and 2) to make application of the framework in a case study that focuses on the interconnected hydropower, bioenergy, food crop, and instream flow sectors in a water-limited basin.
This paper contributes to the literature on scenario assessment and FEW impacts by linking benchmark socioeconomic and emissions scenarios to regional FEW subsystem outcomes. Incorporation of irrigation expansion into the assessment scheme highlights competition between sectors for available water, which has clear implications for the FEW nexus. Furthermore, we contribute to the spatial downscaling literature by demonstrating the importance of water rights to the allocation of irrigated cropland in downscaling applications. We do so by describing a highly adaptable downscaling software tool that has been updated to include water right POU as a hard constraint on the expansion of irrigated agriculture. The general framework described in this paper may also facilitate future studies of the influence that water regulatory activities have on FEW subsystems. These activities include, for example, water markets, water right curtailment, negotiation of transboundary treaties, and adjudication of Tribal water rights.
2 METHODOLOGY
2.1 Site description
Our case study encompasses the CRB in addition to western Washington State and almost all of Oregon. Figure 1 shows the study area and important FEW sectors in the basin. The CRB covers a large part of four states in the U.S. Pacific Northwest, in addition to the Canadian province of British Columbia. Draining roughly 660,000 km2, the Columbia River is the largest river in the Pacific Northwest (Bureau of Reclamation, 2016) and the fourth largest river in North America by discharge (Ward and Ward, 2004). Hydrology and climate of the Pacific Northwest region are greatly influenced by topography, especially by the orographic effect of the Cascade Range on precipitation patterns (Leung and Ghan, 1998). The Columbia River hydrograph exhibits a strong snowmelt signature, with approximately 60% of runoff occurring in May through July (Kirschbaum and Lettenmaier, 1997).
[image: Figure 1]FIGURE 1 | Food, energy and water subsystems of the Columbia River Basin (CRB). The black boundary delineates the CRB, and the light grey area corresponds to the CRB inclusive of western Washington and most of Oregon (extended CRB). The density of irrigated area is in units of km2 per 1/16-degree grid cell. Critical habitat for ESA-listed salmonids are marked with the fish symbols. Locations of hydroelectric dams are shown with a red, crossed circle, with symbol size proportional to the square root of generating capacity.
The Columbia River is managed by a network of reservoirs and hydroelectric dams that provides flood control, generates hydropower, supplies water for irrigation, and maintains streamflow for navigation, recreation, and ecological benefits (BPA, 2001). Construction of the dams has blocked fish migration for the basins’ native salmonid species (Fish Passage Center, 2009), leading to severe declines in salmon from a high of 6–16 million at their peak in the 1880’s to less than 1 million today (Peery, 2012). This is particularly a concern to the basin’s Native American Tribes, for whom the fish have deeply rooted cultural significance and provide a stable food source (Taylor, 1999). Four species of trout and eight species of salmon in the CRB are protected under the Endangered Species Act (ESA) (NMFS, 2020).
Agriculture is an important industry in the CRB, annually generating $10 billion of revenue in Washington State (USDA, 2017) and $7 billion in Idaho (Mahler, 2019). Irrigation accounts for 85% of total water withdrawals in the Pacific Northwest states of Washington, Oregon, Idaho, and Montana (Dieter et al., 2018). The majority of irrigated cropland is located in the Yakima Basin and Columbia Basin Project of eastern Washington State, the Snake River Basin of southern Idaho, and Oregon’s Willamette Valley.
Energy production in the basin depends greatly on the many hydroelectric dams along the Columbia mainstem and its largest tributary, the Snake River. This cheap and clean source of energy accounts for approximately 50% of energy production in the Pacific Northwest (EIA, 2020). Biofuel constitutes a small percentage (<1%) of total production (EIA, 2020). To achieve carbon reductions in the CRB, the energy sector could assimilate more renewable feedstocks, like agricultural residues and dedicated bioenergy crops. Switchgrass has received attention as a potential bioenergy crop because it produces large quantities of biomass, can be grown on marginal lands, and requires relatively little agricultural inputs (McLaughlin and Kszos, 2005).
Water rights in the CRB are regulated according to prior appropriation. Under prior appropriation water law, states issue water rights that authorize water users to withdraw water from a source, over a limited season, for enumerated purpose(s) of use, in a given amount, and to apply it within specified place(s) of use (Benson, 1998). An essential tenant of prior appropriations is that water rights established earlier in time must be satisfied before rights established later in time (Schilling, 2018). State-adopted instream flow rules are enforced via curtailment of interruptible water rights (those with priority dates later than establishment of the flow rule) whenever streamflow falls short of the flow rule (Geller, 2014; Sessions, 2017).
2.2 Multi-model framework
We used a multi-model approach to simulate water for irrigation, water for hydropower, and water for instream flow. Each of these subsystems was simulated with specialized regional models. We included scenarios of irrigation expansion (see Section 2.3.1) to amplify one-way interactions among subsystems, and these interactions were evaluated by comparing changes in FEW metrics due to irrigation expansion, climate change, and LULCC (see Section 2.4.5). We simulated the food subsystem in terms of crop production for groups of major food crops grown in the CRB, the energy subsystem in terms of switchgrass crop production (bioenergy) and hydropower generation, and the water subsystem in terms of instream flow deficit and irrigation demand. The multi-model framework integrates the FEW subsystems by means of a soft coupling between a hydrology-cropping systems model and a reservoir model, i.e., water supply and demand from the former is used as input for the latter. Both models have been evaluated in previous publications (see Section 2.4.1 and Section 2.4.4).
Figure 2 shows the workflow used for scenario assessment, divided into three stages: global energy-economic modelling, LULCC downscaling, and FEW subsystem modelling. In the first stage, an IAM called the Global Change Analysis Model (GCAM) (Calvin et al., 2014; Calvin et al., 2019) was used to generate LULCC projections consistent with the SSP2-RCP 4.5 and SSP5-RCP 8.5 scenario storylines (Graham et al., 2020). A brief summary of GCAM and its applications can be found in the supplementary material (Supplementary Section S1). The second stage, shown in the purple-shaded box of Figure 2, illustrates scenario development and disaggregation of LULCC projections from regional to grid scale at 1/16th-degree (∼36 km2) resolution using the spatial downscaling software, Demeter (Vernon et al., 2018). The two socioeconomic and emissions scenarios from GCAM (SSP5-RCP 8.5 and SSP2-RCP 4.5) were combined with three irrigation scenarios (no, moderate, and maximum expansion) endogenous to Demeter. Storylines for each of the scenarios (two baselines and six integrated scenarios) are given in Section 2.3.1. Demeter is described in Section 2.3.2, including modifications made to accommodate hard constraints.
[image: Figure 2]FIGURE 2 | Spatial downscaling and multi-model workflow. Elements in the purple-shaded box illustrate downscaling LULCC projections from GCAM (grey hexagon) with Demeter (yellow hexagon). The scenarios shown in the Venn Diagram are constituted of LULCC scenarios from GCAM and irrigation scenarios endogenous to Demeter. FEW subsystems modelling is shown in the blue-shaded box. The cropping systems and hydrology model, VIC-CropSyst (green hexagon), simulates naturalized streamflow, irrigation demand, and crop yield. Naturalized streamflow and water demand drive the reservoir model, RColSim (orange hexagon). Outputs from the two models are then used to calculate FEW metrics.
The case study of FEW subsystems in the CRB is represented by the blue-shaded box in Figure 2. Demeter-downscaled maps were used to parameterize land use/cover in the grid-scale, hydrology and cropping systems model, VIC-CropSyst (Malek et al., 2017). The model was run twice for each scenario, once with irrigation turned off to simulate water supply and once with irrigation turned on to simulate irrigation demand and crop yield for food, bioenergy, and forage crops. VIC-CropSyst irrigation demands and estimates of consumptive municipal water use were partitioned between groundwater and surface water to estimate surface water demand (Section 2.4.2). When irrigation is turned off, the CropSyst portion is not invoked, and only the hydrological components of the model (VIC portion) are engaged. Surface runoff and base flow from VIC supply runs were routed to stream gauges throughout the CRB and bias-corrected at a weekly timestep to estimate naturalized flow (Section 2.4.3). Next, naturalized flow and surface water demand simulated with VIC-CropSyst were used to drive the reservoir model, RColSim (Malek et al., in review), which simulates regulated flow with irrigation withdrawals removed, from which instream flow deficit is derived, and hydropower generation on a weekly timestep (Section 2.4.4). The RcolSim model outputs were combined with crop production output from VIC-CropSyst to compute FEW metrics. These metrics were aggregated over the study area and adjusted to remove climate model bias. Finally, the changes in FEW metrics under the integrated scenarios were evaluated (Section 2.4.5).
2.3 Downscaled scenarios for the CRB
We evaluated eight scenarios (two baselines and six integrated LULCC-irrigation scenarios) to demonstrate the role of LULCC, climate change, and irrigation expansion in the simulation of regional FEW systems (Table 1). Our approach to scenario-based analysis differed from an ensemble approach wherein results from multiple downscaling parameter sets and multiple climate models are jointly assessed to generate a prediction with quantified uncertainty. Rather than prediction, we tested how the FEW sectors would respond under specific storylines. Each of the scenarios are described in this section, along with storylines for the six integrated scenarios.
TABLE 1 | Scenario implementation. There are two baseline scenarios which assume historical climate, irrigated extent, and land use. The remaining six scenarios assume combinations of three irrigation levels and two LULCC scenarios from GCAM over the period 2015-2100. Each of these scenarios was forced by an observed historical (GridMet/Livneh), modeled historical (CNRM-CM5 historical), and modeled future (CNRM-CM5 RCP 4.5/RCP 8.5) climate dataset.
[image: Table 1]2.3.1 Scenario descriptions
2.3.1.1 Historical baseline
The first baseline scenario assumes historical conditions of land use, irrigated extent, and climate. This scenario uses observed land-use data directly, without any downscaling. Land-use observations were derived from multiple sources, including the Cropland Data Layer (USDA-NASS, 2016) and the Agricultural Land Use dataset (WSDA, 2016). Historical irrigated extent for the U.S. portion of the study area was derived from IrrMapper (Ketchum et al., 2020) for the year 2018, as well as from the 2016 Agricultural Land Use dataset, which distinguishes between irrigated and dryland agriculture. For the Canadian portion of the study area, irrigated extent was determined following methodology used to create the 2017 MODIS Irrigated Agriculture Dataset (MIrAD) for the contiguous U.S. (Brown and Pervez, 2014) as reported in Hills et al. (2020).
2.3.1.2 GCAM baseline
The second baseline scenario is also based on historical conditions of land use, irrigated extent, and climate. However, the GCAM baseline scenario uses historical irrigated extent and 2015 land-use data that have been spatially downscaled and harmonized to match observed land use due to differences in land-use classification between the GCAM and high-resolution datasets; therefore, the GCAM baseline scenario does not perfectly match input from the observed baseline dataset (see Section 2.3.2.2). Additionally, we ran a simplified set of crops for sake of computational efficiency (see Section 2.4.1.4). We include both baseline scenarios to provide a sense of how these sources of error impacted our analyses.
2.3.1.3 RCP 8.5 no expansion
The RCP 8.5 no expansion scenario is based on a high-emissions pathway without climate mitigation, and without any irrigation expansion. The heavy reliance on fossil fuels in the absence of climate policy in this scenario leads to greenhouse gas emissions and atmospheric concentrations consistent with the RCP 8.5 pathway (Riahi et al., 2011). The social and economic conditions underlying RCP 8.5 no expansion are consistent with SSP5 (Kriegler et al., 2017). Challenges for climate mitigation are high under SSP5 due to fossil-fuel based development and lack of environmental concern, but the challenges for adaptation are low due to rapid technological progress, strong investment in education, and high levels of global market integration (Kriegler et al., 2017; O’Neill et al., 2017). Both population and per capita calorie consumption increase in high-income nations, resulting in higher food demands. Agricultural growth, however, is driven mostly by replacement of traditional biomass with lingo-cellulosic feedstocks derived from non-food crops and agricultural residues (Kriegler et al., 2017). The addition of “no expansion” to the SSP5-RCP 8.5 storyline implies sustained interest among policymakers and the public in protecting or enhancing fish habitat and continuing fish recovery efforts. Accordingly, new land for dedicated bioenergy crops does not increase irrigated extent beyond historical levels.
2.3.1.4 RCP 8.5 moderate expansion
The RCP 8.5 moderate expansion scenario follows the same pathways (SSP5 and RCP 8.5) and future climate conditions as RCP 8.5 no expansion. However, lower priority is placed on instream flow protection, and higher priority is placed on bioenergy production. As a result, irrigated area is allowed to expand to improve crop yields. Rather than irrigation being constrained to historical extent, it is permitted on all land currently authorized by a water right. There are multiple reasons why the area actually irrigated may not coincide with the POU printed on a water right document. These include land that has voluntarily been taken out of irrigated management as part of an instream water transfer or lease program, water rights that have not been perfected (i.e., the infrastructure is not yet in place), and water rights that have been fully or partially relinquished for non-use. Under moderate expansion, irrigated cropland can fill any parcel of land authorized by a water right. The locations of water right POUs were obtained from the databases of respective governments’ departments of ecology. These spatial datasets are the Geographic Water Information System (Ecology, 2018) for Washington State, the “Statewide Water Right Spatial Data” (OWRD, 2018) for Oregon, the “Place of Use: Water Right” dataset (IDWR, 2018) for Idaho, “Montana Water Rights” dataset (Montana DNRC, 2018) for Montana, and the “Land Parcels with Water Licenses” dataset for British Columbia (LWRS, 2018).
2.3.1.5 RCP 8.5 maximum expansion
The RCP 8.5 maximum expansion scenario also follows the SSP5 pathway; however, it assumes there will be very little protection for instream flows, and bioenergy production is prioritized over fish and hydropower. The only restriction on irrigation is land suitability, meaning that all irrigable land is granted a water right. Land suitability for irrigation was determined from the Soil Survey Geographic (SSURGO) irrigated capability class (Soil Survey Staff(a), 2019). The maximum-irrigation scenario should not be considered a likely development but one which provides an upper bound for the impact of irrigation expansion.
2.3.1.6 RCP 4.5 no expansion
The RCP 4.5 no expansion scenario follows a biomass-focused pathway to climate mitigation. It is consistent with stabilization of radiative forcing at 4.5 W/m2 (Thomson et al., 2011). The underlying social and economic conditions follow the SSP2 pathway, resulting in intermediate challenges for climate adaptation and mitigation. Climate policy incentivizes bioenergy production with carbon capture and storage (Fricko et al., 2017). Population growth is moderate and levels off in the second half of the century. Medium levels of human development and continued environmental degradation create obstacles to adaptation, while limited reliance on fossil fuels makes mitigation moderately difficult (O’Neill et al., 2017). Demand for bioenergy is met without expanding irrigation, reflecting the need to balance instream needs of fish and hydropower with consumptive needs of agriculture.
2.3.1.7 RCP 4.5 moderate expansion
Socioeconomic, emissions, and climate trajectories in RCP 4.5 moderate expansion follow those of the RCP 4.5 no expansion scenario. There is large growth in irrigation to improve agricultural productivity and to increase the carbon capture and storage potential of dedicated bioenergy crops. However, no new water rights are granted, limiting potential streamflow impairment by new cropland.
2.3.1.8 RCP 4.5 maximum expansion
The RCP 4.5 maximum expansion scenario follows the RCP 4.5 and SSP2 pathways. Large-scale expansion of bioenergy cropland in combination with unrestricted access to water rights creates large carbon sequestration benefits and optimal conditions for bioenergy production. This comes at the cost of water availability for instream use. In this scenario, pursuit of climate mitigation goals mostly precludes efforts to ensure fish survival or to maintain hydropower reliability.
2.3.1.9 Adding climate impacts to scenario storylines
The Historical baseline and GCAM baseline scenarios were evaluated with historical climate data derived from GridMet (Abatzoglou, 2013) for the U.S. portion of the study area and Livneh et al. (2013) for the Canadian portion. The Livneh dataset includes daily maximum and minimum temperatures, precipitation, and average wind speed. GridMet also provides shortwave solar radiation and daily minimum and maximum relative humidity. The reason for using GridMet rather than the Livneh dataset, where available, is that GridMet has a smaller cold-temperature bias in topographically complex landscapes like the Pacific Northwest (Behnke et al., 2016). The six integrated scenarios were evaluated under both historical and future climate conditions. Historical simulations were forced using the GridMet and Livneh datasets, while future simulations were forced using climate projections representing mid-range changes in precipitation and temperature. To find these mid-range values, we screened 17 global circulation models (GCMs) from the Multivariate Adaptive Constructed Analog downscaled climate dataset (Abatzoglou and Brown, 2012) and selected the GCM that produced mid-range climate projections in the study region, under both the RCP 8.5 and RCP 4.5 emissions pathways. The selection process consisted of first ranking each GCM with respect to temperature, precipitation, and runoff generation, then summing the ranks, and finally choosing the GCM corresponding to the median of the rank sums. The GCM we chose through this selection process was CNRM-CM5. Each GCM dataset comes with a historical reference (1950–2005) and a future (2006–2094) time series.
2.3.2 Spatial downscaling
The GCAM-based LULCC projections were downscaled from regional scale (U.S. and Canadian regions of the extended CRB) to 1/16th-degree grid scale. We used Demeter, a Python-based downscaling software package that assimilates well into new multi-model workflows. Prior to downscaling with Demeter, land use in the base year is harmonized between the IAM and an observed historical land-use map so that the land categories match between the two data sources. The harmonized base-year land use is then compared to land demand from the next timestep, and target change is computed. Transition rules are used to distribute target land-use changes in each timestep at the resolution of the historical land-use map, subject to user-defined spatial constraints. The transition rules consist of treatment order, i.e., the order in which land classes are downscaled; transition priority, which assigns preferences for which types of land use convert to which; spatial constraints relating to suitability of land for a particular land use; kernel density reflecting the land-use composition of neighboring grid cells; and intensification (increase in a grid cell where the increasing land use exists) vs. expansion (increase in a grid cell where it did not exist previously). Once the required land-use transitions have been achieved via intensification and expansion, the downscaled land areas for the current timestep become the baseline land areas for the next 5-yr timestep. A full description of transition rules can be found in Le Page et al. (2016); Vernon et al. (2018). Refer to supplementary material for a summary of the Demeter model components (Supplementary Section S2; Supplementary Figure S1). In this section, we describe how hard constraints were added to the original code and discuss model parameterization.
2.3.2.1 Land allocation with hard constraints in Demeter
Hard constraints restrict the area available for any given land use. Even if a grid cell is highly suitable for cultivation on average, the land could contain a mixture of poor and fertile soils such that most of the area is suitable, while a sizeable minority is not. In this case, the amount of land allocated to crops should not exceed the total amount of suitable area in that grid cell. Similarly, irrigated cropland should not be allocated in excess of land with a water right for irrigation. Implementation of hard constraints consists of four steps. First, the land area available for conversion to land use k in grid cell i ([image: image]) is calculated according to Eq. (1).
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The term [image: image] denotes the fraction of grid cell i that meets cutoff criteria for all applicable hard constraints. The [image: image] multiplied by grid cell area ([image: image]) gives the maximum allowable area for land use k in grid cell i. If no hard constraints apply to land use k, then [image: image], and the whole grid is available for land use k. Land area already under land use k ([image: image]) is subtracted from [image: image] to give the greatest potential growth of land use k subject to hard constraints (i.e. [image: image]). Next, the process of intensification selects candidate grid cells with land available for conversion to land use k and where land use k already exists. Then, suitability for land use k in each of the candidate cells is determined from a weighted linear combination of factors ([image: image]) that indicate fitness for land use k (see Section 2.3.2.2 for a description of these factors). Each [image: image] is continuous in the range 0–1, where 1 is the highest level of suitability and 0 is the lowest. The weights for each factor are specific to each land use and satisfy the condition given by Equation 2,
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where [image: image] is the weight for factor j and land use k. The normalized suitability index ([image: image]) is the suitability in grid cell i for land use k divided by the mean of suitability across all candidate grid cells (Eq. 3).
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The term [image: image] represents the number of candidate cells and [image: image] denotes the set of candidate cells, defined as the set of all grid cells that satisfy:
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where [image: image] denotes the area of land use m that can convert to land use k. The normalized suitability index (i.e., [image: image]) is used to calculate an allocation factor ([image: image]) that apportions land-use growth among the candidate cells (Eq. 5).
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The potential growth of land use k in grid cell i ([image: image] is then:
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where the term [image: image] denotes the total intensification of land use k in all grid cells, subject to hard constraints. It is determined from Equation 7,
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where [image: image] is the total land area available for conversion to land use k, subject to all hard constraints, [image: image] is the total area available to undergo conversion from land use m to land use k, [image: image] is the target growth of land use k by the process of intensification (i.e. target intensification), and the term [image: image] is the negative of target intensification (i.e. target contraction) of land use m. The actual growth of land use k in grid cell i ([image: image]) is determined from the minimum of potential growth and land available for growth (Equation 8).
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In the third step, target expansion of land use k is allocated among candidate grid cells using Eqs 1–8. However, for expansion, the candidate cells satisfy the following condition:
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The difference from Equation 4 is that land use k does not exist in candidates for expansion, so [image: image]. The final step is a second iteration of intensification, which distributes the remaining target change, subject to all constraints.
The above four-step procedure is repeated for all ‘convert-from’ land classes (m’s), either until the target growth of land class k has been achieved, or until there is no space available for land use k in any grid cell, whichever comes first. Then, the next land use in the treatment order with a positive target change (the next land use k) undergoes intensification and expansion according to the above procedure, and the process repeats until all required land-use transitions have been simulated for a given timestep. The processes of expansion and intensification with a hard constraint are illustrated in Figure 3.
[image: Figure 3]FIGURE 3 | Land-use transition with hard constraints in the updated Demeter code. Land use k (increasing) can replace land use m (contracting) only to the point at which the area of land use k equals the fraction of the grid cell satisfying conditions of the hard constraint ([image: image] multiplied by the grid area ([image: image]). At time (1) the entire grid cell consists of a single land use, m. From time (1) to time (2), land use k expands into the grid cell, replacing some of land use m. From time (2) to time (3), intensification of land use k replaces more of land use m, but there is still room for more intensification ([image: image]). From time (3) to time (4), land use k fills all the area permitted by the hard constraint.
2.3.2.2 Demeter parameterization
The coefficient matrices used for mapping observed land types and GCAM land types to common land types are provided in Supplementary Tables S1, S2. The reclassified dataset derived from the observed land use/cover did not perfectly match the reclassified dataset derived from GCAM in terms of the total areas within each land class. The Demeter code contains an algorithm that rescales the GCAM data so that the two reclassified datasets match (see Chen et al. (2020) for details). However, we were working with an earlier version of the code that did not contain this rescaling algorithm. Instead, we harmonized the two datasets by manually adjusting the matrix coefficients until the reclassified land use/cover from observations were close to the reclassified land use/cover from GCAM.
The treatment order we chose gave highest priority to high-value crops, like corn, that are always irrigated. Next priority was given to medium-value crops that are sometimes irrigated, followed by low-value crops like wheat. Bioenergy crops were assigned the last treatment order among crop types because crop price data simulated with PRIMA (Kraucunas et al., 2015) indicate bioenergy crops will have lower value than food crops, even under RCP 4.5. Urban, shrubs, and forest were placed last in the treatment list (Supplementary Table S3). We chose transition priority rules consistent with West et al. (2014). This meant that when considering expansion of farmland, we prioritized conversion of grassland over forest and urban land (Supplementary Table S4). The most sensitive parameter in Demeter is the intensification ratio (Chen et al., 2019b). We used a ratio of 0.8 as suggested by West et al. (2014), meaning that 80% of the target growth was achieved via intensification.
We parameterized Demeter with the following spatial constraints: irrigated and dryland capability class, total arable land, total irrigable land, and total marginal land. The term “total” in the latter three constraints designates their operation as hard constraints. The first two constraints, together with kernel density, are the suitability factors ([image: image] from Eq. 3) that determine allocation factor ([image: image] from Eq. 5). Kernel density indicates the proximity of grid cells to other grid cells that share the same land use, and it is calculated according to Le Page et al. (2016). The rationale for including kernel density as a suitability factor is that land-use conversions tend to favor land use of the surrounding area. We computed kernel density with a 20 × 20-grid moving window.
Irrigated cropland and dryland crop suitability were determined from the land capability classifications of SSURGO (Soil Survey Staff(a), 2019). There are eight capability classes in order of decreasing suitability. Classes I-IV are generally suited to cultivation, while classes V and VI are only suited to some specialized crops and native plants, and classes VII and VIII are restricted in their use to recreation, wildlife, and grazing (Soil Conservation Service, 1961). Dryland crop suitability was supplemented with climate suitability. Climate suitability was calculated from GridMet climate data as the green-water availability ratio, which is the ratio of water supply (growing-season precipitation plus water-holding capacity) to water demand. Water demand for wheat and hay was determined as the actual evapotranspiration from a well-watered crop, following the method of Allen et al. (1998). We rescaled the suitability factors from 0 to 1 according to Supplementary Table S5. The criteria weights for the suitability factors are given in Supplementary Table S6.
The total area of land within non-irrigated capability classes I-VI or irrigated capability classes I-IV was used as a hard constraint on the expansion of arable land. The hard constraint for irrigated land area was formulated as the minimum of total land with a water right determined from the water right POU and the total area within irrigated capability classes I-IV. Marginal land was defined as any land in non-irrigated capability classes III-VI or irrigated capability classes IV-VI. Marginal land was imposed as a hard constraint for bioenergy crops since we assumed that they would not be competing with food crops for prime farmland. Hard constraint binary weights for each land type are given in Supplementary Table S7.
The hard constraint on irrigated cropland controls the split of irrigated vs. dryland crops. Some crops, such as corn and potatoes are always irrigated, so a hard constraint was enforced to prevent expansion into land without a water right, and these crops were assigned an irrigated fraction of 1. Other crops are rarely irrigated (e.g., oilseed crops), so their irrigated fraction was assumed to be zero. For the remaining crops that are not always irrigated (cereal crops, hay, fruits and vegetables), the maximum irrigated area allowed by the hard constraint was satisfied first, and then any remaining cropland was assumed to be non-irrigated.
2.4 Case study: CRB FEW subsystems
2.4.1 Hydrology and cropping systems modelling
Water supply and demand was simulated at a daily timestep and 1/16th-degree resolution using the tightly-coupled hydrology and cropping systems model, VIC-CropSyst. The model was developed to study the interplay between agricultural decision-making, climate, and hydrologic systems. The VIC portion of VIC-CropSyst (Liang et al., 1994) is a large-scale, process-based water and energy balance model. It has been used extensively in climate change studies in the Pacific Northwest (Hamlet et al., 2010; Mantua et al., 2010), as well as in the nearby Colorado River Basin (Christensen and Lettenmaier, 2007) and Sierra Nevada of California (Maurer, 2007). The CropSyst portion of VIC-CropSyst simulates growth and phenology of numerous annual and perennial crops under both irrigated and dryland conditions and under various management practices (Stöckle et al., 2003). A unique feature of VIC-CropSyst is its rigorous representation of cropping systems within a land surface model. The model has process-based representations of the hydrologic, carbon, and nitrogen cycles. The coupling of VIC with CropSyst is described by Malek et al. (2017). VIC-CropSyst has been used to study climate change impacts on irrigation demands and crop yields in the CRB (Rajagopalan et al., 2018), impacts of efficient irrigation technologies on performance of FEW sectors in the Yakima Basin (Malek et al., 2021), and climate change impacts on inter-annual crop yield variability and revenue volatility (Malek et al., 2020).
2.4.1.1 Soil and land-cover data
The data source for U.S. soils was STATSGO2 (Soil Survey Staff(b), 2019), and the soils data for the Canadian portion of the study area came from the Land Data Assimilation System (Mitchell et al., 2004). Historical land-use data were obtained from three sources: the 2016 Cropland Data Layer (USDA-NASS, 2016), the 2016 Washington Agricultural Land Use dataset (WSDA, 2016), and the Annual Crop Inventory Database (Agriculture and Agri-Food Canada, 2016), the first two being for the U.S. portion and the last being for the Canadian portion. Future land cover came from the Demeter-downscaled LULCC scenarios. VIC-CropSyst currently requires fixed land cover, so we ran all future scenarios with 2060 downscaled land-use/cover inputs. The VIC runs for generating water supply used a different land-cover parameterization than the runs for generating irrigation demands and crop yields. For VIC supply runs (irrigation turned off), the nearly 100 crop types in the Demeter-downscaled input files were aggregated to a single crop type to match VIC land categories, which identify all field crops as corn.
2.4.1.2 VIC-CropSyst calibration
VIC has been calibrated and evaluated in the topographically complex, Pacific Northwest region (Elsner et al., 2010; Hamlet et al., 2013). The calibration and evaluation of streamflow for VIC is reported in Adam et al. (2022). Detailed crop calibration data and procedures for CropSyst used in this study are reported in Adam et al. (2022). However, that calibration set did not include bioenergy crops, therefore, we calibrated switchgrass (see supplementary material, Supplementary Section S3 and Supplementary Figure S2).
2.4.1.3 Climate forcing
Historical and future climate forcing data were obtained in the manner described in Section 2.3.1.9.
2.4.1.4 Irrigation demand and crop yield
VIC-CropSyst provides “top-of-crop” water demand, which is the water applied on the field. It does not include water lost in conveyance (e.g., seepage through canal lining). We excluded conveyance losses from the demand calculations, assuming that leakage from canals returns to the river network and becomes available for downstream in- and out-of-stream uses.
Crop yields and irrigation demands were calculated from VIC-CropSyst outputs using a two-step procedure. In the first step, area-weighted, average irrigation depth and yield were calculated for each of the CropSyst crop types according to Equation 10,
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where [image: image] denotes the area of crop type k in grid cell i, and [image: image] is the corresponding depth of irrigation (mm/day) or yield (kg/m2/year). The CropSyst simulations used a simplified land-use file containing only crops with areas greater than 1% of a grid cell. The full land-use file included all crops with areas greater than 0.0001% of a grid cell. Only simulating crops from the simplified land-use file greatly reduced the number of crops that needed to be run, which increased computational efficiency. Following the first step, we used the full land-use file to convert from per-area irrigation demands and crop yields to irrigation volume and crop production as per Equation 11,
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where [image: image] denotes volumetric irrigation rate (acre-feet/month) or crop production (kg/year), [image: image] is determined according to Equation 10, and [image: image] is determined from the full land-use file as the area of crop type k summed across all grid cells.
2.4.2 Water source partitioning
A portion of irrigation withdrawals are satisfied from a groundwater source and do not significantly impact streamflow. Thus, groundwater demands were removed from VIC-CropSyst irrigation demands and from consumptive municipal use prior to reservoir modelling and calculation of instream flow. See Supplementary Section S4 for a detailed description of how these splits were determined. The basin-wide average split determined by these methods for consumptive water use was 80% surface water and 20% groundwater.
2.4.3 Streamflow routing and bias correction
Runoff and base flow simulated for each VIC grid cell were routed to 66 stream gauge locations selected from the Columbia Basin Climate Change Scenario Project (Hamlet et al., 2013). Daily streamflow was generated using the methodology of Lohmann et al. (1996). Bias in routed streamflow prediction owing to model structural uncertainties, as well as uncertainties in the meteorological inputs and calibration parameters, was corrected at monthly and annual timesteps to the no-regulation, no-irrigation (NRNI) dataset (BPA, 2014) using the methodology of Snover et al. (2003). The resulting bias-corrected, monthly flows were converted to weekly flows. This was achieved via multiplication of the daily routed flows by the ratio of monthly bias-corrected to monthly routed flows. Then, the resultant ‘bias-corrected’ daily flows were aggregated to a weekly timestep. The result of these steps was weekly, bias-corrected, naturalized streamflow.
2.4.4 Reservoir modelling
The Columbia River hydrograph has been significantly altered by an extensive system of reservoirs and hydroelectric dams. The influence of these dams was modeled using a version of ColSim (Hamlet and Lettenmaier, 1999), a reservoir model for simulating operations of major dams to meet multiple objectives including flood control, hydropower production, maintenance of environmental flows, navigation, and recreation. The new version implements ColSim algorithms in the open-source computational software, R (Malek et al., in review). RColSim simulates the management of major storage and run-of-river dams along the Columbia River starting at Mica Dam, near the headwaters in British Columbia, and ending at Bonneville Dam in Oregon. It also includes dams along the Snake, Kootenai, Clark Fork, and Pend O’reille tributaries (see Supplementary Figure S3).
RColSim combines naturalized flow and surface water demand inputs with dam operating rules to produce regulated flow and hydroelectricity generation outputs. Dam operating rules for hydropower production, flood control, and flow targets are mostly the same as those used by Hamlet and Lettenmaier (1999), with minimal modification to capture important changes to the operating rules (Alan Hamlet, personal communication). The operating rule curves are chosen by the model based on the annual runoff forecast to ensure sufficient flood evacuation in winter and refill by end of summer. The mass balance for a reservoir in RColSim is calculated according to Equation 12,
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where [image: image] is change in reservoir storage per week, [image: image] denotes naturalized flow generated between the downstream and upstream dam(s), [image: image] is outflow from immediately upstream dam(s), [image: image] is the surface water consumptive demand between the downstream and upstream dam(s), and [image: image] is the reservoir outflow.
2.4.5 FEW metrics
2.4.5.1 Description of metrics
The food sector was evaluated on median annual crop production of food crops aggregated to six groups (fruits, vegetables, potatoes, wheat, corn, and other grains) (more details on the calculation of mean or median can be found in the end of this section). We evaluated impacts on the energy sector by calculating mean monthly hydropower generation and median annual production of switchgrass. The water sector was evaluated on median monthly irrigation demand (including groundwater irrigation) and mean monthly Columbia River flow deficit calculated over a 30-year period.
The hydropower generation ([image: image]) is the total hydropower generated at all dams during a weekly timestep (Equation 13).
[image: image]
Where the hydropower generated at a single dam is calculated as the flow of water passing through the turbine (Q) multiplied by the product of net head (h), the specific weight of water ([image: image]), and the combined turbine efficiency ([image: image]). The instream flow deficit is the difference between the instream flow rule (ISF) for the Columbia River established at The Dalles and regulated outflow from The Dalles reservoir ([image: image]) (Equation 14).
[image: image]
Both hydropower generation and instream flow deficit were aggregated from a weekly to a monthly timestep, and the mean monthly value was calculated.
For all metrics, a median or mean of the metric values at the monthly or annual time scale was taken over the appropriate 30-yr time frame. For CNRM-CM5 historical climate data this was 1976–2005, for future CNRM-CM5 data it was 2046–2075, and for historical GridMet/Livneh data it was 1986–2015. Following calculation of the mean/median, we bias-adjusted the results according to the method described in the next sub-section.
2.4.5.2 Bias-adjustment of metrics
The CNRM-CM5 data, like data from any GCM, has bias. We adjusted for the impact of bias on our metrics by using either the difference method (Equation 15) or the ratio method (Equation 16):
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where M represents a given metric, the subscript i denotes the irrigation scenario (no expansion, moderate expansion, or maximum expansion), the subscript l denotes the land-use scenario (RCP 8.5/4.5). The future subscript denotes the irrigation and land-use scenario run with future CNRM-CM5 climate inputs, the historical subscript indicates that same scenario using historical CNRM-CM5 climate data, and the GridMet subscript indicates that scenario using observed GridMet/Livneh climate data. The prime (ʹ) designates the metric prior to bias-adjustment.
The difference method often produces negative values during low flows. To avoid this, we adjusted Columbia River instream flow deficits using the ratio method (Equation 16).
2.4.5.3 Quantifying changes in the metrics
The changes in metrics for food, energy, and water were compared across scenarios to evaluate impacts of LULCC, climate, and irrigation expansion. We partitioned the net change in each of the food, energy, and water metrics into its climate ([image: image]), land use ([image: image]), and irrigation expansion ([image: image]) components (Equations 17–20):
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where the baseline subscript denotes the GCAM baseline scenario (2015 SSP5-RCP 8.5 land use and historical climate forcing). All differences were normalized by the GCAM baseline scenario. It is noteworthy that [image: image] combines the effects of climate change and changes in atmospheric CO2. We assumed that in all future climate scenarios, the CO2 concentrations increase according to the RCP 8.5 (611 ppm by the 2060s) or RCP 4.5 (507 ppm by the 2060s) emissions pathways. The CO2 concentration over the baseline period (1986–2015) had a mean value of 371 ppm.
3 RESULTS AND DISCUSSION
3.1 Downscaled scenarios for the CRB
We created spatially downscaled, integrated scenarios of LULCC and irrigation expansion for the extended CRB. Since it provides necessary context for the downscaled scenarios, Section 3.1.1 presents trends in the GCAM LULCC data from 2015 to 2100. These include projections under the high-emissions (SSP5-RCP 8.5) and climate mitigation (SSP2-RCP 4.5) scenarios. Section 3.1.2 describes the spatial distribution of land-use/cover trends and irrigation intensity under the integrated scenarios. For simplicity, when discussing the integrated scenarios, we will refer to SSP2-RCP 4.5 as RCP 4.5 and SSP5-RCP 8.5 as RCP 8.5. However, when referring specifically to the LULCC scenarios from GCAM, we will keep the full name.
3.1.1 Description of land-use/cover trends from GCAM
GCAM projected large increases in bioenergy across the study area, even for SSP5-RCP 8.5, which does not assume a global policy on carbon emissions. Bioenergy under this scenario increased from a baseline of zero in 2015 to approximately 40,000 km2 by 2060 and remained nearly constant afterward through 2100 (Figure 4). The corresponding increase under the mitigation scenario (SSP2-RCP 4.5) was larger, with approximately 50,000 km2 planted by 2060. The trend after 2060 was an exponential increase in bioenergy to approximately 240,000 km2 by 2100. This exponential increase was achieved by conversion of shrubs, grasslands, and forests. Therefore, forests and grasslands decreased exponentially after 2060 under SSP2-RCP 4.5.
[image: Figure 4]FIGURE 4 | Projected trends in land use/cover across the extended CRB over the 21st century. Results are shown for two GCAM LULCC scenarios: SSP5-RCP 8.5 and SSP2-RCP 4.5.
The amount of land allocated for food production followed trends unique to each SSP storyline. Under SSP2-RCP 4.5, the area steadily increased from 2015 to 2040, reaching a plateau of 33,000 km2. In contrast, the food cropland under SSP5-RCP 8.5 decreased from 30,000 km2 in 2015 to 28,000 km2 by 2040 but increased after 2050. The difference in trends was due to differences in the assumptions regarding population growth, agricultural technology, and per capita food consumption between the SSPs. Population is projected to grow until 2050 under both SSP2 and SSP5 (O’Neill et al., 2017); however, agricultural productivity increases rapidly in SSP5, leading to a decline in the area required to meet food demands. After 2050, population stabilizes in SSP2 (Fricko et al., 2017) but continues to increase slightly in SSP5 (Kriegler et al., 2017). This, combined with the greater per capita calorie consumption rates under SSP5, led the food cropland requirement under SSP5-RCP 8.5 to increase after 2050 and eventually catch-up by the end of the century.
Land dedicated to pasture and growing forage crops like alfalfa hay was projected under both GCAM scenarios to increase in a nearly linear fashion over the 21st century from 11,000 km2 in 2015 to 17,000 km2 by 2100 under SSP5-RCP 8.5 and to 20,000 km2 by 2100 under SSP2-RCP 4.5. These growth trends follow from assumptions of growth in demand for cattle feed to supply meat-rich diets, especially under SSP5 (Kriegler et al., 2017). The “other” land category includes land that could be cultivated in addition to non-arable land categories like rock/ice/desert. The trend for this category mirrored that of grass, shrubs, and forest, as marginal lands were converted to grow bioenergy crops.
3.1.2 Spatially downscaled trends in LULCC
Figure 5 shows spatially downscaled LULCC in each of the more than 20,000 model grid cells for the more than 100 VIC-CropSyst land categories grouped under forest, grasses and shrubs, forage, other, food, and bioenergy land categories. The highest food and forage crop densities were located in four major agricultural regions in the CRB: The Willamette Valley of Oregon, southern Idaho’s Snake River Basin, central and eastern Washington, and the Palouse dryland cropping region of eastern Washington and north central Idaho. While there was modest growth in food and forage in these regions, bioenergy crops contributed most to agricultural intensification, mainly by replacing grasslands, shrubs, and forest on marginal lands. The transition from forest to bioenergy was especially stark for RCP 4.5. By 2100, large swathes of forest in western Washington and Oregon were converted to trees harvested for biomass. It is important to note that GCAM includes two categories of biomass: grasses and trees. For simplicity and due to model limitations, we converted all the tree biomass to switchgrass for crop simulations.
[image: Figure 5]FIGURE 5 | Spatially downscaled LULCC trends and six major land-use/cover categories under the RCP 8.5 and RCP 4.5 pathways. Trends are given in terms of difference from the 2015 base year. The grey area is the extended CRB, which includes land in western Washington and Oregon lying outside the CRB boundary. The black boundary demarcates the CRB proper.
The spatial extent of water rights controls the area of land authorized for irrigation. Since the no-expansion scenario constrains total irrigated area to the 2018 level of 34,000 km2, change in the total amount of irrigated land under either RCP 4.5 no expansion or RCP 8.5 no expansion was negligible (see Figure 6). When the irrigated area was allowed to increase on land with an existing water right (moderate expansion), irrigation intensified in eastern Washington and the Snake River Basin (Figure 6A). After an initial 10,000 km2 spike in irrigated area due to maximizing irrigated area within existing POUs, irrigated extent continued increasing over time, from 44,000 km2 in 2020 to 50,000 km2 by 2100 under the RCP 8.5 moderate expansion scenario and from 44,000 km2 in 2020 to 53,000 km2 by 2100 under the RCP 4.5 moderate expansion scenario, driven largely by irrigated bioenergy crops for both scenarios (Figure 6B). The approximately 50% increase in irrigated area under moderate expansion compared to no expansion indicates large potential for irrigation expansion under existing water rights, without the need for issuing new ones.
[image: Figure 6]FIGURE 6 | Time series of total irrigated area under RCP 4.5 and RCP 8.5 LULCC scenarios and three irrigation expansion scenarios: no expansion (2018 irrigation), moderate expansion (constrained by water right place of use), and maximum expansion (constrained by SSURGO irrigated land capability class). Panel (A) shows the spatial distribution of changes in irrigated area from contemporary irrigated extent and panel (B) gives total irrigated area over the entire study area in 5-year increments from 2015 to 2100.
In addition to intensification of irrigated agriculture, Figure 6A also reveals some areas where the irrigated area is less under moderate expansion than under no expansion. This is most notable in the southwestern part of the basin, in Oregon’s Willamette Valley. This counterintuitive result is due to lack of agreement between estimates of water right POU extent and satellite-based estimates of irrigated extent. When estimating the historical irrigated extent, we assumed that high-value crops like fruits, vegetables, seed crops, and alfalfa are always irrigated. This resulted in assigning some agricultural lands to the irrigated category despite the absence of an existing water right. The implication is either that we misclassified non-irrigated land as irrigated by this process or that the POU data were incomplete. Since it would not be feasible to investigate each grid cell to definitively determine the source of error, we had to either adjust the data so that the two datasets matched or accept some level of uncertainty. Our approach was to accept small uncertainty and to determine POU extent and historical irrigated extent by independent methods. Consequently, there were notable hotspots where historical irrigated area exceeded POU area within individual grid cells. Across the extended CRB region, these hotspots, when defined as historical irrigated area exceeding POU area by more than 1% of a grid cell, occurred in 9% of irrigated grids. Had we chosen to harmonize the water right POU with the historical irrigation datasets, either by increasing the POU extent or by decreasing the historical irrigated extent, changes in the FEW metrics from baseline would have been equal to or greater in magnitude than we report in Section 3.2.
Under maximum-expansion scenarios, new land was brought under irrigation in areas formerly covered by shrubs, grassland, and forest. The maximum-expansion scenarios showed an almost 300% increase in irrigated area by 2040 for both RCP 8.5 and RCP 4.5 compared to baseline, driven by conversion of marginal lands in the main agricultural regions to irrigated switchgrass. The growth slowed after 2040 for RCP 8.5, resulting in 121,000 km2 by 2100, but it accelerated under RCP 4.5 due to exponential bioenergy growth, such that there was 190,000 km2 of irrigated land by 2100 (Figure 6B).
3.2 Case study: CRB FEW subsystems
The spatially downscaled LULCC scenarios provided the necessary land-use/cover parameterization for conducting our case study, which evaluated climate and LULCC impacts on select Columbia FEW subsystems. Expanding irrigated acreage to increase food crop and bioenergy crop production resulted in a decrease by 0% to 8% in hydropower generation and an increase by 9% to 165% in Columbia River instream flow deficits, when also accounting for the effects of climate and land use.
We used statistically downscaled climate projections from the CNRM-CM5 GCM to simulate middle-of-the-road changes in temperature and precipitation. By the 2060’s, the mean annual temperature is projected to increase by 2.1°C to 3.6°C with a mean of 3.0°C under the RCP 8.5 emissions pathway across all grid cells in the study region and by 1.6°C to 2.9°C with a mean of 2.2°C under the RCP 4.5 pathway. The mean annual precipitation is projected to increase by 396 to −121 mm/year with a mean of 56 mm/year (RCP 8.5) and by 290 to 121 mm/year with a mean of 40 mm/year (RCP 4.5). The spatial variation in climate projections by the 2060’s is shown alongside historical temperature and precipitation in Supplementary Figure S4. Climate change in isolation generally led to higher crop yields, greater instream flow deficits, and less hydropower generation in summer and fall.
3.2.1 Food sector: Food crop production
The response of food crop production to land use, climate, and irrigation varied considerably by crop category. Overall, the only crop showing an increase in production across all six future scenarios was wheat. Fruit, vegetable, and potato production declined under RCP 8.5 due to a decline in land area dedicated to those crops. Corn was the only crop for which the yield impact of climate was consistently negative.
The difference in food crop production between scenarios with different levels of irrigation expansion but the same land use (e.g., RCP 4.5 maximum expansion and RCP 4.5 no expansion) was most pronounced for crops, like wheat, that are grown under both irrigated and non-irrigated conditions (see Figure 7). Expanding irrigation resulted in a greater percentage of irrigated vs. dryland wheat, thus increasing wheat yields overall. In contrast, we assumed that crops like corn, potatoes, and fruit trees are always irrigated, leaving no room for their irrigated fractions to increase. While climate change (inclusive of elevated CO2) had a positive influence on all wheat yields (see Table 2), [image: image] for wheat was greater for the no-expansion scenarios ([image: image] of 39% under RCP 8.5 and 32% under RCP 4.5) than it was for the maximum-expansion scenarios ([image: image] of 17% under both RCP 8.5 and RCP 4.5). This result is likely due to the greater percentage of dryland wheat in the no-expansion scenarios. Dryland wheat has lower baseline yields and therefore greater potential for productivity growth. Two competing factors determine the combined effect of climate and CO2 on yield of annual crops like wheat. The first is CO2 fertilization, which tends to raise yields, and the second is accelerated crop maturity caused by warming temperatures, which tends to diminish yields (Rajagopalan et al., 2018). The positive [image: image] among annual crops in our simulations suggest CO2 fertilization stimulated the dominant response.
[image: Figure 7]FIGURE 7 | Annual crop production for major food crops in the extended CRB. Total production, both irrigated and dryland, was aggregated from CropSyst crop types to the six crop groups, and the median annual production for each crop group was calculated over the appropriate 30-yr time frame for future scenarios (2046–2075) or baseline scenarios (1986–2015). The black horizontal line within (or above) each column marks the crop production value for that scenario using historical GridMet/Livneh climate data. The distance measurements show each component used to calculate [image: image], [image: image], [image: image], and [image: image] as per Eqs 17–20, using RCP 4.5 maximum expansion as an example. Results shown do not account for curtailment impact on irrigated yields.
TABLE 2 | Response of food crop production to climate change ([image: image]), irrigation expansion ([image: image]), and land-use change ([image: image]), normalized by the GCAM baseline scenario. Values do not reflect impact of curtailment on irrigated yields.
[image: Table 2]Total production of potatoes, fruits, and vegetables declined due to a reduction in their share of crop area. Namely, [image: image] was −30% under RCP 8.5 and −11% under RCP 4.5. The modest positive influence of climate was unable to compensate for loss of cropland under RCP 8.5. This caused the production of fruits, vegetables, and potatoes to change by −15% ([image: image] for maximum-expansion scenario) to −20% ([image: image] for no-expansion scenario). Our results conflict somewhat with those reported by Rajagopalan et al. (2018), who found on average a 7% decrease in potato yields over the CRB due to climate change. We observed an average 17% increase in potato yields due to climate change alone (even though production decreased due to decline in potato cropland). This large disparity can be attributed to differences between the two studies in the values used for the crop parameters that control the potato CO2 response.
Corn is unique from the other food crops because it has a C4 photosynthetic pathway, which allows it to efficiently fix CO2 from the atmosphere. Free-air CO2 enrichment experiments have shown that C4 plants are less responsive to elevated CO2 than are C3 plants (Kimball et al., 2002). Meanwhile, warming temperatures shorten the crop cycle length (Hatfield et al., 2011). As a result, corn yields declined under both RCP 8.5 ([image: image] = −9% for all irrigation levels) and RCP 4.5 ([image: image] = −4% for all irrigation levels).
3.2.2 Energy sector: Bioenergy and hydropower
Climate change alone caused both bioenergy crop production and hydropower generation to increase. The hydropower response to climate had a distinct seasonality. Hydropower generation decreased June through November because of large withdrawals during the irrigation season (April through October) combined with declines in summer water supply due to warming-induced shift in streamflow timing. Earlier streamflow peaks led to greater winter streamflow and a marked increase in winter hydropower generation. The net effect of climate on an annual timescale was a small increase in generation ([image: image] of 1% to 2%). Irrigation expansion and land-use change both had negative effects on hydropower and positive effects on bioenergy. As a result, while switchgrass production increased by 46% ([image: image]) at the lower end for RCP 8.5 no expansion to 256% at the upper end for RCP 4.5 maximum expansion, hydropower generation decreased by 0% under RCP 8.5 no expansion and decreased by 8% under RCP 4.5 maximum expansion (see Table 3).
TABLE 3 | Response of hydropower generation and bioenergy crop production to climate change ([image: image]), land-use change ([image: image]), and irrigation expansion ([image: image]). Hydropower generation is normalized by the GCAM baseline scenario and Bioenergy production is normalized by the RCP 8.5 no expansion scenario. The monthly median/mean results for hydropower were summed before using Eqs 17–20 to calculate annual net changes.
[image: Table 3]These results have important implications for energy development in the region. The Northwest Power and Conservation Council is already planning to integrate more renewable energy in the form of solar and wind power (NWPCC, 2022). Climate mitigation policy to incentivize bioenergy could shift the composition of the energy sector away from hydropower and could result in downsizing or shuttering of some hydroelectric facilities, especially if reduced flows make hydropower less reliable.
3.2.2.1 Bioenergy (switchgrass) production
The results for bioenergy crop production are shown in Figure 8. The large [image: image] values were due in part to our choice to simulate all bioenergy crops as switchgrass, which is typically harvested two or three times in a single year. Multiple-cutting crops like switchgrass can benefit from enhanced biomass accumulation, so long as there is sufficient water to irrigate them (Rajagopalan et al., 2018). For RCP 4.5 land use, crop production was greater primarily because switchgrass land area was approximately 20% greater under RCP 4.5 than under RCP 8.5. This led to a [image: image] of 24% for the RCP 4.5 no expansion scenario when measured against the RCP 8.5 no expansion scenario as a baseline (Table 3). The change in baseline from GCAM baseline to RCP 8.5 no expansion was required since GCAM baseline has zero bioenergy cropland. An additional effect of more switchgrass under RCP 4.5 was a greater change in production in response to expanding access to water rights. Accordingly, the [image: image] for RCP 4.5 maximum expansion was 143% compared to 102% for RCP 8.5 maximum expansion.
[image: Figure 8]FIGURE 8 | Annual production of bioenergy crops, represented by switchgrass in the extended CRB. Switchgrass production, both irrigated and dryland, was summed over all grid cells and the median calculated over the years 2046–2075 (future scenarios) or 1986–2015 (historical scenarios). The horizontal black line within (or above) each column marks the crop production value for that scenario using historical GridMet/Livneh climate data. The distance measurements show each component used to calculate [image: image], [image: image], [image: image], and [image: image] as per Eqs 17–20, using RCP 4.5 maximum expansion as an example. The baseline scenarios are not shown because the bioenergy acreage was zero in the 2015 base year. Therefore, RCP 8.5 no expansion was substituted for GCAM baseline in the computation of [image: image], [image: image], [image: image], and [image: image]. Results do not account for impact of curtailment on irrigated yields.
3.2.2.2 Hydropower
The effects of climate, irrigation, and land use on hydropower are shown in Figure 9. Hydropower generation largely reflected seasonal trends in streamflow. The CRB has a snowmelt-dominant streamflow regime, with peak streamflow occurring historically in May or June. However, climate change is expected to shift streamflow timing earlier in the season due to a smaller percentage of precipitation falling as snow (Barnett et al., 2005). This should create conditions of greater winter water availability and reduced summer water availability (Hall et al., 2021). In support of this hypothesis, we found that [image: image] was positive in winter (15% under RCP 8.5 no expansion) and negative in summer (−13% under RCP 8.5 no expansion). These results are comparable to those of Hamlet et al. (2010) who reported a 5% increase in winter hydropower output and 12% to 15% decrease in summer hydropower output. On the annual time scale, climate had a small positive effect on hydropower (see Table 3). The [image: image] was slightly greater for the RCP 8.5 scenarios (2% for all irrigation scenarios) than for the RCP 4.5 scenarios (1% for all irrigation scenarios). The difference between RCPs was primarily due to a smaller increase in winter flows and therefore a smaller increase in hydropower generation under RCP 4.5 climate conditions.
[image: Figure 9]FIGURE 9 | Hydropower generation at major hydroelectric dams in the CRB compared to the firm energy load. Mean monthly generation was calculated over 1986–2015 (baseline scenarios) or 2046–2075 (future scenarios). The black horizontal line within (or above) each column represents the hydropower generation for that scenario run with historical GridMet/Livneh climate data.
Expansion of water rights had greater influence on hydropower generation than climate, with annual [image: image] ranging from −2% under RCP 8.5 moderate expansion to −7% under RCP 4.5 maximum expansion (Table 3). The [image: image] was more negative June through August, when irrigation withdrawals were greatest, and less negative during the months of September and October, when irrigation withdrawals were small (Figure 9). However, the [image: image] in November caused generation to fall beneath the firm energy load (line plot in Figure 9), which is the energy that must be generated under contract. Declines in November were caused by greater withdrawals during the irrigation season leading to less water stored in the reservoirs for the late-fall drafting period. The effect of land-use change alone ([image: image]) was similar in magnitude to [image: image] and [image: image] (−2% under both RCP 8.5 and RCP 4.5) (Table 3). The land-use effect was negative because switchgrass was more water intensive than the irrigated crops it replaced.
3.2.3 Water sector: Irrigation demand and instream flow
The overall changes in climate, irrigation expansion, and land use resulted in greater irrigation demands and flow deficits (Table 4). Climate change caused greater irrigation demand in most months but caused significant declines in July (Figure 10). Meanwhile, climate change led to smaller instream flow deficits April through June and greater deficits July through October (see Figure 11). The seasonal sensitivity of instream flow to climate change implies heightened competition between irrigation and fish survival in the months of July through September, even absent any increase in irrigation. The hypothesis that climate pressures on instream flows will increase is supported by Markoff and Cullen (2008), who similarly found that targets for instream flows along the Columbia River were missed more frequently under all future climate scenarios. Their results and ours suggest climate change will exacerbate the unintended consequences of expanding irrigation. Such consequences include substantial damage to the fishing industry and further strain on the survival of salmon: a centerpiece of Native American diet and custom. At present, several of these tribes have treaty rights to fish at “usual and accustomed places” (Bernholz and Weiner, 2008). Expanding irrigated agriculture in basins where flows are near critical levels would increase the risk of breaking treaty obligations.
TABLE 4 | Response of irrigation demand and instream flow deficit to climate change ([image: image]), irrigation expansion ([image: image]), and land-use change ([image: image]), normalized by the GCAM baseline scenario. The monthly median/mean results were summed before using Eqs 17–20 to calculate annual net changes.
[image: Table 4][image: Figure 10]FIGURE 10 | Total monthly irrigation demand for the extended CRB. The water demand includes groundwater and surface water irrigation (excluding conveyance losses). Median demand was calculated over 1986–2015 (baseline scenarios) or 2046–2075 (future scenarios). The black horizontal line within (or above) each column represents irrigation demand for that scenario run with historical GridMet/Livneh climate data.
[image: Figure 11]FIGURE 11 | Columbia River regulated water supply (A) and instream flow deficit (B) measured at The Dalles, Oregon. The mean monthly deficit over 1986–2015 (baseline scenarios) or 2046–2075 (future scenarios) includes years with zero deficit in that month. The black horizontal line within (or above) each column represents deficit for that scenario run with historical GridMet climate data. Panel (A) shows the instream flow (ISF) rule along with regulated water supply (no irrigation) from The Dalles reservoir corresponding to historical GridMet climate and future RCP 8.5/4.5 climate.
3.2.3.1 Irrigation demand
The [image: image] values for irrigation demand reflected physiological changes in the irrigated crops due to warming temperatures, leading to accelerated plant growth and water consumption early in the irrigation season (April through July). Accelerated growth resulted in earlier maturity for annual crops, like wheat, and reduced irrigation demands for the month of July, the peak irrigation month. In addition to warming-induced shortening of crop cycles, it is well established that increased CO2 concentrations produce higher water-use efficiencies in most plant species due to a decrease in stomatal conductance (Kimball et al., 2002). In a cropping systems simulation experiment, Scarpare et al. (2022) found that elevated CO2 reduced crop water use for a range of annual crops, including both C3 and C4 varieties.
Following harvest of most annual crops, irrigation requirements were driven by perennial crops like tree fruits and by crops with multiple cuttings, like alfalfa and switchgrass. Crops with multiple cuttings had a greater annual irrigation requirement under future climate conditions because biomass accumulated more quickly following each cut, and there were more cuts on average. This resulted in greater [image: image] values late in the irrigation season during the months of August through October (Figure 10). On the annual timescale, [image: image] ranged from −4% to 0% under RCP 8.5 and from −1% to 15% under RCP 4.5 (Table 4). The greater [image: image] for RCP 4.5 relative to RCP 8.5 was due primarily to a greater percentage of switchgrass in the crop mix for RCP 4.5.
The [image: image] for irrigation demand was smaller than [image: image]. The most important role of land-use change was its interaction with irrigation expansion. The RCP 4.5 scenario had a greater portion of land allocated to switchgrass than the RCP 8.5 scenario. Switchgrass primarily replaced non-irrigated categories like forest and shrubs, resulting in large increases in irrigation demand under the moderate and maximum irrigation-expansion scenarios. Accordingly, the annual [image: image] ranged from 44% to 217% for RCP 8.5 and from 47% to 246% for RCP 4.5 (Table 4).
3.2.3.2 Instream flow deficit
Instream flow deficit for the Columbia River mainstem was heavily influenced by both climate change and irrigation expansion. Climate influenced crop water-use patterns and streamflow timing, leading to distinct seasonality in the instream flow response (Figure 11B). The role played by water supply in flow deficit is shown in Figure 11A by plotting regulated flow without irrigation, i.e., water supply under the influence of dams before any withdrawals have been made. The water supply for future climate scenarios was greater during the winter months and smaller during the summer months due to the smaller snowmelt contribution to total runoff (Figure 11A). As previously noted, climate change generally caused irrigation demands to increase in months other than July. The combination of lower summer supply and higher irrigation demands late in the summer contributed to large July and August flow deficits. On the annual timescale, climate contributed to increases in the flow deficit by 25% to 49% under RCP 8.5 and by 14% to 37% under RCP 4.5. The flow deficits were intensified by irrigation expansion, with [image: image] on the annual time scale ranging from 25% to 89% for RCP 8.5 and from 27% to 133% for RCP 4.5 (Table 4).
Similar studies that address the impact of bioenergy cropland expansion on water availability have likewise found that scenarios with a bioenergy-based pathway for climate mitigation exhibit greater water stress. For instance, Cheng et al. (2022) calculated a 2.7% decrease in annual runoff for the Pacific Northwest region under the SSP2-RCP 4.5 scenario. We observed an increase in flow deficit by 9% under the comparable RCP 4.5 no expansion scenario. Their study, and ours more directly, suggest bioenergy expansion could compromise water security in the CRB.
3.2.4 Study limitation and future directions
Here we highlight a couple key limitations in our analysis. The FEW metrics did not account for the influence of water right curtailment. The principal effect of curtailment on FEW metrics would be to reduce crop yields and to augment streamflow, resulting in smaller flow deficits and greater hydropower generation because a portion of irrigated cropland served by a junior water right would not receive water during shortages. While the difference in results would be minimal for the no-expansion scenarios, the differences could be quite large for the moderate- and maximum-expansion scenarios, since both involve increases in cropland with an interruptible water right. Curtailment would therefore dampen the effect of expanding irrigated acreage on consumptive water use. Curtailment has important implications for FEW subsystems because it can result in yield and revenue loss for farmers with a junior water right.
The modelling framework used in this study is not currently capable of simulating competition between bioenergy and other fuels in local energy markets, which competition will have a major impact on the land planted to biofuel crops. While the current framework relies upon the price-clearing model of GCAM to simulate markets on a global scale, the profitability of growing bioenergy crops will also be influenced by demand for alternative heating and transportation fuels among residents of the CRB. Therefore, a rigorous analysis of the costs and benefits of allocating water for irrigating bioenergy crops and hydropower generation would require simulation of prices with the aid of a regional economic model. Moreover, additional analysis is needed to translate depletion of streamflow into fish survivability metrics before tradeoffs between water for irrigation and water for fish can be communicated in practical terms.
4 CONCLUSION
In this paper, we assessed impacts of global change on regional FEW sector outcomes in a water-limited basin using a multi-model approach with spatial downscaling. Explicit representation of water rights in the downscaling module allowed for investigating the role of water right POU in moderating the impact of LULCC on water availability for food crops, bioenergy, hydropower, and instream flow.
In the case study, we found the net impact of climate change in all the scenarios to be greater yield for crops other than corn, greater irrigation demand for months other than July, larger summer flow deficits, smaller spring flow deficits, less June through November hydropower generation, and greater winter hydropower generation. While it had a large effect on total crop production, land-use change alone had very little impact on either irrigation demand or Columbia River instream flow deficit compared to climate change and irrigation expansion.
The case study showed a tradeoff between expanding irrigated extent to boost crop yields on the one hand and maintaining enough streamflow to support hydropower and instream flow needs on the other. Even when expansion was constrained to the extent of existing water right POUs (moderate expansion), the increased irrigated area, combined with climate change, led to a doubling of bioenergy crop production concurrent with ∼2% reduction in hydropower generation and ∼50% increase in instream flow deficits by the 2060’s. When all irrigable land was given access to a water right (maximum expansion), bioenergy crop production increased by 183% under RCP 8.5 and 256% under RCP 4.5, but this was achieved at the cost of reducing hydropower generation by 6% under RCP 8.5 and 8% under RCP 4.5 and increasing instream flow deficits by 134% under RCP 8.5 and 165% under RCP 4.5. These tradeoffs have important implications for the FEW nexus of the CRB.
Spatial downscaling forms a crucial bridge between IAMs and models used to study regional FEW sectors. Our case study highlighted competition among multiple uses of water, under the pressures of global human and environmental change. In basins with seasonal water scarcity, like the CRB, water law balances the requirements of instream and out-of-stream uses. It does so, in part, by controlling how much land can be irrigated. Bioenergy crops are expected to increase in many LULCC scenarios to meet rising demands for second-generation biofuels. Our results indicate bioenergy production would be greatly enhanced by expanding access to water rights, but this benefit would come at considerable cost to fish and hydropower. Basins worldwide are likely to face similar challenges to co-managing resources in the coming century. A fuller integration of water rights into FEW subsystem analysis would give greater insight into the role of water regulation in shaping each of the sectors and may help evaluate impacts of water policy on FEW security.
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Climate change continues to challenge food, energy, and water systems (FEWS) across the globe and will figure prominently in shaping future decisions on how best to manage this nexus. In turn, traditionally engineered and natural infrastructures jointly support and hence determine FEWS performance, their vulnerabilities, and their resilience in light of extreme climate events. We present here a research framework to advance the modeling, data integration, and assessment capabilities that support hypothesis-driven research on FEWS dynamics cast at the macro-regional scale. The framework was developed to support studies on climate-induced extremes on food, energy, and water systems (C-FEWS) and designed to identify and evaluate response options to extreme climate events in the context of managing traditionally engineered (TEI) and nature-based infrastructures (NBI). This paper presents our strategy for a first stage of research using the framework to analyze contemporary FEWS and their sensitivity to climate drivers shaped by historical conditions (1980–2019). We offer a description of the computational framework, working definitions of the climate extremes analyzed, and example configurations of numerical experiments aimed at evaluating the importance of individual and combined driving variables. Single and multiple factor experiments involving the historical time series enable two categories of outputs to be analyzed: the first involving biogeophysical entities (e.g., crop production, carbon sequestered, nutrient and thermal pollution loads) and the second reflecting a portfolio of services provided by the region’s TEI and NBI, evaluated in economic terms. The framework is exercised in a series of companion papers in this special issue that focus on the Northeast and Midwest regions of the United States. Use of the C-FEWS framework to simulate historical conditions facilitates research to better identify existing FEWS linkages and how they function. The framework also enables a next stage of analysis to be pursued using future scenario pathways that will vary land use, technology deployments, regulatory objectives, and climate trends and extremes. It also supports a stakeholder engagement effort to co-design scenarios of interest beyond the research domain.
Keywords: fews, climate extremes, nature-based infrastructure, engineered infrastructure, regional assessment, C-FEWS analysis framework, interdisciplinary climate studies
1 INTRODUCTION
Sufficient and secure supplies of food, energy, and water are fundamental to human wellbeing and a sustainable society across the globe (UN General Assembly, 2015). In the United States, the agriculture and energy sectors together account for 78% of all freshwater withdrawals and 65% of all consumption, making these sectors collectively the largest user of water in the nation (Dieter et al., 2018). At the same time, growing evidence suggests that human-induced climate change is increasing the frequency and severity of extreme weather events such as heatwaves, droughts, intense precipitation, and heavy flooding (IPCC, 2021), precisely those climate stressors shown to compromise these important provisioning resource systems (Brown et al., 2015; USGCRP, 2018; Weiskopf et al., 2020). Understanding how climate-related shocks move through the FEWS will greatly impact the management of supporting infrastructures—traditionally engineered (e.g., dams, irrigation, water treatment plants) (McKinsey & Company, 2006; ASCE, 2016), nature-based (e.g., landscapes, aquatic systems) (EPA, 2015; Green et al., 2015; European Commission, 2016), and their combination (Young, 2000; McDonald et al., 2016; Vörösmarty et al., 2021).
We report here on a framework to study Climate-induced Extremes on Food, Energy, Water Systems (C-FEWS), a system designed to identify and evaluate policy response options to extreme climate events that engage traditionally engineered (TEI) and nature-based infrastructures (NBI). We describe technical elements of the framework and how it can be used to explore FEWS behaviors in the context of historical (1980–2019) system dynamics, where we consider the individual and conjunctive roles of climate, land management, technology and regulation.
We begin with a presentation of the key facets of FEWS dynamics that were considered as design criteria for the framework. We then present a methods section, detailing the overall framework and describing the component models and key data sets, starting with the nature of the climate extremes and the set of quantitative metrics used to identify them. We continue with summary descriptions of the models, their input data requirements, and key output variables, followed by our approach to single and multi-factor scenario experiments. We also provide a comment on framework-supported stakeholder engagement. A section on potential applications follows and demonstrates how outputs from the C-FEWS framework can be used identify which elements of the FEWS could be most/least resilient over the coming decades. More detailed descriptions of the models and data sets and the interpretation of results are given in an accompanying series of papers in this Frontiers Special Topic (Bokhari et al., 2022; Chang et al., 2022; Fekete et al., 2022; Kicklighter et al., 2022; Lin et al., 2022; Maxfield et al., 2022; Tuler et al., 2022; Zhang et al., 2022). An early synthesis of five emblematic studies using the framework is given in Vörösmarty et al. (this issue).
2 KEY DESIGN CONSIDERATIONS FOR THE C-FEWS FRAMEWORK
2.1 Capturing FEWS climate sensitivities
An important motivation for this study is a key finding of the 4th National Climate Assessment (NCA), namely, that climate change and its extremes are increasing (USCGRP, 2017) and simultaneously reducing the capacity of the environment to withstand additional stresses. This, in turn, produces collateral losses of ecosystem goods and services that otherwise yield valuable benefits to society (USGCRP, 2018).
The capacity to anticipate the impacts of climate change and its variability on the nation’s FEWS is a national and global imperative (Newmark et al., 2012; Miara et al., 2013; Warner et al., 2013; Arent et al., 2014; Wuebbles et al., 2014; Challinor et al., 2015; Kotamarthi et al., 2016; Martinich and Crimmins, 2019). For example, shifting patterns of drought and other severe weather in the U.S. are anticipated to lower crop yields and raise food prices (USDA, 2012; USGCRP, 2017), with economic impacts extending well beyond the U.S. to countries importing our goods (FAO, 2012). In the electric power sector, changes in seasonal water shortage and elevated river temperatures are tandem concerns, reducing generation efficiencies and constraining power production during periods of peak demand (van Vliet et al., 2012; Miara et al., 2013). The management of agricultural impacts on water pollution extends from local up to regional to even continental scales, with land-to-ocean fluxes extending fully to the coastal zone (National Academies of Sciences, Engineering, and Medicine, 2022). The climate-dependent security of water supplies is also of concern as headline-dominating droughts persistently plague a large part of the nation (USDA, 2012; Wilhite et al., 2014; NY Times, 2022). Extremes in precipitation and concomitant flooding lead to damage in the built environment totaling tens of billions of dollars each year in direct and commercial trade-related impacts (Willner et al., 2018). Depending on its timing and severity, extreme rainfall during planting season can eliminate an entire year’s crop harvest (Li et al., 2019). Complicating such tradeoffs are environmental regulations, like the Clean Water Act, with its thermal effluent limitations crafted well before climate concerns entered the domain of citizen awareness or public policy (Kraft and Vig, 2006), but take on renewed importance as we develop strategies aimed at climate adaptation and mitigation.
2.2 Engineered and nature-based infrastructures that support FEWS
Both TEI and NBI infrastructures underpin the nation’s FEWS. There are countless TEI components defining a full food-energy-water system, which itself interacts within a broader context of climate and other environmental conditions as well as specific investments in TEI made in the context of local to national-level economies, environmental and social safeguards, commitments to system maintenance, and the traditions of hydraulic engineering deployments (Vörösmarty et al., 2021). For the water sector, TEI supports water supply and sanitation, irrigation, hydropower, navigation, and flood/drought protection (ASCE, 2021) and there is growing interest in designing sustainable infrastructure in light of climate change and their related hazards (Röttgers et al., 2018; ISI Institute for Sustainable Infrastructure, 2022). Nature-based solutions for climate resilience have gained currency (UNEP-IUCN United Nations Environment Programme and International Union for Conservation of Nature, 2021). These recognize the value of ecosystem services (IPBES, 2018) and are central to achieving water security arising from climate change and other, more direct human-induced threats to water systems (e.g., pollution, poor land management) (WWAP/UN-Water, 2018; USACE-EWN, 2020). For this study, we define NBI broadly as landscapes (i.e., terrestrial ecosystems) connected to their aquatic counterparts (i.e., rivers, natural lakes, reservoirs, wetlands), with their functionality assessed collectively at the regional scale (Vörösmarty et al., 2021). Well-managed NBI assets support the production of food and biomass energy crops; provide clean water supply and pollution abatement through intact uplands and wetlands; and produce the water necessary to operate TEI (e.g., cooling water for thermoelectric power production), with clear, positive contributions that are regionally significant in economic terms (Costanza et al., 2014; Vörösmarty et al., 2021). NBI also plays a critical role in climate mitigation through the substantial carbon (C) sequestration potential of vegetation and soils but, if landscapes are mismanaged, as an additional source of emissions for CO2 and other radiatively-important gases (Lu et al., 2015; Sha et al., 2022).
In practice, TEI and NBI seldom operate in isolation to produce such services, and must be sensibly co-managed to sustain their societal benefits. The New York City water supply system is a quintessential example of a blended TEI-NBI, with the capital and maintenance costs of its massive engineered infrastructure determined in large measure by the integrity of its three provisioning water supply landscapes—two located across the Hudson River in the Catskill mountains and upper Delaware River and one in Westchester county north of the city. Suburbanization and the associated pollution runoff from the northern watershed necessitated a $3.2 B investment in 2015 for an advanced water filtration system, while the western watersheds can still rely on investments in landscape protection that maintains a high level of existing water quality and avoids the need for similar costly treatment (Hu, 2018). Another good example of the conjunctive use of engineered and natural systems involves electric power production, clearly produced directly by TEI, but a service that could not otherwise be realized without collaborating elements of NBI—the water provided by nature to cool turbines at power stations, the potential energy represented by river water stored behind dams to generate hydropower, or landscapes dedicated to commercial solar energy and wind production.
The condition of TEI and NBI also determines how these assets contribute to regional FEWS. Engineered infrastructure in the United States has routinely earned poor grades, creating the impetus for massive government spending on new systems (ASCE, 2021). For the water sector specifically, these poor grades have been used to justify the infusion of approximately $50B in new investments dedicated to clean drinking water and wastewater treatment (DeFazio, 2021). Similarly, poor management of NBI in upland watersheds diminishes the quantity, quality, and economic value of water provisioning services, placing downstream populations, the built environment, and ecosystems at risk (Vörösmarty et al., 2018). By some estimates (Costanza et al., 2014; Vörösmarty et al., 2021) current global losses of water security-related ecosystem services are disappearing at a rate of 2%–3% annually. Furthermore, the functional NBI contribution to global water security, if lost to poor environmental management, would require by 2030 $2.3 Tr annually to replace it with engineering, a figure more than twice the yearly expenditures for TEI (Vörösmarty et al., 2021).
The condition of one type of infrastructure yields reciprocal impacts on the other. The operation of water storage reservoirs can be severely compromised if erosion from uplands is left unchecked, resulting in major capacity losses (∼1% year−1 globally) (Zarfl and Lucía, 2018) and rendering much of the original TEI investment lost (George et al., 2017; Randle et al., 2021). Indoor urban water systems coupled to sewer networks yield well-recognized benefits to human health, but if accompanied by incomplete levels of wastewater treatment—the norm throughout much of the world—overtax the self-purification potential of receiving waters, substantially elevating downstream drinking water treatment costs (McDonald et al., 2016) and degrades aquatic habitat and biota (UN-Habitat and WHO, 2021). NBI-based instream self-purification can attenuate the problem to some degree, but may require a significant length of functional river course (Wollheim et al., 2008), which may or may not exist before downstream ecosystems or human populations are negatively impacted.
2.3 Regional, multi-decadal, and management contexts
The kinds of interactions discussed above imply that the overall efficiency of FEWS will reflect the settings in which particular TEI and NBI investments exist. These infrastructures are distributed locally over space and time and combined in ways that make them unique: i) when viewed over broader more heterogeneous spatial domains; ii) through their spatial hydrologic connectivity; iii) placed into a regulatory or management context; and, iv) over longer time horizons that yield legacy effects. A good example of how these contexts interact is the Mississippi River drainage basin, where policy objectives of the Clean Water Act incurred substantial investments to upgrade wastewater treatment facilities. While these helped to control point source pollution (U.S. EPA, 2016) they these were not matched by corresponding reductions in diffuse agricultural pollution distributed over many thousands of stream and river lengths, thus obscuring much the benefit of the costly advanced systems and creating a chronic oxygen dead zone offshore of the delta (Secchi and McDonald, 2019). Another example is when surface waters generated by NBI are used to cool multiple thermoelectric power plants distributed sequentially across downstream river reaches, accumulating sufficient heat to then interfere with the performance of individual plants located downstream and their aggregate power production, while also exceeding Clean Water Act thermal tolerance limits for fish and other aquatic life forms (Miara et al., 2013). Tracking the carbon balance and sequestration potential of terrestrial ecosystems requires the careful spatial tracking of cohorts of landscapes, each with a unique carbon content and flux potential determined by history of human action. Here particular decisions regarding land clearance or abandonment as well as the incursion of urban and suburban landscapes produce long-term legacy impacts, detectable over multiple decades to centuries (Kicklighter et al., 2022). A macro-scale staging is also supported by recommendations made in the sequence of National Climate Assessments (NCA) [e.g., (USGCRP, 2018)], namely, that understanding climate impacts and crafting adaptation responses must be focused on the regional multi-decadal scale, owing to environmental and economic impacts that are uniquely sub-national and long-term in their evolution.
As we document in a companion paper applying the C-FEWS to the U.S. Northeast and Midwest (Vörösmarty et al., this issue), high quality inventories of many of the components of gray-green infrastructures are available as time series to support regional-scale studies, which in turn enable their derivative services to be quantified and linked to sensitivities produced by climate and non-climate forcings. Identifying these sensitivities helps to uncover cumulative impacts and tradeoffs involving key TEI and NBI-based policy “levers,” which can then be tested in scenario experiments aimed at optimizing FEWS performance over the long term.
2.4 The need for integrated FEWS frameworks
Following early generalized conceptualizations (Hoff, 2011; World Economic Forum, 2011) several more articulated FEWS approaches and framings have emerged, with recent reviews (Albrecht et al., 2018; McGrane et al., 2018; Simpson and Jewitt, 2019) documenting a wide spectrum of themes (from the physical to the socioeconomic), scale (from local to basin to national, if not global), and degree of quantification of individual FEWS elements and their interactions. Lawford (2019) advocated the use of essential FEWS variables, based on monitoring data from ground-based networks as well as satellite remote sensing. Ingesting such information into data-rich accounting systems can then convert such inputs into indicators of FEWS performance (e.g., Giampetro et al., 2013; Daher and Mohtar, 2015; Sadegh et al., 2020), without necessarily formulating complex fully interacting models. McGrane et al. (2018) also discuss the role of input-output approaches as well as life cycle analysis as nexus-relevant quantitative tools. A theory-based framing of FEWS extending to social welfare considerations through a lumped water-energy-food consumption index has also been demonstrated (Teitelbaum et al., 2020). Decision-support systems can be used to frame FEWS research (Wolfe et al., 2016) and generate scenarios and affiliated tradeoffs (Daher and Mohtar, 2015; Daher et al., 2017).
Dargin et al. (2018) review a spectrum of FEWS approaches and report on a disarray in existing techniques, which are moving toward more complex simulation systems but narrowing the sectoral linkages and failing to capture some critical interactions. Nevertheless, dynamical configurations have been constructed, specifically for FEWS applied over national, sub-national and basin scales (Howells et al., 2013; Kling et al., 2017). CLEWS (Howells et al., 2013) represents a series of “soft-linked” models that maintain coordinated assumptions, input data sets, and treatments of essential interactions. The presence of strong FEWS linkages non-etheless argues, at least implicitly, for fully coupled or as completely coupled models as practicable. Integrated assessment models have been configured and used broadly to analyze policy and financial tradeoffs in the climate mitigation space (van Beek et al., 2020). Several include interactive Earth system components that link water cycle, land dynamics, and energy sector dynamics, so in principle these could be used productively to analyze FEWS interactions per se (Kling et al., 2017). However, integrated assessment models typically have prodigious computational overhead, require a large team to execute the algorithms, and extend well beyond FEWS itself and well beyond the spatial domain of regionally focused efforts like ours.
2.5 Specific framework requirements
It is clear that the choice of existing frameworks is expansive, with tools and approaches often matched to a particular research question or geographic area of interest, but not ideally suited conceptually or practically to the study at hand. Nonetheless, the linked nature of these issues summarized in Sections 2.1-2.4 convinces us of the need for a systematic framing with a sufficient level of integration (Weaver et al., 2012; Leck et al., 2015) and this requirement guides our approach. In particular, societal needs revolve around detecting climate trends and extremes, diagnosing impacts on biogeophysical and human systems, and identifying regional management tradeoffs, all in the context of evolving environmental regulations and economic incentives. The framework we use must also enable a sufficient degree of contextualized (i.e., region-specific) modeling (Daher et al., 2017) but without seeking to capture idiosyncratic dynamics at the local scale. FEWS climate resilience is essentially a geographical question and the framework needs to accommodate models that are organized over space (i.e., regions depicted in pixel space, administrative units, river networks, drainage basins). In the context of a loosely coupled confederation of models, use of carefully monitored workflows, sufficiently mature and peer-reviewed algorithms, and shared performance metrics will be essential, particularly to systematically test hypotheses and answer fundamental questions. Further, we have the specific objective of exploring the roles of TEI and NBI on FEWS performance. Working with stakeholders adds an additional design requirement, that is, the capacity to distill otherwise complex modeling results into formats that facilitate dialogue between data providers and users. While the basic FEWS research needs to be executed using fully articulated, dynamic spatial models, we can also take advantage of reduced complexity approaches that convey to the stakeholders simplified depictions of otherwise complex dynamics (Bokhari et al., 2022).
3 METHODS
The C-FEWS framework comprises a semi-coupled confederation of models, similar to the approach in CLEWS (Howells et al., 2013). This decision enables the use of existing, peer-reviewed algorithms and data sets, as well as efficient model set-up, execution, and post-processing. As explained below, this coupling arises from the standardization of time horizons, reporting units, and shared protocols for model execution and synthesis. We present models at two levels of organization. The first comprises six models operating in full (pixelated) and partially aggregated (e.g., country, state-level) geospatial mode, with a broad set of temporal dynamics (from minutes to days). The second level represents reduced complexity models (RCM) using lumped spatial parameters and a variety of timesteps (from daily to annual) and spatial aggregations to harmonize with other components of the project. We also develop a regional FEWS services portfolio and valuation model using state-level accounting units over an annual timestep. This section describes the overall framing, the component models and their chief data requirements.
3.1 Structure of the C-FEWS framework
The overall architecture for our research approach is given in (Figure 1), showing how we exercise the C-FEWS core models through digital data exchanges in a soft-linked configuration. An overview is given immediately below with additional elaboration and acronyms defined in Sections 3.3. Complete descriptions can be found in (Bokhari et al., 2022; Chang et al., 2022; Fekete et al., 2022; Kicklighter et al., 2022; Lin et al., 2022; Maxfield et al., 2022; Tuler et al., 2022; Zhang et al., 2022). Section 3.4 describes more specific computational exchanges invoked for the set of single and multi-factor experiments used in hypothesis testing and scenario analysis.
[image: Figure 1]FIGURE 1 | Key elements of the C-FEWS model suite, their connections, and the overall organizing framework.
Climate Forcings driving the C-FEWS Models are prescribed from the North American Land Data Assimilation Phase 2 (NLDAS-2) (Xia et al., 2012a; Xia et al., 2012b). These are combined with FEWS Specifications for exogenous water/land resource demand, technologies, operations, and management to test Hypotheses. WATER SYSTEMS are simulated for water supply, multi-sectoral use and pollution impacts. FOOD is modeled with ISAM (food crop biomass, resource demands, adaptation, agricultural emissions, nutrient leaching). ENERGY components in ISAM and TEM (for terrestrial C, resource demands greenhouse gas emissions, nutrient cycling) compute biofuel feedstock potential. ENERGY models also simulate thermo/hydroelectricity production. For the latter, power plant performance and thermal pollution are computed by TP2M, limited by climate and modified through technology/innovation/policy targets and deployments. C-FEWS MODELS also estimate levels of competition between the electric energy sector and food and biofuels production, when water becomes limiting. We also developed RCMs, simplifying the complex geospatial models to enable rapid conceptual testing of key FEWS dynamics. C-FEWS Performance Metrics summarize core model biogeophysical outputs and are used to evaluate the state of engineered and nature-based capital, which together generate a Regional Services Portfolio. This Portfolio guides Stakeholders in a workshop Charrette Process, including Scenario Co-Design with researchers and stakeholders jointly developing policy or technology targets. The Services Portfolio provides inputs to an Economic Valuation model to estimate, in dollar terms, the FEWS scenario outcomes. We then exercise an Optimization scheme to maximize positive outcomes while minimizing externalities. As model outputs reveal tradeoffs across the nexus, new targets can evolve and FEWS Specifications can be appropriately revised. This information feedback is activated through interaction with stakeholders. The C-FEWS MODELS in Figure 1 are referred to in this paper as assessment models.
3.2 Defining the climate extremes
Changing climate affects the frequency and intensity of many types of extreme weather events (Wuebbles et al., 2014; Wuebbles, 2018). The ongoing and unprecedented change in intensity and frequency of these events historically generate large and often negative socio-economic impacts expressed through the FEWS nexus. In this study, we analyze changes in the spatiotemporal patterns of four categories of extreme events: droughts, heat waves, extreme precipitation, and cold waves. These are analyzed in the first phase of our study over four recent decades (1980–2019) but are also relevant in the future (to 2100). The initial C-FEWS focus is on the 20 states constituting the U.S. Northeast (NE) and Midwest (MW) and uses the NLDAS-2 dataset. We developed a ranking method for each of the event types, integrating their duration, spatial extent and intensity across different timescales.
• Drought—We use the newly developed Drought Intensity Score (DIS) to define drought conditions across the CFEWS region (Sanyal and Wuebbles, 2022a). The metric is defined using the Standard Precipitation Index (SPI) (Svoboda et al., 2012), which can be defined as the number of standard deviations by which the observed anomaly deviates from the long-term mean over 1–36 months duration (Guttman, 1999; World Meteorological Organization, 2012). In this study, SPI-3 (3 months SPI), and the area affected by this condition, through a rank-based identification is used to define DIS. SPI-3 gives medium term moisture conditions and is very effective in agricultural regions to determine drought conditions. SPI-3 also has a better response rate compared to Palmer Drought Index (Svoboda et al., 2012). While SPI by itself informs the general wet/dry condition of a region, it is not as effective in identifying the degree of severity of drought. A DIS score greater than 4 indicates a severe drought condition over the region and less than 2 indicates very mild to no drought condition. Intermediate values intuitively represent more moderate drought conditions.
• Heat Wave—Heat waves can be defined as an extended period of extremely hot weather, most often accompanied by high humidity that has adverse effects on human health, agriculture, food services and the energy sector. The definition of a heat wave varies according to regions across the country and is measured compared to the local weather, where their impacts are most often assessed over smaller geographical domains, like city or county scale. If any pixel used in our analysis (1/8th degree long/lat) shows the following criteria for 3 consecutive days (Kew et al., 2019; Fisher et al., 2022), between April to September, we define it as a heat wave event (Sanyal and Wuebbles, 2022a): i) maximum temperature >95th percentile value; and, ii) Heat Index greater than 35 C. Heat Index is the apparent temperature felt by the human body when relative humidity is combined with temperature and is calculated using the Rothfusz equation described in a 1990 National Weather Service (NWS) Technical Attachment (SR 90-23) (Rothfusz and NWS Southern Region Headquarters, 1990). The time duration spans late spring to early fall. Since this study analyzes the impact of climate extremes over the broad C-FEWS region, area-weighted counts of 3-day events are calculated for the NE, MW and their combination. Total number of events in each region are then reported at an annual scale. These data are then used to identify and rank the years with the most impactful heat waves.
• Extreme Precipitation—Each grid box is identified to have an extreme precipitation event when its value exceeds 5 cm per day. Extreme precipitation events have become more frequent and intense in both the NE and MW (Sanyal and Wuebbles, 2022b), resulting in more instances of saturated soils and flash floods (Erlingis et al., 2019; Khajehei et al., 2020). Similar to the procedure for heat waves and cold waves, we calculate area-weighted threshold event values across the states, sub-regions, and the entire C-FEWS region at an annual scale.
• Cold Wave—We define a cold wave as a rapid decrease of temperature within a span of 24-h and low temperature spanning over a 3-day period. In this study, we define a cold wave spell in each pixel when three consecutive days experience a temperature less than or equal to −6.7°C (Sanyal and Wuebbles, 2022b). Like heat waves, cold waves are localized events but here identified over the larger NE, MW or combined macro-region. We further evaluate the number of 3-day area-weighted cold wave events at an annual scale and rank the aggregate results.
3.3 Configuring the component models
Existing C-FEWS models and their refinements are used to evaluate the effects of climate change and extremes, non-climate environmental drivers, and management actions on regional FEWS. The components are outlined immediately below. We begin by describing the individual models, detailing their characteristics and functions within the overall analysis scheme (Figure 1), as well as their data requirements. We also present our strategy for integrating the modeling results within the overall study and our approach to stakeholder engagement.
3.3.1 Climate forcings
Owing to their complex regional-scale dynamics, we see that the best characterization of climate trends and extremes is achieved through multi-model techniques with project-specific, systematic analysis of results (Wuebbles et al., 2014; Zobel et al., 2017; Zobel et al., 2018). We used prescribed forcings from the NLDAS-2 (Xia et al., 2012a; Xia et al., 2012b), part of a multi-institutional project, aimed at producing spatially and temporally consistent, quality-controlled land surface model datasets, drawn from observed and reanalysis time series. NLDAS-2 was specifically created to reduce errors in soil moisture and energy, sometimes observed in numerical models. The model is run on a 1/8th degree grid with its geographical domain extending from 124.93oW to 67.06 oW and 25.06 oN to 52.93 oN. The forcings are mostly derived from North American Regional Reanalysis data (NARR) (Mesinger et al., 2006), along with monthly Parameter-elevation Regressions on Independent Slopes Model (PRISM) data (Daly et al., 1994). The NLDAS-2 dataset has been extensively analyzed with respect to the quality of its output variables (Xia et al., 2012a; Xia et al., 2012b), which for our baseline climate scenario uses 3-hourly surface temperature, precipitation, specific humidity, wind speed and long and shortwave radiation for the period 1980–2019. Table 1 shows the timing of extreme events recorded for the two macro-regions of the Northeast and Midwest. The table gives a synoptic picture that reflects the variability of each type of climate extreme, which is superimposed over longer-term trends spanning the 40 years of our historical baseline. Each of the entries are used to temporally bound the analysis of impacts that a particular climate extreme yields on different C-FEWS assessment models, as explained in Supplementary Appendices S1–S3 and explored in the last section of this paper.
TABLE 1 | Target years and associated 5-year analysis periods (2 years pre/post) in the historical record for the US Midwest and Northeast during the early, middle, and late stages of the historical time period. Individual years representing specific extreme events* are identified using the methods summarized in the narrative. Individual years can be associated with multiple categories of events recorded (e.g., extreme precipitation and cold-waves across the MW in 2015; cold-wave and heat-wave in the NE in 2016). Adapted from (Sanyal and Wuebbles, 2022a; Sanyal and Wuebbles, 2022b).
[image: Table 1]3.3.2 Land evolution scenarios
Present-day carbon, water, and biogeochemical dynamics in terrestrial ecosystems reflect a century-scale legacy of NBI management, most importantly, land-use change across the NE-MW (Lu et al., 2015) but modified by nitrogen and water availability on landscapes, climate forcings, and atmospheric constituents that include CO2 and pollutants. These must be modeled insofar as land surface conditions in 2022 are ultimately a product of prior land cover and management decisions, some dating back to 1700. We use TEM’s dynamic cohort approach to represent land-cover change, abandonment, and regrowth (Reilly et al., 2012). In this approach, a grid cell is initially assumed to be entirely covered by a mosaic of undisturbed natural vegetation. When a disturbance occurs, such as timber harvest or conversion to agricultural or urbanized land, over a part of the grid cell, a new cohort is created and the area associated with the disturbance is subtracted from the affected natural cohort and is assigned to the new disturbed cohort. A new cohort may be created when part of an existing disturbed cohort changes land use (e.g., cropland to pasture, suburban to urban), experiences a new disturbance (e.g., timber harvest), or may be abandoned back to natural vegetation. For each of these cases, the new cohort is created with the area associated with the change subtracted from the existing disturbed cohort and assigned to the new cohort. As time progresses and more disturbances occur, more cohorts are added to the grid cell to track the entire land-use history of the grid cell in a time-series data set. A historical cohort time-series data set (1700–2019) has been developed for C-FEWS at 0.1o pixel (L/L) resolution by combining extant land-cover time-series data developed for the NE (Lu et al., 2013) and MW (Meiyappan and Jain, 2012) as described in (Kicklighter et al., 2022). We also consider future scenarios of regional population growth (U.S. EPA, 2017), land-use/cover consistent with the most recent IPCC Shared Socioeconomic Pathways (SSPs) (Riahi et al., 2017), plus land development pathways created with our Stakeholders.
3.3.3 Integrated science assessment model (ISAM)
The ISAM (Song et al., 2013; Niyogi et al., 2015) is used in C-FEWS to simulate food and bioenergy crops. ISAM calculates crop productivity, carbon, nitrogen, energy, and water fluxes at spatial resolutions ranging from 0.1o to 0.5o (L/L) and at multiple temporal resolutions ranging from one-half hour to yearly time scales. Thus, ISAM can capture diurnal and seasonal dynamics associated with individual crops at site, regional, and national scales. Some of the important features include: i) crop-specific phenology and dynamic carbon allocation schemes (Song et al., 2013; Song et al., 2014), accounting for the sensitivity of different crops to extreme cold, hot dry, and wet environmental conditions (e.g., frost, drought, waterlogging, etc.) and nutrient stress while allocating assimilated C to leaf, root, stem, and grain pools (Song et al., 2013); ii) dynamic vegetation structure that captures seasonal variability in LAI, canopy height, and root depth (Song et al., 2013); iii) dynamic root distribution processes at depth, to better simulate root-mediated soil water uptake and transpiration (Song et al., 2013); iv) heat stress impact during the reproductive periods simulated using canopy temperature (Gahlot et al., 2020; Lin et al., 2021); and, v) vertically-resolved C-N dynamics associated with soil organic carbon (SOC) profiles (across 10 layers) and their spatial heterogeneity (Shu et al., 2020). Recent model extensions include: vertical transport of SOC, discretized soil decomposition and abiotic modifiers for topsoil/subsoil, and a gas diffusion module for estimating oxygen availability and microbial control on SOC decomposition (Shu et al., 2020). Pastures and manure cycles are also simulated (Xu et al., 2021). These features are unique to ISAM and generally not included in other such models. We apply ISAM at 0.1o spatial resolution when simulating NE-MW’s major crops—maize, soy, spring/winter wheat, sorghum, and bioenergy crops including corn for ethanol, Miscanthus, and switchgrass.
3.3.4 Terrestrial ecosystem model (TEM)
The TEM is used to evaluate land-based natural infrastructure services, consistent with process-level insights from ISAM. TEM uses spatially-referenced information on climate, atmospheric chemistry, elevation, soils, land cover, and land use to estimate fluxes and pool sizes of C, N, and water in vegetation and soils. It is well-documented and has been used to examine patterns of land C dynamics over regional up to global scales, assessing impacts from multiple factors such as CO2 fertilization, climate change and variability, vegetation shifts, land-use change, and ozone pollution (McGuire et al., 2001; Tian et al., 2003; Felzer et al., 2005; Melillo et al., 2009; Reilly et al., 2012; Kicklighter et al., 2014; Melillo et al., 2016). TEM computes land C dynamics that strongly depend on the interactions between nutrients and water including: i) mineralization of soil organic N associated with litter and soil organic decomposition; ii) N inputs from fertilizer applications; and, iii) soil moisture which can limit decomposition, N mineralization and the capacity of plants to acquire inorganic N under drier conditions. TEM also simulates changes in C, N and water associated with ecosystem recovery after human and natural disturbance (McGuire et al., 2001; Balshi et al., 2007; Melillo et al., 2009; Reilly et al., 2012; Kicklighter et al., 2014). TEM (and ISAM) can determine bioenergy potential, focusing on 1st–3rd generation biofuels, emerging bioenergy technologies, and impacts of biofuels on land, energy, water, and climate (Heath et al., 2009; Warner et al., 2013; NREL, 2014).
3.3.5 Nutrient pollution modeling
We use the USGS SPARROW model to simulate land-to-waterway nitrogen (N) fluxes (Alexander et al., 2008; Shih et al., 2022). The original model has been used in a wide variety of contaminant sources and transport studies, including process investigations of stream denitrification (e.g., Alexander et al., 2000; Alexander et al., 2007), management-related studies of nutrient sources and their delivery to sensitive receiving waters (Alexander et al., 2008; Robertson et al., 2009; Preston et al., 2011), and forecasts of the effects of future climate and land-use change on nutrient and sediment fluxes (Bergamashci et al., 2014). Earlier studies include watershed assessments of nutrients (Alexander et al., 2008; Ator et al., 2011; Preston et al., 2011), total organic C (Shih et al., 2010), sediment (Brakebill et al., 2010), and streamflow (Alexander, 2015). The model is spatially explicit with separate source generation, landscape, instream and reservoir non-linear, and mechanistic process components that simulate engineered and natural (terrestrial and aquatic) nutrient processing infrastructures. More recent versions have been applied regionally in the NE-MW and Mid-Atlantic (Moore et al., 2004; Ator et al., 2011; Hoos et al., 2013). SPARROW has commonly been used to predict long-term means but can also handle seasonal nutrient flux over decadal periods, based on a dynamic formulation with transient storage components including historical nutrient source input legacies (Smith et al., 2014). SPARROW has been modified to account for the frequency of extreme climate conditions, and data inputs were altered to specifically accommodate C-FEWS single and multi-factor experiments. The SPARROW N model was statistically calibrated to account for dry/wet/hot/cold month frequency (Maxfield et al., 2021). Historical temperature and precipitation records (NLDAS, 2022) were used to generate mean frequency of occurrence per month of each of the four climate conditions over a 4-decade period to be used as predictor variables in the SPARROW calibration. This was done so that short-duration extreme climatic conditions could be reflected in the steady-state SPARROW model. We analyze both non-point source nitrogen pollution from cropland and atmospheric deposition plus point sources from wastewater treatment facilities (several 1,000s of plants), the latter using an EPA database digitized by our team (Rychtecka et al., 2010) and USGS analysis (Skinner and Maupin, 2019) plus livestock-based loading (Zering et al., 2012).
3.3.6 Water systems: Supply and use
A suite of sub-models implemented within an earlier framework [FrAMES; Framework for Aquatic Modeling of the Earth System (Wollheim et al., 2008)] has been modified and used to simulate water supply and use. A water balance/transport model (WBM/WTM) (Vörösmarty et al., 1989; Vörösmarty et al., 1998) has been upgraded with several new capabilities relevant to FEWS: sectoral water use and management infrastructure with irrigation water use (including small reservoir effects) (Wisser et al., 2008; Wisser et al., 2010b) and reservoir operations for hydroelectricity (Wisser et al., 2010a; Fekete et al., 2010; Ehsani et al., 2015). We simulate these reservoir operations (WBMplus) with recent improvements based on neural network optimization for dam operation (Ehsani and Afshar, 2011) and spatial distributions from the National Inventory of Dams, combining this with extension to the MW of a NE interbasin transfer database (Buckley, 2013; Shikhmacheva, 2017), to compute regional reallocations of water. Data sets to drive FrAMES include climate (from ARRM2/CESM), water demands (including livestock, Zering et al., 2012), geolocated infrastructure, reservoir/lake location and dimensions, land cover and soils. Runoff is routed downstream using Muskingum-Cunge, accounting for both flowing streams and reservoir storage to predict spatially distributed discharge at daily time steps (Wisser et al., 2010a; Wisser et al., 2010b; Ehsani et al., 2015). We find that for regional applications using WBM/WTM a daily time step using 3’ (L/L) spatial resolution river networks (USGS, 2016) provides an adequate balance between accuracy and computational tractability (Fekete et al., 2002; Lehner et al., 2008).
3.3.7 Electricity production/thermal pollution modules
Electric energy technology mixes are from the U.S. Energy Information Administration (EIA, 2022). Technology deployments (fossil, nuclear, renewables) reflect the suitability of facilities in the context of climate trends, their inherent space and time variability, and uncertainties in technology, economy, and policy drivers. The Thermoelectric Power & Thermal Pollution Model (TP2M) (Miara and Vörösmarty, 2013a; Miara and Vörösmarty, 2013b) couples power plant engineering, hydrology, and riverine thermal transport submodels. Its regional application to the NE (Miara et al., 2013; Stewart et al., 2013) with 384 power stations quantified the importance of the region’s hydrologic systems in providing an essential NBI-based ecosystem service, that is, the transport and dissipation of power plant heat. As in Miara et al. (2013) for current climate, we simulate the impacts of greenhouse warming on regional power plant operating capacity and temperature-dependent efficiencies, and assess these with/without adherence to Clean Water Act (CWA) regulations mandating shutdowns during times of excessive heat. We have geo-located and characterized 87% of thermoelectric stations nationwide (n = 1080) (Miara et al., 2017), from which we draw our C-FEWS NE and MW subsets, n = 266 and 228 power plants, respectively.
3.3.8 Valuation model
The societal impact of TEI and NBI investments and policies are estimated using an economic valuation model, VM. This model provides value estimates using a social surplus valuation methodology (Letourneau et al., 2015; Sanders and Barreca, 2022) for outcomes such as food and energy that are sold in monetary transactions. Such values are the difference between the benefit of such goods to consumers and the costs of producing them. Social surplus is the area between the supply curve (capturing unit costs of production) and the demand curve (capturing the benefit of each unit to society) integrated over the units sold in the market. We calculate the change in social surplus for a good between a baseline and alternative scenario by using data on baseline price and quantity sold in the two scenarios, information about the slopes of supply and demand curves from previous research, and information from the outputs of the C-FEWS models on how much weather conditions shift the supply curve up or down. VM also uses a benefit transfer methodology (Richardson et al., 2015; Hungate et al., 2017) to estimate values of non-market goods in our scenarios (e.g., for C sequestration and water pollution abatement) based on previous research. Methodological details are in Chang et al. (2021 and this issue).
3.3.9 Reduced complexity models (RCMs)
A suite of stand-alone and coupled Reduced Complexity Models has been developed as a diagnostic tool to more understand linkages across the FEWS and diagnose its systemic behaviors that otherwise would be limited by the higher computational burdens of the original C-FEWS high resolution models. The RCMs are also cast to explore scenario and parameter sensitivities and to engage with stakeholders. Three mass and energy balanced RCMs at the basin scale (for hydrology, thermal pollution and energy, and N mobilization and transport) were adapted in part from three complex, fully spatially distributed counterpart models from the C-FEWS framework: WBM/WTM (Vörösmarty et al., 1989; Vörösmarty et al., 1998), TP2M (Miara et al., 2013; Stewart et al., 2013), and SPARROW (Moore et al., 2004; Ator et al., 2011; Hoos et al., 2013; Saleh and Domagalski, 2015). The RCMs aggregate climate, infrastructural, and hydrological input data of varied spatial resolution (12 km grid cells to county-level reports) to the basin scale in order to capture: i) major fluxes and stocks of the terrestrial water cycle, including snowmelt and rainfall runoff, evapotranspiration, and river discharge at the daily time scale; ii) the impacts of power plant operation on downstream river temperature, water consumption, and power generation at the daily time step; and, iii) nitrogen mobilization and transport from atmospheric and landmass sources (e.g., deposition, industrial fertilizer, livestock, and human waste) to riverine receiving waters at an annual time scale. The RCMs are calibrated and validated using observed stream gauge data and explored through single factor climate and infrastructure experiments as for the fully resolved models (Supplementary Appendices S1–S3) as part of our historical simulations. An initial a test case is on the Delaware River Basin (Bokhari et al., this issue). With the icon-based programming language STELLA Architect (isee systems, inc., Lebanon NH, United States), the RCM framework allows for rapid reconfiguration of a simulation (e.g., creating new state variables, changing links across variables; assigning different parameter values) and multi-objective optimization to study tradeoffs among FEWS linkages, all with computation times of under a minute, and representing a capability of enormous value in engaging with stakeholders.
3.3.10 Optimization module
A preliminary version of the optimization module is being linked to the reduced complexity models (RCMs) and will be exercised in analysis of management scenarios operating under future climate and other environmental change. The focus of these optimization studies is to explore simulated tradeoffs between thermal pollution and thermoelectric power generation in single river basins. As demonstrated for the NE (Miara et al., 2013; Stewart et al., 2013), riverine power plant efficiencies rely on the withdrawal and consumption of water for cooling, which can result in both power generation losses for downstream plants and the impairment of ecosystem services during periods of excessive heat discharge. Two basin scale RCMs – corresponding to hydrology, electricity production, and thermal pollution–which operate at the daily time scale are coupled via hydrologic linkages (i.e., river discharge, velocity, and depth) as modules of a single aggregate model (Bokhari et al., this issue). The coupled model simulates: thermal pollution in the form of river temperature increase from power plants; impacts of river temperature on downstream power generation efficiency; and, the interdependent feedbacks that these outputs create for downstream power plants. The ‘Multiobjective Optimization’ tool in Stella Architect (isee systems, inc.; Lebanon NH, United States) is used to facilitate and design scenario experiments for freshwater utilization, infrastructures, technologies, and policies. These experiments seek to evaluate tradeoffs for multi-factor impacts on the thermal regime of a river basin by computing a set of optimal solutions (i.e., optimized Pareto front using a differential evolution algorithm) that minimizes thermal pollution while maximizing power generation for a given constraint. The coupled model can be used to study, for example, the multi-objective optimizations of daily power plant operation and capacity, plant cooling technologies, upstream reservoir operation and capacity, in the context of the Clean Water Act’s regulation of water temperature limits (Copeland, 2016). Economic valuations are also incorporated in this analysis (see Economic Valuation, above), thus enabling a comparison of the damages to downstream aquatic habitats and commercial fisheries versus losses in electricity generation when CWA regulations are otherwise enforced. The same overall approach can be applied to synthesized distillations of the more complete C-FEWS geospatial assessment models.
3.3.11 Air quality estimates
We use off-the-shelf estimates of past and future trends in air quality based on our own and other studies (e.g., Lin et al., 2008; Weaver et al., 2009; Lei et al., 2013; He et al., 2016; He et al., 2018). Air quality in the C-FEWS framework is represented by atmospheric CO2 concentrations, atmospheric deposition of reduced (NHx) and oxidized (NOy) nitrogen forms, and ozone pollution as represented by accumulated ozone over a 40 ppbv threshold (AOT40) (Felzer et al., 2004). In the current study, annual mean global atmospheric CO2 concentrations are prescribed from 1700 to 2019 based on two studies: 1765 to 2015 (Meinshausen et al., 2011) and 2016 to 2019 (Dlugoclenky and Tans, 2021). Mean atmospheric CO2 concentrations before 1765 are assumed to equal those in 1765 (278 ppmv). Both spatial and temporal variability in atmospheric nitrogen deposition and AOT40 across the region are represented with gridded time-series data. Gridded time series data for monthly atmospheric nitrogen deposition are based on NADP (National Atmospheric Deposition Program, 2022) for 2000 to 2018 and extend backward and forward for the rest of the years following the trend from the CMIP6 Chemistry-Climate Model Initiative (CCMI) (Hegglin et al., 2022). Gridded time series data for monthly AOT40 are based on ozone estimates from simulations by the MIT Integrated Global System Model linked to the NCAR Community Atmospheric Model (IGSM-CAM) (Monier et al., 2013).
3.3.12 Model integration
An appropriate staging of the C-FEWS models (Figure 1) and their harmonization (i.e., via driving variables, time and spatial resolutions) become essential parts of the framework exercise, especially given the sizable number and range of climate and sectoral scenarios and the large volumes of outputs generated. Some of the C-FEWS models are formally coupled (e.g., WBM-TEM, WBM-TP2M) while others lack such integration. From our prior experience using multi-model approaches analyzing energy-water interactions, we find that rigidly seeking a formal coupling of models: i) can consume inordinate computing and personnel resources; ii) impedes rapid turnaround for model calibration/validation and scenario testing; and, iii) may ultimately prove unnecessary (e.g., inconsequential feedbacks between SPARROW-based N fluxes and WBM/TP2M energy production). Following a partial coupling approach (Howells et al., 2013), we therefore developed a computational framework that uses fast backbone transfer protocols coupled with specific data staging/conversion routines to ensure that data flows from one model to the next are as simple and efficient as possible.
There are several reliable protocols available for the necessary data transfers, and we developed a multi-tier approach. Larger data sets that required distribution to all of the C-FEWS research teams were managed using a Globus endpoint (Foster, 2011; Allen et al., 2012), while for more selective distribution and atomized access we used a GeoServer backend (GeoServer.org, 2022), which allows for data streaming and direct integration into analytical platforms such as GIS software or any programming framework. Simpler file exchange protocols, such as a NextCloud (NextCloud.com, 2022), are used for a documents repository and project administration. These platforms, integrated with our existing FrAMES, organize the overall C-FEWS data handling and workflows (model execution in space and time, I/O management for forcing data, state variables and diagnostics, final data outputs). A component of the model integration involves the creation of C-FEWS Performance Metrics (Supplementary Appendix S4), which are used to summarize the biogeophysical and economic modeling outputs for model calibration and validation, constructing a portfolio of regional C-FEWS services and further distilled into quantitative information used to support the stakeholder workshops.
3.4 Configuring single and multi-factor experiments
We describe here the experimental set-up of our diagnostic and prognostic tests, which we use to explore how climate extremes produce vulnerabilities and/or resilience across the regional FEWS. We assess these emergent properties by first creating a historical benchmark, comprising the observed climate from 1980–2019 plus the recorded exogenous, non-climate determinants that drive each of the assessment models. The climate and non-climate forcings are then reconfigured to create single and multi-factor experiments.
Single Factor Experiments (SFEs) are divided into two sub-groups (Table 2). First, we construct single factor climate experiments (cSFEs), representing each of the four categories of climate extremes (drought, heat-wave, extreme precipitation, cold-wave). We use three approaches to simulate the climate impacts: i) the verbatim observational record (Supplementary Approach A); ii) a case with exacerbated climate extremes (B); and, iii) a de-extremed scenario (C) (Supplementary Appendix S1). By comparing these results to Baseline, we can evaluate whether repeated climate events yield a cumulative impact when superimposed onto longer-term climate trends. Table 1 gives the most prominent extreme event years adopted for Supplementary Approach A.
TABLE 2 | The four main categories of FEWS elements manipulated using the Single Factor Experiments, expressed for climate (cSFEs) and for non-climate entities (ncSFEs), and dedicated to uncovering FEWS sensitivities. For the ncSFEs, each subordinate entry defines a particular variable that is fixed at 1980 levels while the baseline otherwise progresses as in the historical time series (i.e., with all other elements varying as observed). The resulting time series of assessment model output variables under the scenario can then be compared to baseline. The sensitivity of any assessment model variable or collection of variables to a single or multiple perturbation can be computed using Δ statistics as described, using specific examples, in Supplementary Appendices S1–S3. Relevancy to engineered or nature-based infrastructure is indicated.
[image: Table 2]Second, we stage non-climate single factor experiments (ncSFEs) to explore the impact of evolving technology, land use, management and regulations (Supplementary Appendix S2). The ncSFEs are generated by fixing key variables in the assessment models at their initial 1980 values, running the models with these variables inactivated, and then comparing results to Baseline in the last decade of the time series (2010–19). Using simple normalized differences relative to Baseline (specified below) or more complex signal-to-noise approaches and optimal fingerprinting we can detect signatures of single and multiple factor effects (Stein and Alpert, 1993; Hegerl et al., 2006; Hegerl et al., 2007; Santer et al., 2009) in these counterfactual experiments. By selecting key variables from our assessment models and isolating them individually or in tandem, we can discover the degree of control each exercises on sector-specific as well as overall FEWS performance. Multi-factor experiments (“MFEs”) (Supplementary Appendix S3) combine individual climate and non-climate factors to assess their interactions within FEWS and to identify and evaluate potential feedbacks. These outputs are then quantified with respect to the support or refutation of hypotheses, measures of system sensitivity, and full system impact. Information on calibration and validation of the C-FEWS assessment models is given in Supplementary Appendix S4.
The manipulations that form the experiments in Table 2 are also designed to elucidate the contributions of TEI or NBI (and their combination) to regional FEWS performance. There are two components of the analysis. The first involves manipulating the forcing factors. This action, at least in principle, can uncover some of the key targets for regional planning and FEWS management under each of the non-climate SFEs or MFEs to identify the importance of specific TEI or NBI-based factors. For each of the forcing factors listed within the three non-climate themes in Table 2, we indicate the predominant category of associated infrastructure to which manipulation of that variable can provide insight. For example, the impacts of changing technology on FEWS energy production are reflected by different fuel mixes or power plant cooling systems, TEI components. Inactivating elements of land cover change (e.g., suburbanization, reforestation) is an obvious NBI manipulation. Technology can span both TEI and NBI, for example, using cultivars from biotechnology in crop production. Environmental regulations, like regional net carbon emission targets, also arguably combine TEI (through emission technologies in fossil fuel facilities) and NBI, through land use C sequestration or biofuels.
The second component explores not the causes of but the impacts on TEI and NBI generated by the manipulations given in Table 2 as exercised through the cSFEs, ncSFEs, or MFEs (Table 3). These outputs are expressed as TEI and NBI performance metrics, emerging as essential indicators of the state and functionality of regional FEWS. These outputs therefore can be compared within and across each of the experiments. Several of the comparisons we report use a relative measure of impact sensitivity, computed as a normalized difference calculation, as given in Supplementary Appendix S1 for the cSFEs, Supplementary Appendix S2 for the ncSFEs, and Supplementary Appendix S3 for the MFEs.
TABLE 3 | Core variables computed by the suite of C-FEWS models, organized by sector and by assignment as representative of the performance of different infrastructures. These variables are used to evaluate system impacts from the climate and non-climate factors manipulated to produce the contrasting scenarios given in Table 2.
[image: Table 3]C-FEWS model biogeophysical outputs are also summarized into quantitative metrics that comprise a regional FEWS Services Portfolio (Figure 1) together with its economic valuation. Interactions with stakeholders center around this portfolio and, as a consequence of our consultations, may require a reconstitution of the chosen forcings, SFE and/or MFE design, and reported model outputs. In our companion paper (Vörösmarty et al., 2022), we present representative findings from our initial study on SFEs and MFEs over the historical period across the NE and MW, which lays the groundwork for analysis of future conditions.
3.5 Stakeholder engagement
Regional planners increasingly recognize the importance of a ‘whole-landscape’ approach to decision-making (DeFries and Rosenzweig, 2010) that includes land-use planning, environmental legislation, and global change impacts. This transformation benefits from high quality regional-scale climate and weather projections embedded within land, water, and energy management scenarios (Allen et al., 2013; Rosenzweig et al., 2014). Our stakeholder dialogue—organized as Charrettes—has been designed to acknowledge those planning variables deemed meaningful by users, but it also attempts to understand their logic in constructing options, for example, particular landscape and water use scenarios or choice of power sector technologies. Unforeseen byproducts emerge from such outreach, as in our dialogue with lawyers challenging EPA decisions on Clean Water Act Section 316(b) thermal loading requirements and threatened aquatic biota under the Endangered Species Act (Super Law Group, 2013), who recognized the capacity of WBM/TP2M (Miara and Vörösmarty, 2013a; Miara et al., 2013; Stewart et al., 2013) to map the collective thermal impact of power sector emissions by TEI but also attenuation by aquatic NBI over entire regions. Further, the stakeholder dialogue facilitates an articulation of otherwise extreme, but potentially plausible scenarios, as with possible future migration north to escape extreme heat outbreaks and drought in other parts of the country (Black et al., 2011; USGCRP, 2017).
To ensure relevancy beyond pure research, we created a C-FEWS Stakeholder Working Group comprising participants actively involved in land-use and energy sector planning, climate mitigation and adaptation, and civil sector investment strategies for infrastructure at both local and regional scales. In partnership with the Group, we i) co-design regionally-focused socioeconomic scenarios to reflect stakeholders’ information needs; ii) work stepwise through storyline development; iii) convert conceptual inputs into numerical data assignments; iv) iteratively present and interpret results; and, v) re-cast data for model parameterization and driving variables in response this iterative process (Rosenzweig et al., 2014). To achieve such engagement, we execute short 1-day hybrid virtual workshops and interim meetings to gather information on the design of additional single-factor and multi-factor experiments and share in the interpretation of results. We have sought stakeholders who are active in regional planning across the spectrum of climate and FEWS, and who can discuss the engineering and nature-based “policy levers” necessary for improved climate resiliency.
4 TARGETED APPLICATIONS AND DISCUSSION
The single and multi-factor experiments produces a large matrix of possible interactions among climate, technology deployments, land use strategies, and management/regulation. Here we provide a sampling of how some of the potential, major categories of FEWS-climate issues, posed as questions, can be addressed using the C-FEWS framework. Results from a first suite of such experiments are summarized in (Vörösmarty et al., 2022), based on a more in-depth collection of C-FEWS experiments carried out over the same historical time frame of 1980–2019 (Bokhari et al., 2022; Chang et al., 2022; Fekete et al., 2022; Kicklighter et al., 2022; Lin et al., 2022; Maxfield et al., 2022; Tuler et al., 2022; Zhang et al., 2022).
4.1 Isolating climate impacts
What is the capacity of a regional FEWS to endure or benefit from the four types of climate extremes (drought, heatwaves, extreme precipitation, cold waves) during the early, middle, and late periods of our historical record?
This question can be addressed by straightforward application of Approach A among the single factor climate experiments (cSFEs). It explores the immediate impact of a climate extreme identified from within the recorded historical period. The designated event-year is analyzed with respect to any pre-conditioning (2 years prior) as well as its immediate legacy effects (2 years post event). Given the evolution of the non-climate themes (technology, land use, management/regulations), which could substantially influence event response, three time periods are studied—the early, middle, and late phases of the 40-year time series. This enables examination of the impacts of the extreme event within the broader context of history, that is, with all variables (climate and non-climate) evolving within a multi-decade time horizon. We thus can explore how critical either precursor or post-event legacy effects are to FEWS performance. For example, we can pose and answer a subsidiary question: To what degree is crop production across the three recurring, 5-year extreme climate event sequences made more or less resilient by planting new cultivars? For the food sector, the question could be addressed by the counterfactual experiment removing historical biotechnology improvements from the ISAM model, examining how the crop production would have evolved during each 5-year sequence over the early, middle and late periods of the 40-year record, and comparing these results to Baseline.
Supplementary Approach B climate attempts to address a similar question, through a hypothetical scenario, which attempts to capture the anticipated potential for more frequent and/or sustained extremes associated with climate change (Sanyal and Wuebbles, 2022a; Sanyal and Wuebbles, 2022b). It focuses on the last decade and creates a synthetic time series with an increased frequency of extreme years. We identify the year of maximum (or minimum) extreme in the Baseline for 2010–19 and identify the two subsequent years (e.g., heatwave year 2012, with 2013 and 2014). Using this 3-year period, we then triple its frequency of occurrence commencing in 2010 (i.e., three 3-year duration events versus one in the baseline time series over the last decade of the analysis). Supplementary Approach B assesses responses over the last decade of the historical time period, from which the potential readiness of near-contemporary land use, technology and management/regulations to meet imminent climate challenges can be evaluated (i.e., prior to formally analyzing forecasts of the future). Supplementary Approach B is analogous to Supplementary Approach C, but focuses on the opposite effect, i.e., the removal of extremes.
4.2 Assessing the impact of non-climate factors
What were the roles of each major category of non-climate factors across a region that enabled FEWS to remain productive (or not) over the 40-year period of 1980–2019, with its mixture of recorded climate extremes?
The C-FEWS framework can be used to explore the long-term system-wide performance associated with individual variables drawn from the three themes that represent non-climate factors (land use, technology, management/regulations). Single factor non-climate scenarios (ncSFEs) can be constructed by inactivating change to the inputs representing a single, specific non-climate factor within each of the assessment models (Table 2). For the retrospective time period, this inactivation of a particular non-climate variable fixes its value at the 1980 level, whereas for future forecasts they are benchmarked to 2020. Our standard approach is to impose the historical time series of the unmodified climate (through Supplementary Approach A) and non-climate drivers and to then record differences between this Baseline and that of the scenario with the inactivated variable. This yields a measure of FEWS sensitivity to the particular non-climate input varied in the scenario, with summary statistics enabling comparisons, rankings, and statements regarding its overall importance (Supplementary Appendices S1–S3). These experiments can also be used to explore the presence of progressive system stress, from which we can draw inferences on how the changing state of land, technology, and management/regulations, decade by decade, amplify or attenuate the impact of the observed climate stresses. A similar analysis can be formulated using the assumed climates associated with Supplementary Approaches B,C over the last decade of the historical period (2010–2019). By running a full suite of such ncSFEs, we can assemble a picture of the individual importance that green and gray infrastructures play in determining FEWS outcomes, decade by decade. We also can assess TEI and NBI sensitivities on variables that are not manipulated (Table 3).
4.3 The combined effect of climate and non-climate factors
What were the roles of climate and different combinations of the main non-climate factor variables (technology, land use, management/regulations) across a region that enable the FEWS to remain productive (or not) in response to climate over the historical period?
Here the C-FEWS frame can be used to explore the short and longer-term impact of specific combinations of non-climate driving variables acting in concert with different climatic conditions to jointly determine FEWS performance. These different combinations of cSFE and ncSFEs comprise multi-factor experiments (MFEs). Under Supplementary Approach A for the historical time series, we inactivate two or more non-climate factor inputs controlling the assessment models. For the retrospective time period, this inactivation of particular non-climate variables fixes their values at 1980 levels, while for the future the values are fixed at 2020 and a climate time series produced by an atmospheric forecast model commences. Our standard approach is to record differences between the baseline performance metrics (both historical and future) and that of the scenario with the inactivated combination of non-climate variables. Under Supplementary Approaches SA, SB, multiple input factors can be modified, but a climate event itself (e.g., intensified drought) can become one of the multi-factors to be tested. To do so we combine the climate scenario with inactivated non-climate variables, evaluate differences from the baseline and thus create a climate/non-climate multi-factor experiment. MFEs enable inferences to be made about how the changing state of land, technology, and management/regulations, decade by decade, amplify or attenuate the impact of climate stresses. In this way we can help determine how the conjunctive manipulation of particular themes and collections of variables from Table 2 can build resilience into FEWS in light of different climate stresses. As for the first two questions, an appropriate choice of input variable enables an identification of the roles of engineered and nature-based infrastructure in determining overall system sensitivity and resilience patterns.
In a companion paper (Vörösmarty et al., 2022), we exercise the analytical strategies discussed above over the historical time frame, highlighting the use of several of the C-FEWS component models to gain essential insight into the behavior of regional food-energy-water systems in the U.S. Northeast and Midwest. In that work, we demonstrate the clear impacts that climate stresses have already have had on FEWS, but also show how the other strategic forces have been at work—technology, land use, management/regulation. These factors have combined to create additional vulnerabilities as well as opportunities for ongoing adaptation to climate change, whether purposeful or inadvertent. We see important roles for both engineered and nature-based infrastructures, separate and in combination, in defining the contemporary state of FEWS and positioning these important resource systems to encounter future challenges.
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Introduction: Recent work examining the impact of climate-change induced extremes on food-energy-water systems (FEWS) estimates the potential changes in physical flows of multiple elements of the systems. Climate adaptation decisions can involve tradeoffs between different system outcomes. Thus, it is important for decision makers to consider the potential changes in monetary value attributed to the observed changes in physical flows from these events, since the value to society of a unit change in an outcome varies widely between thing like food and energy production, water quality, and carbon sequestration.
Methods: We develop a valuation tool (FEWSVT) that applies theoretically sound valuation techniques to estimates changes in value for four parameters within the food-energy-water nexus. We demonstrate the utility of the tool through the application of a case study that analyzes the monetary changes in value of a modelled heat wave scenario relative to historic (baseline) conditions in two study regions in the United States.
Results: We find that food (corn and soybeans) comprises the majority (89%) of total changes in value, as heatwaves trigger physical changes in corn and soybeans yields. We also find that specifying overly simplified and incorrect valuation methods lead to monetary values that largely differ from FEWSVT results that use accepted valuation methods.
Discussion: These results demonstrate the value in considering changes in monetary value instead of just physical flows when making decisions on how to distribute investments and address the many potential impacts of climate change-induced extremes.
Keywords: economic valuation, food-energy-water nexus, climate change, consumer surplus, food production, electricity generation, water quality
1 INTRODUCTION
New work studies the impacts of climate change and climate-induced extremes on physical features of a linked food, energy, water system (C-FEWS) (Vörösmarty et al., 2023; this issue). In order to use that research to guide future policy and infrastructure decisions, decision makers need to understand what tradeoffs exist between elements of the system (Parkinson et al., 2019) and what those tradeoffs mean in terms of human wellbeing (Antle and Capalbo 2010). Economic valuation methods have been developed for several elements of food-energy-water systems; examples include crop production, air pollutant emissions, and water quality benefits (Alston et al., 1998; Muller and Mendelsohn, 2007; Johnston et al., 2017); these methods have been sufficiently validated to be used extensively by the US Environmental Protection Agency in formal cost-benefit analysis of proposed regulations (Petrolia et al., 2021).
Research shows how estimating the monetized values of changes in multiple ecosystem service flows can enable meaningful comparison between them and guide decisions about policy and management. For example, Naime et al. (2020) find that forest restoration yields greater total benefits if it prioritizes regulating over provisioning services because the value of carbon sequestration can be twice as large as the use values people gain from forest use. However, there currently exists no resource that consolidates methods for valuing multiple C-FEWS elements into one tool for researchers to use. This study addresses that gap by developing a valuation tool that harnesses several elements of economics methodology to estimate the monetized social value of changes in five C-FEWS portfolio elements from user-provided data. The resulting instrument empowers scientists who are not experts in economics to carry out important ecosystem service valuation of common features of FEWS. We then harness the functionality of the tool to identify several core features of changes in multiple ecosystem services from climate changes.
This paper describes the methodological foundations for a C-FEWS Valuation (FEWSVT) tool that produces valid rapid-response estimates of the value to society of changes in food-crop yields, water quality, electricity generation, carbon sequestration, and air quality. The tool is spatially and temporally flexible and accommodates any user-defined alternative scenarios. The analyses use two different types of economic valuation approaches. Microeconomic market analysis (Alston et al., 1998; Manning and Ando 2022) is used to estimate changes in monetized consumer and producer surplus for crops and electricity when a climate shock changes production costs by altering crop yields and increasing input costs. In contrast, the values of changes in air quality, water quality, and net carbon flux are estimated using non-market valuation methods (Hanley and Czajkowski 2019; Bateman and Kling 2020) that estimate society’s willingness to pay (WTP) for improvements in environmental quality.
We then explore several important principles of C-FEWS valuation by applying this tool to data representing hypothetical but plausible climate changes in the Northeastern and Midwestern United States. We show which changes in climate change-attributable physical flows are likely to have the largest monetary impacts to society. Finally, we show the importance of using theoretically sound economic methods for valuation rather than simple products of market prices and quantities of goods produced.
2 MATERIALS AND METHODS
2.1 C-FEWS valuation (FEWSVT) tool
As the world continues to grow in population and economic development, demand for elements of the food-energy-water (FEW) nexus will continue to strain the engineered and natural infrastructure on which these elements depend. Global crop demand is projected to double from current levels by 2050, while global water demand is estimated to rise by 20%–30% per year by 2050 (Tilman et al., 2011; WWAP & UN-Water, 2018). Research on FEW systems has fueled a push to develop market and non-market valuation methods that monetize the economic ramifications of scenarios on the FEW nexus.
Previous research has refined and validated methods to estimate the social value of changes in food-energy-water system (FEWS) elements. For example, food production has been studied extensively to examine how a certain change influences crop production, which in turn can be monetized using market data. Examples include the effect of irrigation on food supply (Jin et al., 2012; Xu et al., 2020), the impacts of climate change shocks on crop yields (Islam et al., 2012; Lobell et al., 2013; Nelson et al., 2014; Adhikari et al., 2015; Niyogi et al., 2015), and the effects of farm subsidies on a crop’s productivity levels (Unisfera International Centre 2003; Lencucha et al., 2020). Research has also monetized the impacts of scenario changes on electricity generation per sector using price and cost data. Fonseca et al. (2021) evaluated the impacts of climate change on the electric power sector in the Southeast region of the US, and provided monetary estimates as to the increase in investment costs that would result from accounting for climate change effects on both supply and demand. Other studies have examined how climate change conditions impact specific generating units (Mideksa and Kallbekken 2010; Solaun and Cerda, 2019).
Much research in economics has also developed and validated tools for quantifying FEWS portfolio elements whose impacts are not reflected through a market mechanism like price. Both air pollutant emissions and water quality have effects on human health and wellbeing that are monetized with non-market valuation techniques. Primary non-market valuation methods such as hedonic pricing and travel cost studies can be used to capture the values people place on an ecosystem service. Benefit transfer methods can take values estimated for environmental goods in one place with primary research and apply them to estimate the values of similar goods in other settings. For air pollutant emissions, integrated assessment models (IAM) have been developed to estimate marginal damages associated with rising power plant-level emissions (Muller and Mendelsohn, 2007; Heo et al., 2016a; U.S. Environmental Protection Agency, 2018). The policy consequences of changing power plant-level emissions have also been examined with respect to the transportation industry (Holland et al., 2020).
Research examining the value of water quality improvements ranges from site-specific studies valuing individuals’ WTP to use a clean water body for one specific use to more holistic studies using benefit transfer methods to quantify use and non-use values from restoring the water quality of a range of water bodies (Houtven et al., 2007; Kauffman 2019; Johnston and Bauer 2020). Recent literature has also developed valuation methods to quantify the “social costs of nitrogen” (SCN), which is a spatially explicit measure of the monetary damages of nitrogen release to nearby surface waters from fertilizer application (Keeler et al., 2016; Gourevitch et al., 2018).
Despite the ever-growing literature on the values of individual elements of FEWS, no resource has yet consolidated methods for valuing multiple FEWS elements in a single tool. Adaptations to climate change can involve tradeoffs between elements of the system, so it is vital to be able to compare the social value of multiple changes in the same analysis in order to evaluate which course of action would have the most favorable net value (Goldstein et al., 2012). To meet that need, this study presents a valuation tool (Chang 2021) that adapts economic valuation methods to take user-input data and produce monetary estimates for multiple FEWS portfolio elements: food (corn and soybeans) production, power plant-level electricity generation, net carbon dioxide emissions (including carbon sequestration), and water quality (total nitrogen and total phosphorus).1
As shown in Figure 1, the tool accepts user-provided inputs for these FEWS portfolio elements and employs a variety of economic valuation techniques to produce monetary outputs, available in three different formats. The values of marketed goods like food and electricity are estimated with a social-surplus calculation approach. We use information on changes in market prices, output quantities, and features of production that help us trace out the shapes of demand and supply curves to calculate how the difference between the value to consumers and production costs to producers change in respond to a shock, like climate change. In contrast, the values of non-marketed outcomes like net carbon flux and air and water pollution are found by drawing on previous research that estimates social WTP for environmental quality, and applying those numbers to the changes in environmental quality reflected in the scenarios being analyzed.
[image: Figure 1]FIGURE 1 | FEWSVT process flow chart.
Complete technical documentation of the functions of FEWSVT is readily available online in Chang. Below we explain the approach used in this specific paper to value changes in elements of a FEWS portfolio with the FEWSVT tool.
2.1.1 Food crop production
The food production component of the FEWSVT tool estimates changes in social surplus due to changes in crop yield for a particular commodity. These values are derived using economic surplus methods that, given initial demand and supply, quantify the magnitude of the vertical shift in a commodity’s supply curve due to a change in yield (Alston et al., 1998). This shift in supply, along with the observed change in yield, dictates the magnitude of the change in total surplus for the commodity. In Figure 2, area a-b-c-d represents this monetary measure, due to a vertical supply curve shift (b-a).
[image: Figure 2]FIGURE 2 | Basic economic surplus change model Note: P0 and Q0 are initial price and quantity, P1 and Q1 are final price and quantity, S0 and S1 are initial and final supply, D is demand (unchanged), and the change in total surplus is represented by shaded region abcd.
This vertical shift in a commodity’s supply curve, herein designated as parameter “K”, can be derived in one of two manners. If there is available price and quantity data for both a baseline scenario and alternative scenario, one can use Eq. 1 from Manning and Ando (2022), where P0 and P1 are baseline and alternative scenario prices, Q0 and Q1 are baseline and alternative scenario quantity, and [image: image] is the price elasticity of supply.
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However, there may be cases in which one does not have a reasonable expectation as to how prices and quantities will change from its baseline level. Letourneau et al. (2015) developed an alternative calculation for K which is driven by changes in crop yield instead of prices and quantities. Eq. 2 displays this analytically, where Y0 and Y1 are baseline and alternative scenario yields. Based on the inputs provided, FEWSVT can use either method to calculate K.
[image: image]
Once the shift in the supply curve is quantified, changes in value can be determined. The impacts of this shift depend on change in price and quantity, as well as supply and demand elasticities. In addition, the size of the market in question determines if changes to commodity yields within the region are large enough to influence international market price. If this is the case, trade effects with any region which the study area exports to, herein designated as the “Rest-of-World” (ROW), must be considered to accurately reflect the underlying effects of the changes in yield for the studied commodity. ROW price-elasticities for the commodity must also be considered to capture all market behavior.
Therefore, FEWSVT can model two kinds of cases dependent on spatial resolution. The first case assumes the study area in question does not have a large enough market share of the commodity in which changes to its crop yields would influence international market price for that crop. If yields within the study area changed over time, international market price would remain unchanged, as producers in the study area act as price takers. The underlying equations adapted from Alston et al. (1998) are as follows:
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Here, Z is the price change relative to its initial value and [image: image]/[image: image] are the domestic price-elasticities of demand (absolute value) and supply for the commodity. Since the study area does not influence market price in this case, initial price P0 does not change in reaction to alternative-scenario commodity quantities. The Z parameter is derived from the K parameter and price-elasticities of supply and demand. Thus, given baseline values of commodity price and quantity and alternative-scenario quantities, the valuation tool uses Eq. 5 to calculate changes in total surplus.
If the specified study area does have a large enough market share of the commodity to influence market price, trade effects with the ROW must be considered. One example of a study areas that fulfills this case is the Midwest corn market, which accounts for an approximately 50% share of U.S. corn production, with the United States. being the world’s largest corn exporter (Roberts and Schlenker 2013). There are no numerical thresholds within the tool that determine whether inputs fall under this case; rather, spatial location is the sole determinant used by the tool. In these instances, the underlying equations (adapted from Alston et al., 1998) are as follows, for both the study area (subscript “DOM”) and areas who receive exports from it (subscript “ROW”):
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Here, CA,0 is initial domestic (study area) consumption, QA,0 is initial domestic production, CB,0 is initial ROW consumption, QB,0 is initial ROW production, and μ/ε are the price-elasticities of demand (absolute value) and supply for the study area (subscript D) and ROW (subscript B). For domestic (study area) producers, we assume price elasticities account for demand and supply for both domestic and ROW consumption. For ROW areas, we assume price elasticities only account for exports received from the study area. The Z parameter is calculated in the same manner as the first case.
Trade effects are only captured by incorporating ROW supply and demand price elasticities for the commodity, and we assume that there are no trade-distorting policies that may otherwise influence market price. There are several reasons why we argue that this assumption will not lead to false estimates of surplus. Policies such as ethanol subsidies mainly impact demand for the commodity (in this case, corn), and since the shock that is fed into the tool is to supply, the effects of these policies are largely not felt for the desired parameters of interest (Babcock and Fabiosa 2011). Furthermore, many of the largest export destinations for United States. corn maintain free trade agreements under which exports enter at low or zero tariffs, which mitigates concerns over the impacts of trade distortions on model estimates (USTR 2021). Thus, given baseline values of commodity price and quantity and alternative-scenario quantities, the valuation tool uses Eq. 8 to calculate changes in total surplus.
In this paper, we input crop yield and harvested area data as described in Section 3.2 into FEWSVT Version 1.0, which assigns elasticity values as specified in Table 1. While the tool contains multiple measures of domestic and ROW elasticities, this study applies domestic elasticities from Roberts & Schlenker (2013) and ROW elasticities from Reimer et al., 2012.2
TABLE 1 | FEWSVT price elasticities specified in heat-wave scenario.
[image: Table 1]2.1.2 Electricity generation
The electricity generation component of FEWSVT estimates changes in value of power plant level production due to changes in electricity generation and marginal cost for a given technology. Understanding how measures of value change for certain electricity sectors are useful in examining the impact of various scenarios, such as future climate shock events. Utilizing methods from Logan et al. (2021), the valuation tool takes in spatially explicit user inputs of electricity generation (MWh) and marginal cost ($/MWh), and uses built-in electricity price data to output measures of present value of generation for any given electricity sector at an annual timescale. Given data inputs from both a baseline and alternative scenario, the tool can also calculate the change in value between scenarios.
For any given electrical sector, the valuation tool uses the following underlying equation, adapted from Logan et al. (2021):
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Here, PVj is the present monetary value of electricity generation under conditions j, Gj is electricity generation (MWh) under conditions “j,” W is the wholesale electricity price ($/MWh) received for the given sector, and M is the marginal cost of electricity (MWh) for the given sector. The marginal cost term considers the capital (e.g., fuel) and variable operation and maintenance (O&M) costs of producing one additional unit of generation for a given electricity-generating technology.
Conditions j refers to the specific spatial and temporal input received by the tool for the electrical sector of interest. For example, the National Renewable Energy Laboratory’s (NREL) Regional Energy Deployment System (ReEDS) Model produces generation and cost projections by “balancing area” for the contiguous United States, and typically breaks down these parameters into 17 time slices that represent specific seasons and time-of-day throughout the calendar year (Brown et al., 2020).
Besides electricity generation and marginal cost, the user can also choose to specify their own electricity prices to produce monetary estimates per their own preferences. However, the tool does contain default historical wholesale electricity prices obtained from online independent system operator (ISO) databases for the Northeast and Midwest regions of the United States. We input electricity generation and price data as described in Section 3.2 and apply baseline marginal cost values as specified in Chang (2021).
2.1.3 Net CO2 flux
Greenhouse gas emissions are a uniformly mixed pollutant, such that the damages of such pollution do not depend on spatial location. Rather, damages are uniformly distributed across space regardless of the source of pollution and are quantified solely as a simple function of the total net quantity emitted. Examples of such pollutants include carbon dioxide (CO2) and chlorofluorocarbons (CFCs).
We use this component of the valuation tool to estimate changes in social wellbeing due to changes in net CO2 flux, where CO2 is emitted from power plants and absorbed through terrestrial sequestration. The valuation tool uses the following underlying equation:
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Here, TD is the total net damages from carbon emissions, SCC is the social cost of carbon ($/ton), CO2PP (tons) is the quantity of carbon dioxide emissions from power plants, and CO2SQ (tons) is carbon sequestration levels. It is important to note that carbon sequestration data is typically measured in mass units of carbon. Thus, the valuation tool first converts mass carbon units into its carbon dioxide equivalent by multiplying by the ratio of the molecular weight of carbon dioxide to that of carbon. If the user does not have carbon sequestration data, the CO2SQ term is simply dropped from the equation and the resulting monetary estimate is changed to the total gross damages from just carbon dioxide emissions.
The valuation tool contains several default values of the SCC taken from literature that allows a user the flexibility to produce either a low, middle, or high monetary estimate depending on their preferences Hänsel et al. (2020) (Interagency Working Group on Social Cost of Greenhouse Gases, 2016; Nordhaus 2017). As shown in Table 2, all SCC values used by the tool assume a 3% discount rate and are updated to have uniform units of 2021 United States. dollars (USD) per ton of carbon dioxide emitted. The valuation tool also allows a user to input their own estimate which takes precedent over the default values within the tool.3 This paper uses estimates of net carbon flux from both carbon dioxide emissions from power plants and net carbon sequestration from multiple land cover types for the Midwest and Northeast regions in the United States and applies a SCC value of $51/ton CO2 as estimated by Interagency Working Group on Social Cost of Greenhouse Gases, 2016.
TABLE 2 | FEWSVT social cost of carbon (SCC) estimates.
[image: Table 2]2.1.4 Water quality
The water quality component of the valuation tool estimates changes in consumer WTP to use a water body due to changes to its water quality. The valuation tool first takes in water pollutant concentration inputs to produce a “Water Quality Index” (WQI) estimate, and then employs a benefit transfer methodology to calculate monetary values associated with people’s WTP for a water body’s WQI (Johnston et al., 2005; Alvarez et al., 2016; Johnston et al., 2017; Johnston and Bauer 2020).
The WQI is a standardized 100-point index that relates water pollutant concentrations to water body suitability for wildlife and human usage (Johnston and Bauer 2020). Higher WQI values indicate a water body of higher quality, with water pollutant concentrations at a level low enough to support aquatic life, recreational use, or even drinking water consumption. The WQI is calculated using pollutant concentration data inputs, which are translated into subindex values that are combined with an assigned index weight to produce an aggregate WQI estimate. The resulting WQI equation is as follows (adapted from Walsh and Wheeler 2013):
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where Qi is the water quality subindex for water pollutant i, and Wi is the assigned index weight of water pollutant i. Table 3 shows all assigned subindex weights for water pollutants in freshwater water bodies. For each water pollutant, shown in Table 4, subindex values are first calculated on a 10–100 scale dependent on pollutant concentration. Once these subindex values are derived, Eq. can be used to generate a WQI estimate for any water body.
TABLE 3 | Water quality index (WQI) subindex weights.
[image: Table 3]TABLE 4 | Water quality index subindex equations.
[image: Table 4]A benefit transfer methodology is then applied to estimate the monetary value of changes to the initial WQI estimate. The tool uses a meta-regression model developed by Johnston et al., 2017, using 140 unique observations from 51 stated preference studies published between 1985 and 2013 that estimated WTP for changes to WQI as a function of independent variables (Berrgstrom and Taylor 2006) that characterize features of the study site, water bodies, and nearby affected population from studies in the analysis. The variables used in this model are listed in Table B1 of Chang (2021) and the coefficients on those variables resulting from a random effects regression are summarized in Table B2 of Chang (2021). These coefficients are matched with any geographic features of the water body, as well as the socioeconomic characteristics of those who reguarly utilize it. For example, if the water body in question was located in the United States. Department of Agriculture Northeast region, the user would assign a binary value of “1” to the variable “Northeast_United States.” Once all variable coefficients have been matched with its selected value, household WTP is calculated using standard Consumer Price Index (CPI) adjustment for a specified increase in WQI for the desired water body. Household data is then used to calculate region-wide WTP.
This paper inputs nitrogen concentrations (mg/L) for water bodies located in the Midwest and Northeast United States. For the other five water pollutants that comprise the WQI, the tool will assign a default subindex value of 50 for those pollutants. Thus, the resulting changes in WQI across the climate scenario described in Section 3.2 only reflects changes in nitrogen concentrations.
2.2 Climate scenario data
This study is within the structure of the C-FEWS framework (Vörösmarty et al., 2023 this issue), where all climate scenarios are based on the North American Land Data Assimilation Phase 2 (NLDAS-2) and its intensified modification. The input datasets are mostly from the model simulations within the C-FEWS framework that follow the same climate scenarios of historical and intensified extremes to produce the food production, carbon sequestration, electricity generation, etc.
2.2.1 Data sources
The NLDAS-2 data was obtained from NASA Goddard Earth Sciences Data and Information Services Center (DES DISC, https://disc.gsfc.nasa.gov/), that covers the CONUS from 1980 to 2019. The historical NLDAS-2 data and intensified climate data were fed into a) the Terrestrial Ecosystem Model (TEM) to produce the carbon sequestration data (Kicklighter et al., 2023 this issue), b) the Integrated Science Assessment Model (ISAM) to produce the food production data (Lin et al., this issue), c) the Water Balance Model (WBM) coupled with Thermoelectric Power & Thermal Pollution Model (TP2M) to produce electricity production data as well as CO2 emission data (Zhang et al., this issue), and d) the SPAtially Referenced Regression On Watershed attributes (SPARROW) model to produce the water pollution data (Maxfield et al., 2023 this issue). All model simulations were aggregated into each state within the C-FEWS framework defined NE and MW regions (Figure 3, Vorosmarty et al., 2023 this issue). The brief description of the model simulation data that was used in this study are listed in Table 5.
[image: Figure 3]FIGURE 3 | The study area, Northeast and Midwest regions of the United States.
TABLE 5 | Sources of data on C-FEWS portfolio outcomes.
[image: Table 5]For the historical baseline and heat wave scenarios, we received data from several sources to apply as inputs to the FEWSVT tool. Food production data was obtained from Lin et al. (2023 this issue) for corn and soybeans via the Integrated Science Assessment Model (ISAM), a process-based dynamic crop and vegetation model that simulates the productivity of food and bioenergy crops (Niyogi et al., 2015).
Annual electricity generation (MWh), electricity price ($/MWh) and carbon dioxide emissions (metric tons) data were obtained from the Thermoelectric Power and Thermal Pollution (TP2M) model, which is a simulation model that simultaneously quantifies thermal pollution from rivers and estimates efficiency losses in electricity generation (Zhang et al., 2023 this issue) were obtained from Zhang et al., 2023. Marginal cost of electricity production ($/MWh) data was taken from Chang (2021) and were matched by both time and space to the TP2M generation data.
Annual carbon sequestration (Tg C) data was obtained from Kicklighter et al. (2023 this issue) via the Terrestrial Ecosystem Model (TEM), which is a process-based biogeochemistry model that uses spatially referenced information to estimate fluxes of carbon in multiple land cover types (Felzer et al., 2004).4
Annual water quality data for the baseline scenario are obtained from Maxfield et al. (2023 this issue) via the United States. Geological Survey’s Spatially Referenced Regression on Watershed Attributes (SPARROW) model, which estimates long-term average values of water characteristics by synthesizing monitoring and geographic data (Bergamaschi et al., 2014). Water quality data for the heat wave scenario are calculated based on the following equation, in which TNriver is total nitrogen concentration at a given reach, TNland is overland nitrogen concentration moving to a river, and T is water temperature in degrees Celsius.
[image: image]
For the baseline and heat wave scenarios, we only input annual nitrogen concentrations (mg/L) by county. The other four water pollutants that comprise the WQI estimate (TP, DO, BOD, TSS, FC) are assumed to hold a subindex value of 50 and are unchanged from one scenario to the next. Thus, as detailed in Section 3.1.3, the resulting monetary estimates reflect the change in WTP due to a change in WQI resulting only from a change in nitrogen concentrations. We also received additional information regarding the water body type(s) and geographic location of each region, which dictates the usage of benefit transfer coefficients that are used to calculate monetary values.
All annual inputs for food production, electricity generation, and net CO2 flux are fed into the FEWSVT tool at the state level for the years 2010–2019. Water quality inputs are provided at the county-level for the aggregated period from 2010–2019. In other words, water pollutant concentrations were provided as the average concentration across 2010 to 2019, as opposed to individual annual values from 2010 to 2019.
2.2.2 Scenarios
The C-FEWS framework contains multiple non-climate and climate scenarios to investigate and quantify the sensitivity of a FEW system (Vorosmarty et al., 2023 this issue). This paper focuses only on the difference between the baseline scenarios and one out of 4 extreme climate scenarios to demonstrate the characteristics of the valuation tool. The baseline scenario is the 40 years historical climate recorded in NLDAS-2 dataset that drove all the C-FEWS models to produce the datasets needed for this study.
The intensified extreme climate scenarios (IECS) that were described in Approach B in Vorosmarty et al. (2023 this issue), where the most climate extreme year in each of four types (heat wave, cold wave, heavy precipitation, and drought) within the last decade (2010–2019) and its 2 sub-sequential years were selected to repeat three times to replace 9 years of climate data from 2010 to 2019. In this study, the focus is the heat wave. The extreme heat wave years 2012–2014 for MW and 2016–2018 for NE were selected to repeat three times and replace the 2010–2018 climate data from the baseline. The intensified extreme climate datasets were then used to drive all the C-FEWS models to generate the data for this study. Figure 4 shows the air temperatures of the baseline scenario and the heat wave IECS from 1980–2019 to show how the latter is constructed. As heat wave has been predicted to be more frequent in the future (Raghavendra et al., 2019; Lorenzo et al., 2021), the scenario chosen in this study is relevant to likely future climate outcomes.
[image: Figure 4]FIGURE 4 | Demonstration of creation of extreme climate scenarios. Note: The extreme heat wave event from 2010–2019 was identified and replicated three times across the last decade of C-FEWS framework of studies.
This paper examines the monetary implications of heat wave conditions as specified in Vörösmarty et al., 2023 compared to historically typical (baseline) climate conditions for two defined geographic regions in the United States (Midwest (MW) and Northeast (NE))5. The heat wave data received from sources described in Section 3.2.1 reflect one of several climate extreme scenarios described in Vörösmarty et al., 2023. Results from FEWSVT indicate the monetary implications of changing meteorological conditions related to a modeled heat wave scenario from historical conditions as a result of changes in physical flows in food production, electricity generation, carbon dioxide emissions, and water quality (total nitrogen concentrations).
2.3 Analyses
We apply the FEWSVT tool to outcome simulations for the heat wave climate extreme scenario described in Section 3.2.2. We analyse the results to answer policy-relevant questions related to the impact of climate extremes on ecosystem service flows. When climate extremes hit, which changes in food-energy-water physical outcomes are likely to have the largest monetized effects on society? How important is it to use theoretically sound economics models for valuation?
2.3.1 Ranking monetized impacts of a climate-extreme event
We use valuations of the heat wave scenario results to show which changes in climate change-attributable physical flows are likely to have the largest monetized value. We first use FEWSVT to value the monetary impacts due to changes in physical flows for each FEWS parameter. Then we rank all FEWS parameters by magnitude to examine which elements contain the highest monetary impacts directly attributed to the modelled changes in physical flows.
2.3.2 Importance of using theoretically sound economic models for valuation
Researchers outside economics often use simple approaches to estimate the value of changes in sectors of the economy that yield marketable goods. If a scenario change yields a change in the quantity of a good like electricity or crops produced, it is tempting to represent the value of that change as the change in the market revenue from selling that output assuming a fixed price. However, as pointed out by Letourneau et al. (2015), that kind of simple revenue-change calculation can produce highly inaccurate measures of the actual changes in social wellbeing. If output falls because of an increase in production costs, the revenue-change calculation will understate the loss to society because it doesn’t account for increased costs of producing the quantity still produced. On the other hand, the revenue-change calculation can overstate the loss to society because it does not subtract production costs from the social value of the quantity of good no longer produced.
The FEWSVT tool estimates the value to society of changes in production costs and market outcomes for two kinds of goods sold in marketplaces: electricity and crops. In this part of the analysis, we conduct simple revenue-change calculations for each of the changes in outputs associated with the change to the extreme scenario by multiplying the original market price by the change in quantity. We then compare those values to the theoretically sound values produced by the models in the FEWSVT tool.
2.3.3 Utility of monetization for decision making
Managers and policy makers may need to make choices between policies and investments that have trade-offs between physical outcomes. For example, investing further in tile drainage in the Midwest could improve crop production in the face of increasing wet springs, but worsen water pollution because of increased nitrogen runoff. Policy makers could create an index of normalized physical changes (like percentage changes) in qualitatively different physical flows and pick the investments that do best in terms of that index. Alternatively, they could monetize the changes and pick the investment that does best in terms of total monetized value. This section uses data from the baseline and the heat wave scenario in a simple demonstration of how monetization can affect one’s judgment regarding the relative merits of investments that lead to one set of outcomes versus another.
3 RESULTS
3.1 Ranking monetized impacts of a climate-extreme event–results
Table 6 displays all summary results by study region representing the change in value due to FEWS portfolio element inputs changing from conditions set forth in the baseline scenario to those in the heat wave scenario. The reported values indicate the monetary impacts due to changes set forth under a heat wave climate event relative to historic conditions. For all FEWS portfolio elements except water quality, values in Table 6 represent the yearly average (2010–2019) of all annual results. For water quality, since data inputs reflect county-level water pollutant concentrations across the 2010–2019 decade, results simply reflect outputs for that aggregate time period.
TABLE 6 | Heat-wave scenario aggregate results by C-FEWS element and study region.
[image: Table 6]These FEWSVT outputs offer an illustrative example of the potential monetary implications of a modeled heat wave scenario on changes in food production, electricity generation, air pollutant emissions, and water quality. From the summary results posted in Table 6, food (corn and soybeans) production accounts for the largest share of the resulting changes, with a change in value of approximately $291 billion (89% of the entire changes in value for both regions). Changes in values in the MW region dwarf NE region estimates, with the NE region accounting for less than one percent of the total changes in values for corn and soybeans production. This observation is unsurprising, as the MW region of the United States is a significant producer of both corn and soybeans and accounts for a large share of total exports for both crops. This is also substantiated by the raw data inputs; for instance, total harvested acres for corn production in the MW region was approximately twenty times that of the NE region.
Changes in value for the remaining three FEWS portfolio elements are smaller in magnitude across both regions, ranging from $206 million (water quality) to $28.5 billion (net CO2 flux). These results indicate that under the modelled heat wave conditions, the food production sector would potentially be most affected relative to other elements considered within the food-energy-water nexus.
3.2 Importance of using theoretically sound economic models for valuation–results
As stated in Section 3.3.2, it is vital to use theoretically sound methods when valuing changes in economic value. To demonstrate the level of magnitude of differences in changes in value, we compare the food and electricity results from Section 4.1 with an alternative simplified methodology that simply calculates economic value by multiplying price and quantity under the baseline and heat wave scenarios. For food, we multiply corn and soybeans production levels by their respective prices (omitting crop-specific market relationships at the state level), while for food we multiply electricity generation by its received price (omitting application of the marginal cost of electricity production).
Table 7 displays these values, the magnitude of differences in changes in value, and the percent difference between applying theoretically sound methods versus overly simplified methods. We observe that the simplified methodology underestimates the true change in value for food production and overestimates the true change in value for electricity generation. The magnitude of changes in value between both metrics using the simplified method are quite similar, but when using theoretically sound economic valuation techniques, we find food production to have much higher potential economic implications under the modelled heat wave scenario.
TABLE 7 | Comparison of value change estimates between FEWSVT and simplified approach.
[image: Table 7]3.3 Utility of monetization for decision making—results
As stated in Section 3.3.3, it is useful to compare how changes in physical flows of food-energy-water metrics relate to corresponding monetary changes in value. It is often not appropriate to assume that observed changes in physical flows will linearly scale with change in monetary value. The economic valuation techniques specified throughout Section 3 often compute changes in value that relate changes in physical flows in a non-linear manner.
Using the results presented in Table 6 as reference, while elements like net carbon dioxide flux show a proportional relationship between change in physical flows and change in monetary flows, other elements such as water quality do not. For example, a 5% change in physical flows (nitrogen concentrations) results in a 1.5% change in monetary flows, and a 10% change results in a 3.8% change in monetary flows. This is expected, as the valuation calculation for water quality is complex and non-linear, while other elements like net carbon dioxide emissions values are calculated linearly.
For these metrics, it is apparent that one cannot assume without calculation that a change in physical flows by some fraction will correspond to the same change in monetary value. Thus, it is useful to understand the value in employing these theoretically sound valuation techniques, as it adds additional context for decision makers when comparing how observed changes in physical flows compare to corresponding monetary impacts.
4 DISCUSSION
There are several key takeaways from this analysis that all speak to the potential monetary implications of a modelled climate change extreme scenario. We find that the vast majority (89%) of total changes in value across the Midwest and Northeast United States attributed to changes in physical flows for various food-energy-water parameters come from changes in corn and soybean yields. We find that for the two study regions, relative to changes in value stemming from changes in physical flows related to electricity generation, net carbon dioxide flux, and water quality, changes to food and soybean yields have the most implications on potential monetary impacts under the modelled heat wave scenario. Observations like this can help decision makers understand what food-energy-water metrics have significant monetary impacts to society, and provides additional context to the observed measured changes in physical flows. For this analysis, it is clear that stakeholders should focus on the food sector when deciding on how to distribute investments to combat the effects of heat wave-related climate extreme events.
This analysis also emphasizes the importance of utilizing theoretically sound economic valuation techniques as opposed to back of the envelope linear calculations. We find that when changes in physical flows for food production and electricity generation are simply multiplied by its market price, the resulting monetary impacts for both metrics are quite close in magnitude. This observation may lead decision makers to incorrectly determine that investments to curb detrimental effects of heat wave-related climate extreme events should be equally distributed across these two sectors. As shown in our application of theoretically sound economic valuation techniques applied through the FEWSVT tool, investments should be primarily devoted to food production. We also find the magnitude of changes in value to be quite different when we apply the simplistic methodology, further emphasizing the importance of utilizing accepted valuation methods to appropriately characterize the impacts of heat waves on these sectors.
These findings demonstrate the value in considering the monetary impacts of climate change-related events in addition to impacts on physical flows within elements of the food-energy-water nexus. However, when considering the implications of these results, it is important to note the limitations and uncertainties of each valuation technique utilized in the CFEWSVT tool. For instance, there may be uncertainties with the point estimate inputs provided to the CFEWSVT tool, which could potentially overstate or understate the associated monetary outputs. Users can address this by conducting additional runs to produce a range of possible monetary impacts instead of one point estimate.
Each valuation methodology executed in the CFEWSVT tool have their own limitations as well. For instance, the economic surplus methods utilized in the food production component of the tool currently do not consider benefits due to technological improvements or mitigation strategies (such as changing input use or crop choice), which may overstate the net costs of a heat wave scenario. The tool also does not consider general equilibrium effects nor impacts on downstream markets beyond the study area(s) of interest. Finally, the tool does not report results with statistical error bounds, as there are currently no statistical methods to assign pertaining error bounds around the module estimates. With these limitations in mind, while the CFEWSVT tool provides a convenient outlet for users to produce preliminary results without having to execute highly technical analysis, the users should not consider the monetary outputs from the tool as more sophisticated than the results of more complex models more tailored to site-specific characteristics.
The FEWSVT tool offers a convenient way for decision makers to apply observed changes in food-energy-water metrics to estimate corresponding changes in monetary value, whilst also allowing them to compare how these values correlate with changes in physical flows. Considering both changes to physical and monetary flows calculated with sound economic valuation techniques allows for well-informed decisions on how to best distribute investments in response to anticipated climate change-related events.
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FOOTNOTES
1The tool presented in Chang (2021) also quantifies damages from local air pollution released by electricity-generating power plants (nitrous oxide and sulfur dioxide).
2While FEWSVT only contains elasticity values for corn and soybeans, the user can input their own estimates of crop price and elasticity for other commodities of interest.
3FEWSVT only contains SCC values for one uniformly mixed air pollutant (carbon dioxide). However, FEWSVT can still operate for other uniformly mixed pollutants given the desired air pollutant’s emissions and social cost estimate.
4Before subtracting these sequestration estimates from the emissions level, the FEWSVT tool uses molecular weights of carbon and carbon dioxide to first convert mass units’ carbon into its carbon dioxide equivalent.
5The MW and NE study regions are comprised of nine and thirteen states, respectively within the contiguous United States.
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The household is an important locus of decision-making regarding food, energy, and water (FEW) consumption. Changes in household FEW consumption behaviors can lead to significant reductions in environmental impacts, but it can be difficult for consumers to compare the relative impacts of their consumption quantitatively, or to recognize the indirect impacts of their household consumption patterns. We describe two novel tools designed to address this problem: A hybrid life cycle assessment (LCA) framework to translate household consumption of food, energy, and water into key environmental impacts including greenhouse gas emissions, energy use, and water use; and a novel software application called HomeTracker that implements the framework by collecting household FEW data and providing environmental impact feedback to households. We explore the question: How can a life cycle assessment-based software application facilitate collection and translation of household consumption data to meaningful environmental impact metrics? A case study in Lake County, Illinois is presented to illustrate use of the HomeTracker application. Output data describing environmental impacts attributable to household FEW consumption in the study area are shown in order to illustrate key features and trends observed in the case study population. The framework and its associated output data can be used to support experimental research at the household scale, allowing for examination of what users purchase and consume over an extended period of time as well as increased understanding of household behavior trends and environmental impacts, and as future work.
Keywords: environmental life cycle assessment, food-energy-water (FEW) nexus, resource management, household consumption, web application development, household monitoring
1 INTRODUCTION
The interdependencies of food, energy, and water (FEW) resources, known collectively as the FEW nexus, require careful planning and management of each resource to avoid unintended consequences in the other sectors. Pressure on these resources is rising due to global population growth, increases in per capita consumption, changes in dietary preferences to include more animal products, and a changing climate (Flammini et al., 2014; Scanlon et al., 2017). Globally, household consumption accounts for more than 70% of total greenhouse gas (GHG) emissions (Hertwich and Peters 2009; Wilson et al., 2013) and approximately 80% of total freshwater use (Ivanova et al., 2016). In the United States, over 80% of GHG emissions have been attributed to consumption at the household level (Jones and Kammen 2011). Thus, there is an opportunity to reduce water use and greenhouse gas impacts globally and domestically through changes in household consumption behavior, and an understanding of current behavior trends, motivations, and barriers to change can help identify effective interventions.
Everyday household consumption of food, energy, and water has both direct and indirect resource use and environmental impacts that need to be accounted for. For example, the average water footprint of an individual person’s diet varies between approximately 158,500 and 475,000 gallons (600 and 1,800 m3) per year, depending on what type of food is consumed (Hoekstra and Chapagain 2008; D’Odorico et al., 2018). This water footprint includes both “green water” (rainwater used by crops) and “blue water” (water withdrawals for irrigation) (Falkenmark and Rockström 2006). The average GHG emissions from a person’s diet is estimated at 4.7 kg CO2 eq. per day (Heller et al., 2018). Similarly, electricity generation requires significant volumes of freshwater use and emits greenhouse gasses into the atmosphere. Over 40% of United States energy is consumed for household and commercial purposes (Chini et al., 2016). While the industry average water use for electricity generation has been cited as 25 gallons per kWh, the water use intensity of electricity generation varies by orders of magnitude depending on fuel mix, prime mover of generation, cooling technology, and emissions controls (Sovacool and Sovacool 2009; Grubert and Sanders 2018).
Multiple studies have investigated the environmental impacts, including GHG emissions and water use, of dietary choices and maintaining a healthy diet (e.g., Heller and Keoleian 2015; Tom et al., 2016; Hallström et al., 2017). Agricultural activities have negative impacts on the environment through emission of GHGs (Chandio et al., 2020; Chandio et al., 2021; Alavijeh et al., 2022), intensive use of fertilizers and pesticides (e.g., Kross et al., 2022), withdrawal and consumption of freshwater resources (D’Odorico et al., 2018), land use change (e.g., Hunter et al., 2017), and degradation of biodiversity (Yang et al., 2018). The agricultural sector accounts for approximately 70% of global water withdrawals (Marston et al., 2018). In addition, the environmental impact of food consumption at the household level has been quantified and related to sociodemographic characteristics such as race, income, and education level (Boehm et al., 2018). Other studies have related food consumption, and in particular the obesity epidemic, with energy use and environmental degradation (Koengkan and Fuinhas 2021; Koengkan and Fuinhas, 2022). Kanyama et al. (2021) assessed the GHG emission impacts of shifting expenditures on food and holidays, along with furnishings.
Several studies have quantified the environmental impacts of household consumption at global, national, or regional levels. For example, Ivanova et al. (2016) used the EXIOBASE 2.2 multiregional input-output (MRIO) database (Wood et al., 2013) to analyze global supply chains and trace the origin of products consumed by households, quantifying the impacts of consumption in terms of global GHG emissions and total land, material, and water use. Steen-Olsen et al. (2016) combined use of the EXIOBASE 2 MRIO database with a national consumer expenditure survey to assess the GHG footprint of Norwegian household consumption. Kok et al. (2006) compared different methods for quantifying the energy requirements of household consumption, including input-output analysis based on national accounts, input-output analysis using household expenditure data, and a hybrid analysis combining input-output modeling with process modeling. They obtained similar results from the three methods for a case study of households in the Netherlands but noted that the hybrid analysis enables identifying options for more sustainable consumption. Jones and Kammen (2011) quantified carbon footprints of typical U.S. households in 28 cities for a range of household sizes, as well as GHG and financial savings from a set of potential mitigation actions across household types. Chini et al. (2016) evaluated the relationship between water and energy in U.S. household appliances and fixtures and identified opportunities for reducing direct and indirect water and energy use through a cost abatement analysis.
In addition to these large-scale studies, a number of studies have developed tools for tracking consumption and measuring the impacts of individual households. For example, Benders et al. (2006) describe a web-based tool that provides participants with feedback on their energy use and personalized options for energy conservation. Indirect energy use was estimated using a hybrid approach combining input-output analysis with process analysis. The tool was tested with a sample of 300 households in the Netherlands, resulting in a reduction of about 8.5% in direct energy use compared to a control group, though the reduction in indirect energy use was not statistically significant. Using the same analysis program, Abrahamse et al. (2007) developed other web-based tools to encourage households to reduce direct and indirect energy use. Using a combination of tailored information, goal setting, and feedback, they examined whether this combination of interventions would result in changes in direct and indirect energy use, energy-related behaviors, and knowledge. Households exposed to the combination of interventions reduced their direct energy use by about 5%, but as in Benders et al. (2006), changes in indirect energy use were not significant. Jones and Kammen (2011) incorporated their carbon footprint model in an open-access online tool that can be used to inform behavior change at the household level. Another online tool, called EcoRunner, was developed by Frostell et al. (2015) to calculate the direct and indirect environmental loads of purchase decisions by households in Sweden. Use of EcoRunner was demonstrated using average expenditure values to analyze energy use, global warming potential, and nitrogen oxide emissions. Related to these studies are a number of “living lab” experiments, i.e., collaborative work with households to change practices and behaviors, particularly focusing on energy conservation (e.g., Korsnes et al., 2018; Sovacool et al., 2020; Sahakian et al., 2021).
Our work builds on these previous studies to focus on the FEW nexus at the household scale. Specifically, we have developed a web-based software application called HomeTracker for measuring the direct and indirect energy use, water use, and GHG emissions of household food purchases, water use, and energy consumption. While many of the existing studies use datasets that represent either an average level of consumption or a snapshot of consumption behavior, HomeTracker captures FEW consumption in participating households over an extended period of time to allow for trends to be assessed. HomeTracker provides timely feedback on the life-cycle impacts of FEW consumption, potentially affecting conservation behavior and short-term decision making.
Design and development of the HomeTracker application, participant FEW data collection procedures, and environmental impact factors and norming used in the model are summarized in the methods section. (Additional details are provided in Supplementary Information.) Data is then presented to demonstrate how HomeTracker is used in a multidisciplinary study. Finally, limitations of the tool and future work are discussed.
2 MATERIALS AND METHODS
2.1 HomeTracker software development
The Food-Energy-Water Conscious (FEWCON) project focuses on the environmental impacts of household food, energy, and water consumption and potential interventions for reducing those impacts (Watkins et al., 2019). A major component of the project is a study conducted from February 2020 to August 2021 among 174 household participants in Lake County, Illinois, an area selected to be representative of United States suburban populations. The HomeTracker application was developed to provide a common portal for participants in the study.
Through HomeTracker, study participants enter their grocery and restaurant receipt purchases, monthly water bills, monthly natural gas bills, and monthly electricity bills. Environmental impacts, including greenhouse gas emissions and water use, are calculated from this consumption, and feedback is provided to participants in a visual interface highlighting the environmental impact of their household consumption. A key component of HomeTracker is a novel food, energy, and water consumption-based life cycle assessment (LCA) model quantifying direct and indirect environmental impacts from households. The hybrid LCA model, based on input-output and processed-based methods, is implemented in the software to compute environmental impact metrics from consumption input. In addition to collecting utility and food data via HomeTracker, the study also included a series of surveys to capture socio-economic and demographic information, as well as beliefs, attitudes and self-reported behaviors related to food, energy, and water consumption.
As the central communication medium for participants in the FEW consumption study, the HomeTracker system has a number of key system requirements. The primary behavioral (functional) requirements are continuous collection of consumption data and accurate reporting of household consumption via intervention messages. Equally important are the following non-behavioral requirements: minimization of participant burden, maintenance of privacy, and clarity of the consumption input interface and the intervention messaging.
The foundation for the HomeTracker application is Grails, an open-source Java-based framework that uses the Apache Groovy programming language. An Apache Tomcat server hosted at Michigan Technological University provides Java Database Connectivity between the application and the MariaDB relational database management system. Implementing HomeTracker as a web application allows household participants to access the service through any device that supports a standard web browser. Since Grails is the application framework used in Michigan Technological University’s User Interface Design and Implementation course, students can easily transition from that course into a HomeTracker development role. The W3.CSS (cascading style sheet) framework provides a responsive interface layout that adapts to the type of device being used (e.g., laptop, tablet, smartphone).
Development of HomeTracker began in summer 2018; student developers at Michigan Technological University worked iteratively with members of the project team in designing and implementing the app, according to the needs and expectations of the project scientists. In spring 2019, students at Michigan Technological University and Rutgers University provided initial user testing, followed by a pilot test with household volunteers from the Rutgers community. User feedback from this testing drove changes to the interface design, along with development of the HomeTracker User Guide, in summer 2019. A second round of user testing was conducted among FEWCON project staff and a small group of volunteers in Lake County, evaluating the revised interface and checking that the HomeTracker application and the User Guide were compatible. HomeTracker was deployed and made available to study participants in February 2020.
2.2 Data collection
Consumption data collected by HomeTracker include electricity use, natural gas use, water use, and food purchases. Food data collection is the most onerous from the household perspective and was thus limited to three two-week periods during the study period, as opposed to continuous monthly collection of energy and water data. HomeTracker collects consumption data through a variety of automated and manual methods. In addition to these quantitative data, households were asked to respond to a series of surveys and invited to provide reflective statements on their consumption behavior through open-ended survey questions and a journaling feature in HomeTracker.
In designing the data acquisition processes, automation was favored for easing the burden on household participants, but only if the underlying technology was robust and came at minimal risk to accuracy of the data. We initially explored the use of in-house sensor devices (e.g., Smappee, Sense) that household owners can install on the metering equipment in their houses. Many of these devices offer application programming interfaces (APIs) that allow third parties to access data collected by the devices, but they also require some non-trivial work attaching physical sensors to metering equipment. After some experience installing a few such devices in local houses, it became clear that the risk of faulty installation and the cost of installing and maintaining hundreds of individual monitors made this option infeasible.
An alternative automated means of collecting electricity consumption data that avoids the costs and inaccuracies of in-house installation was identified. The study area’s local service provider, Commonwealth Edison (ComEd), partners with a company called UtilityAPI to provide electricity billing data, for consumers who authorize it, to third-party applications. UtilityAPI stores up-to-date versions of these data on its own secure servers so that apps like HomeTracker can access them as needed. In addition, subscribing to the UtilityAPI service provides access to a rich set of additional historical billing data for authorizing consumers. Household participants must authorize UtilityAPI to access their ComEd billing data. Completing the authorization form creates secure credentials that HomeTracker then uses to access data through UtilityAPI.
Unlike electricity, the utilities supplying natural gas and water vary within the study area. The smaller-scale authorities providing these utilities, particularly the local municipalities in charge of water supply, do not have the resources to provide third-party data access. While there are home-installed sensors (e.g., Sense, Pecan Street) that provide monitoring, most of these products were not available during the development of HomeTracker, and risk and cost concerns over installation and maintenance made this option infeasible. Participants instead entered their gas and water billing data manually in HomeTracker using the standard billing statements they receive at regular intervals.
Food data collection occurred during several specified two-week periods in the study. During these periods, household participants were asked to upload all purchases, both food at home (i.e., food purchased with the intent of preparing it at home) and food away from home (i.e., food prepared and purchased outside the home). Participants distinguished between full service restaurants, defined as food establishments that provide not only preparation but also service of the food and limited service restaurants, defined as establishments like delicatessens or cafeterias that prepare but do not serve the food. For food at home, the itemized breakdown of the purchases allows for greater detail and more nuanced analysis. In entering these purchases into HomeTracker, participants were asked to provide details for each item purchased. If the purchase included a receipt, the household participant uploaded images of the receipt and provided an item-by-item description of the purchase. Later, student workers consulted the receipt images and participant descriptions of the line items to determine the food category and confirm price information. For a purchase without receipt images (e.g., farmer’s market, forgotten or lost receipt), household participants provided descriptions and prices of the line items.
2.3 Environmental impact factors
HomeTracker uses a LCA approach to quantify direct and indirect environmental impacts of household consumption of food, energy, and water resources. Life cycle assessment is used to assess the potential environmental impact of a product, process or service using four key steps: i) Goal definition and scoping, ii) Inventory analysis, iii) Impact assessment, and iv) Interpretation of results (Curran 2008). The framework for this LCA-based environmental impact model starts with input of direct household resource consumption values. These resources include water use in gallons (gal), electricity use in kilowatt hours (kWh), natural gas use in therms (therm), and food purchases in U.S. dollars (USD). Environmental impact factors are applied to determine the direct and indirect environmental impact due to the use or consumption of each resource. The direct and indirect environmental impacts are then summed to output total water withdrawal in gallons and total greenhouse gas emissions in kilograms of carbon dioxide equivalents (kg CO2 eq). Figure 1 summarizes the steps in calculating direct and indirect environmental impacts. The environmental impact factors used in these calculations are summarized in Table 1. Sample calculations are shown in Supplementary Information.
[image: Figure 1]FIGURE 1 | Model steps to convert consumption-based direct and indirect inputs to environmental impacts: water use in gallons and greenhouse gas emissions in kg CO2-eq.
TABLE 1 | Summary of environmental impact factors for indirect resource consumption (1 Gal = 0.003785 m3).
[image: Table 1]2.3.1 Water use factors
It is important to clearly define water use when quantifying it to avoid ambiguity and inconsistency (Grubert, Rogers, and Sanders 2020). Water use in this study refers to water withdrawn from its original source (i.e., blue water). Water use per therm of natural gas was estimated from a study which developed life cycle water use factors for different stages of conventional and shale gas life cycles, combined with Energy Information Administration data on the current proportion of each gas source currently in use in the U.S. (Ali and Kumar 2016; U.S. EIA, 2019c). Water use per gallon of water used at the household is a cumulative estimate that includes both direct water use and indirect water use embedded in all of the materials and energy required to treat and deliver water to the home, as well as all of the unit operations involved in treating water after it leaves the household in a standard municipal wastewater treatment system. Life cycle inventory data for upstream water treatment and delivery, as well as downstream wastewater treatment, comes from the Ecoinvent database (Wernet et al., 2016). Water use factors for food purchases are described in Section 2.3.3, and water use factors for electricity are described in Section 2.3.4.
2.3.2 Greenhouse gas emissions factors
Greenhouse gas emissions per gallon of water used in the household are also estimated from Ecoinvent, and are analyzed with the Intergovernmental Panel on Climate Change 2013 GWP 100a method, which is an impact assessment method that expresses emissions impacts of climate-active greenhouse gas emissions in kg CO2-eq. (Wernet et al., 2016). Greenhouse gas emissions per kilowatt hour (kWh) of electricity generated were estimated by combining U.S. EPA eGRID data on average emissions per kWh for power plant emissions in the RFC West subregion, combined with the average grid composition in the region and the upstream emissions impacts for fuel production for each relevant fuel type from Ecoinvent (U.S. EPA 2018). Greenhouse gas emissions per therm of natural gas were estimated by combining combustion emissions per therm of natural gas with Ecoinvent data on upstream natural gas processing and transmission. Greenhouse gas emissions factors for food purchases are described in Section 2.3.4.
2.3.3 Water use intensity for electricity generation
The Pennsylvania-New Jersey-Maryland Interconnection (PJM) is a Regional Transmission Organization (RTO) that administers the grid for the region in which our study area lies. The water use intensity of electricity generation for the entire fuel mix in PJM was calculated at a monthly resolution for 2019 to best represent the FEWCON study area. The United States Energy Information reports monthly thermoelectric cooling water data at the generator level for power plants in the United States in Form EIA-923 (U.S. EIA 2019a). This form was cross-indexed with Form EIA-860 (U.S. EIA 2019b) to determine which plants are connected to the PJM grid. Since Form EIA-923 only reports on thermoelectric generators, electricity generation data from PJM was used to determine how much electricity generation was attributed to hydroelectric, solar, and wind generation (PJM 2019). Total water withdrawal and total generation were aggregated by month. The total water withdrawal (gallons) in month [image: image], [image: image] is calculated from the total electricity generation (MWh) in month i, [image: image], and the average monthly water withdrawal intensity (gallons/MWh) for month i, (AWFi) using Eq. 1.
[image: image]
Monthly water withdrawal intensity values (AWFi) for PJM are shown in Table 2.
TABLE 2 | Monthly water withdrawal intensities for PJM.
[image: Table 2]2.3.4 USEEIO v.1.1
The United States Environmentally Extended Input-Output Model (USEEIO v.1.1) is a United States-specific environmentally extended input-output model that can be used to quantify environmental impacts of production and consumption in 389 industry sectors. Environmental data allows for quantification of impacts related to land cover, water, energy use, mineral use, greenhouse gas emissions, air pollutants, nutrients, and toxics. This model was selected for use in this research task as it is useful in performing streamlined life cycle assessment. Environmental impact is quantified per U.S. Dollar (USD) spent, allowing for simple calculation of environmental impact based on purchase data submitted by participants through the HomeTracker interface. The environmental impacts, specifically water use and greenhouse gas emissions, can be calculated for 29 detailed categories of food-related spending. Greenhouse gas emissions are estimated using the 2013 greenhouse gas inventory as compiled by the U.S. Environmental Protection Agency while water withdrawals were determined for irrigation of crops, watering of livestock, cooling water in thermoelectric power generation, mining operations, and other commercial and industrial purposes using multiple data sources as outlined in the USEEIO Model Details (Yang et al., 2017a).
Figure 2 represents the environmental impact factors for calculation of GHG emissions and water withdrawal resulting from food consumption. Packaged meat and dairy have the highest greenhouse gas emissions per dollar spent, while fresh fruits, breakfast cereals, and seafood have notably lower greenhouse gas emissions per dollar spent. Fresh vegetables, melons, and potatoes require the most water per dollar spent. Other water-intensive categories include fresh fruits; sugar, candy and chocolate; snack foods; coffee and tea; and seasonings and dressings. Less water-intensive categories include mushrooms, breakfast cereal, and seafood. Full-service and limited-service restaurant impacts are relatively low for both GHG emissions and water withdrawal per dollar spent compared to other food categories, due to the increase in price of goods purchased at a restaurant rather than at a market, effectively increasing the denominator in the “impact per dollar spent” factor.
[image: Figure 2]FIGURE 2 | Environmental impact factors for calculation of greenhouse gas emissions (kg CO2 eq.) and water withdrawal (gallons) resulting from food purchases (USD) (Yang et al., 2017a).
2.4 Norming values
Table 3 shows the average household consumption values that are displayed as norming feedback to participants in the FEWCON study. According to Steg and Vlek (2009), descriptive norms “refer to the extent to which behaviour is supposed to be commonly approved or disapproved of.” These values were selected to be as representative as possible of Lake County, IL. The average volume of water for domestic water use in Lake County is 6,254 gallons per household per month. This data comes from the United States Geological Survey (USGS) Water Resources National Water Information System for Lake County, IL (USGS 2018). The average monthly household electricity use and natural gas use is 796 kWh and 64 therms, respectively. These values are from the 2018 Residential Energy Consumption Survey (RECS) Report and are based on annual averages for the Midwest United States. This data is representative of the year 2015. The average dollar amount spent on food at home and food away from home is 658 USD and comes from the U.S. Bureau of Labor Statistics 2018 Consumer Expenditure Survey: Table 1,400 (BLS 2018). The average water withdrawal and GHG emissions footprints for food are calculated based on the average dollar amount spent using the United States Environmentally Extended Input Output model (Yang et al., 2017b).
TABLE 3 | Summary of average consumption values for household norming feedback.
[image: Table 3]3 RESULTS AND DISCUSSION
This section presents consumption data and associated environmental impact data for 130 households in Lake County, IL using the HomeTracker application. We show how household consumption and environmental impact data can be analyzed and summarized to identify opportunities for behavior change and reduced environmental impact. Data is analyzed by evaluating temporal trends, trends by household size and income range, and general averages for the entire study group. These trends and observations are summarized in Figures 3–10.
[image: Figure 3]FIGURE 3 | Monthly average household consumption (direct use) data compared with norming values.
Figure 3 shows average household consumption data for all participating households collected via HomeTracker in 2020 compared with the norming values (Table 3). On average, households participating in the study consumed less electricity and natural gas, but used more water and spent more on food than the norming values. These results may be indicative of the study sample, which on average had household incomes above the median income for the county. Additionally, 79 households reported having children, while 51 households reported having no children. This consumption data can be assessed for individual households, and paired with survey responses to identify specific causes of above or below average household consumption behavior as future work.
HomeTracker food data entry distinguishes between food consumed at home and food consumed away from home. Figure 4 shows average monthly household food consumption both at the home and out of the home for 2020. Notable differences in the style of food consumption can be observed in the households enrolled within the study. While most households spent more in the “Food at Home” category compared to “Food Away From Home,” this proportion varied considerably across households. Total household spending on food was also quite variable, which can be attributed in part to the short duration of our food data collection, as well as the variability between households in size, income, and consumption patterns. Disruptions due to the COVID-19 pandemic may also have contributed to high variability in food purchasing patterns, such as households stocking large quantities of food.
[image: Figure 4]FIGURE 4 | Average monthly total food spending for 130 sample households categorized as amount (USD) spent on food consumed away from home (FAFH) and amount spent on food consumed at the home (FAH) in 2020.
Figure 5 shows a summary of direct water and energy use in 130 households over the course of the study. Impacts of the COVID-19 crisis are not apparent in this aggregated data, and variability is consistent with typical seasonal patterns. For example, natural gas use occurs primarily in the winter for heating, while electricity use increases in the summer due to the use of air conditioning, consistent with heating and cooling degree-day data for the county (Figure 6, NOAA, 2022). Another expected pattern is the increase in water use during the growing season, when outdoor water use occurs. Outdoor water use is expected to be inversely proportional to rainfall, and this relationship is observed in the water use data. Specifically, the spring of 2020 was wetter than average (16.7 inches of rainfall in March-May), followed by near-average rainfall in the summer; whereas the spring of 2021 was very dry (just 3.4 inches of rain in March-May), followed by a wet June (4.7 inches of rain) (NOAA, 2022).
[image: Figure 5]FIGURE 5 | Monthly time series data showing average household direct water use (gallons), electricity use (kWh), and natural gas use (therms) over the study period for 130 households. Average household size is 3.2 people.
[image: Figure 6]FIGURE 6 | Monthly heating and cooling degree-days in Lake County, IL during the study period (NOAA, 2022).
Figures 7, 8 show the variation in contributions to environmental impacts from FEW consumption categories, along with decreases in per capita impacts associated with larger household sizes. Food purchases represent by far the largest contribution to total (blue) water use, and they are also the largest contributor to GHG emissions, with natural gas use and electricity contributing significantly to GHG emissions as well. Direct water use in the home is small compared to indirect water use, and water use makes an insignificant contribution to GHG emissions. The average person in the United States uses 82 gallons per day (Dieter et al., 2018), and in our study the average direct water use was just 42 gallons per person per day. However, the average indirect water use was 755 gallons per person per day. Thirty-seven households did not report household size and were excluded from this analysis.
[image: Figure 7]FIGURE 7 | Average monthly total (direct + indirect) water use by FEW consumption category and household size in 2020.
[image: Figure 8]FIGURE 8 | Average monthly greenhouse gas emissions by FEW consumption category and household size in 2020.
Figures 9, 10 show how consumption and environmental impacts vary with household income. There are increasing trends in all FEW consumption categories as household income rises, with the greatest increase seen in food purchases. Households in the highest income category spend more than five times the amount on food than do households in the lowest category. This results in sharply rising trends in environmental impacts with increasing income, as the highest-income households have approximately four times the total water use and GHG emissions attributable to the household FEW consumption. Eighteen households did not report their household income and were excluded from this analysis.
[image: Figure 9]FIGURE 9 | Direct FEW consumption (water use, natural gas use, electricity use, and food purchases) by household income range.
[image: Figure 10]FIGURE 10 | Total (direct and indirect) water use and total GHG emissions by household income range.
4 FUTURE WORK
While the analyses herein focus on the aggregated data for all participating households, future work will investigate how demographics, attitudes, and behaviors affect consumption patterns of individual households. The impacts of intervention messages, sent periodically by HomeTracker in the closing months of the study, will also be analyzed. The messages were both graphical and textual in form, reporting household consumption and the associated environmental impacts and comparing them to the norming values. Example textual messages are shown in Table 4. This feedback from HomeTracker can help identify targeted messages that will inform households of their consumption patterns and identify mitigation strategies to reduce environmental loads.
TABLE 4 | Sample intervention message feedback to participants.
[image: Table 4]There are also a number of methodological and data limitations in our study that could be addressed in future work. First, data collection and analysis focused on food, water, and energy consumption within the home and did not include transportation or other expenditures such as clothing, appliances, furniture, and other goods, as in other household metabolism studies (e.g., Frostell et al., 2015; Vita et al., 2021). This was mainly due to a desire to focus on the FEW nexus and limit the administrative burden placed on study participants. HomeTracker could be extended to account for other activities and household expenditures in the future using various life cycle inventory databases, including USEEIO, Ecoinvent, and the U.S. Life Cycle Inventory Database.
Second, USEEIO v1.1 (Yang et al., 2017a) has some important limitations for ecological footprint analysis. One limitation is that USEEIO considers only water withdrawals and consumptive use of withdrawals (i.e., blue water use) and does not account for rainwater used by crops (i.e., green water use). This can lead to an underestimation of the terrestrial and aquatic ecosystem impacts of food production, as well as an inability to compare results directly with those of other water footprint studies. Another limitation of USEEIO v1.1 is that it is based on the value of commodities at the point of manufacture (producer’s price) rather than at the point of sale (purchaser’s price). Since distribution and retail margins may be considerable, this leads to a systematic overestimation of environmental impacts in our study based on food purchase data. While this may have some effect on household behavior changes (e.g., participants overestimate the relative impact of changing their diet compared to adjusting their thermostat), this is not expected to have a significant impact on observed household behavior since norming values were derived consistently. In future work, the most recent version of USEEIO will be used, and USEEIO v.2 accounts for the value added per commodity between point of manufacture and point of sale (Ingwersen et al., 2022).
5 CONCLUSION
This paper explores how a life cycle assessment-based software application can facilitate collection and translation of household food, energy, and water consumption data to meaningful environmental impacts. Specifically, the HomeTracker software tool supports quantification of the environmental impact values for household consumption in a typical U.S. suburban area, allowing for examination of what consumers actually purchase and consume over an extended period of time. The HomeTracker was implemented in an intervention study with a data collection period running from February 2020 through June 2021. The study included three two-week food collection periods, continuous electricity monitoring, bi-monthly water data input, and monthly natural gas input. Households also received messaging and took surveys throughout the study. Across all households in the study, seasonal and weather-dependent trends in water, electricity, and natural gas use are apparent, as are significant trends in per capita food, energy, and water consumption with household size and income. Impacts of the COVID-19 pandemic are not apparent in the aggregated data.
Future research using HomeTracker consumption and environmental impact data will investigate the specific attitudes and behaviors that affect consumption levels, as well as attempt to better understand consumption impacts of the COVID-19 pandemic, in individual households. Future work may also include expansion of the environmental impact factors to improve spatial and temporal resolution, in areas with sufficient data availability. It may also include expansion of the geographic coverage of environmental impact factors to allow users across the United States, or globe, to benefit from use of the HomeTracker without modifying the source code. In addition, as sensor and automation technology become more robust and affordable, HomeTracker can be modified to reduce the burden of data entry on users.
Ultimately, we think it is valuable to provide more detailed information to stakeholders, on both the consumption side and the production side of FEWS, regarding the direct and indirect consequences of our current FEW system metabolism on multiple scales. On the consumption side, a more informed set of choices at the household scale might lead people to make different choices about the amount and type of FEW services to consume in order to lower their household impacts. At a policy level, the results of this study could inform policy analyses of environmental labeling and information schemes, as well as the setting of nationally determined contributions to emissions reduction targets. While it is hard to predict the ultimate effects household behavior change may have on the production of FEW services, the impacts could lead to, for instance, a shifting of power production to a different grid mix when baseload power needs are lower, postponement of energy and water infrastructure investments, as conservation offsets projected increases in demand; or a shift in the market share of comparable FEW products with markedly different environmental impacts, such as the rise in popularity of plant-based dairy and meat alternatives.
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Incorporating the interdependencies between water, energy and food (WEF) within an integrated approach of planning and management could help nations worldwide to address sustainability concerns. This is a topic of great importance for the Middle East and North Africa (MENA) region, where water is a very limited resource. In this study, we develop an analytical framework to analyze the water-energy-food nexus in the MENA region to inform the formulation of integrated strategies for water, energy and food activities. Our approach is based on an integrated assessment model for the MENA region, which explicitly represents WEF sectors within an economic framework, in tandem with a set of relevant scenarios addressing three key dimensions (socioeconomics, climate and water-management). Using this framework, our study analyzes the current and projected status of water resources in the region, and the potential implications for the agriculture and electricity sectors. Our scenarios demonstrate that water scarcity worsens by the end of the 21st century in most MENA countries, mostly due to growing demands. The impacts of growing scarcity on agriculture are significant, with production projected to drop by 60 percent by 2050 in some countries. On the other hand, and to a lesser extent, water-saving technologies and fuel-switching in the power sector play a key role in mitigating the effects of water scarcity on electricity generation in some parts of the MENA region. Our analysis then underscores the need to reduce the dependence of MENA’s agricultural and energy sectors on water, and transition to renewable energies to reduce water scarcity.
Keywords: nexus, water, energy, food, water scarcity, sustainability, GCAM, mena
1 INTRODUCTION
The interdependency between water, energy and food (WEF) is growing in importance as demand for each of these vital resources increases. Several regions of the world are already experiencing WEF security challenges [e.g., South Africa (du Plessis 2017); Australia (Radcliffe, 2018); United States and China (Zhuang et al., 2021)], which adversely affect sustainable economic growth (Bazilian et al., 2011; Khan et al., 2021). In addition, there is already evidence of the effects of climate change on the availability and demand for water, energy and food. At the same time, scarcity in either water, energy or food is caused not only by physical factors, but there are also social, political and economic issues such as demographic growth, lack of institutions, poor governance, among others that affect the allocation, availability, and use of these resources (D’Odorico et al., 2018).
In the Middle East and North Africa (MENA) region, this nexus between water, energy and food is particularly important for the region’s sustainability and continued growth. Countries in this region are arid to semiarid, with many areas already facing water stress and a highly variable precipitation rate due to their geographic and climatic conditions. Although to date governments in the region have been at large successful in satisfying the needs of the population through ambitious dam building and groundwater provision systems, reduction in leakages, conservation, desalination, reuse and water transfers, per capita supply is declining due to growing population, increased urbanization, extended irrigated agriculture and highly water intensive crops together with the development of the industrial and the tourism sectors (Verner, 2012). This decline in per capita supply has increasingly pushed some countries in the region to think of ambitious desalination plans to supply water to coastal cities and agricultural areas, and to explore the possibility of large transfers of water from less arid parts of the region. Some examples of such projects are: the Peace Water Pipeline and the Manavgat River Project which explored the feasibility to move water from Turkey to its southern neighbors; the Ras Al Khair Desalination Plant is able to move water from the Persian Gulf to Riyadh City; and the Great Man-Made River is a network of pipes that supplies water to the Sahara in Libya, from the Nubian Sandstone Aquifer System. These options (desalination, reuse and water transfers) require relatively larger amounts of energy, mainly electricity, and significant capital investment (Caldera et al., 2018; Parkinson et al., 2019).
Despite the deficiencies in the observational records, historical climate data on rainfall amounts in the MENA region show a negative trend at national and regional scales (Hijioka et al., 2014; Shaw et al., 2022; Trisos et al., 2022). Average annual runoff and water availability are expected to decrease in the future due to climate change impacts, while temperatures, heat extremes and evapotranspiration rates are expected to increase (Ozturk et al., 2015; Lelieveld et al., 2016; Waha et al., 2017; Ajjur and Al-Ghamdi 2021; Paltán et al., 2021). High evapotranspiration and soil infiltration rates in the region reduce soil moisture and consequently increase irrigation requirements that typically surpass 80 percent of total water withdrawals in most countries (Verner, 2012). The agriculture sector in countries of the MENA region consumes a large share of water. Moving forward, water allocation to agriculture will likely face increased competition from high value uses in the industrial and urban sectors. The competition will differ across regions given that the economic returns of water used for irrigation for different crops differ significantly among Arab countries (Supplementary Figure S1). Managing water in the region will benefit from including agriculture within a nexus strategy that involves all sectors. This approach will be particularly important given that the agriculture sector is the largest employer in many countries of the region and contributes significantly, yet decreasingly, to meeting food requirements (Verner, 2012). For instance, countries can optimize their return on water by choosing different crop mixes, which will lead to different returns on the agricultural water used. Also worth considering is the fact that the cost of producing crops will continue to rise in significant parts of the region, as fossil (non-renewable) groundwater resources are depleted, and groundwater levels sink. Currently, wells require deep drilling, and the cost per cubic meter is increasing.
On the energy side, the region heavily relies on fossil fuels to generate electricity and, in some countries, to generate non-conventional water supplies (Siddiqi and Anadon, 2011; Huttner, 2013; Khatib, 2014). The dependency on fossil fuels is frequently complemented with energy imports, implying that the energy sector could face serious challenges in the near future (Al-Badi and AlMubarak, 2019). To address this issue, some countries in the region have launched renewable energy development programs to diversify their energy sources and achieve energy security objectives and environmental sustainability. Also, several countries have announced their ambition to achieve carbon neutrality by mid-century calling for rapid energy transition including carbon removal technologies (Climate Action Tracker, 2022). While the large-scale implementation of technologies such as nuclear, concentrated solar power, and fossil-based with carbon removal technologies like carbon capture and storage can have a positive impact on greenhouse gas emissions and on energy security, they could negatively impact water resources availability if such resources are not considered in the planning stages (Liu et al., 2015). Therefore, since water is needed for electricity generation, energy policy choices that focus on more water-efficient electricity generation technologies (e.g., solar photovoltaic and wind power) can have a positive impact on the water resources of a country and impact the development of the region. Managing the WEF nexus in the region while satisfying the future water needs of all sectors has become a strategic challenge for the MENA region (Hoff et al., 2019). In some parts of the region, the combined effects of population growth, increasing hydrological variability and climate change may result in increased reliance on energy-intensive water supply options. At the same time, agriculture is expected to continue to pose major pressures on the region’s diminishing water supplies. The WEF nexus poses not only challenges for sustainability in the MENA region, but also for the region’s food, energy and water security, and improving its social, economic and political stability.
The objective of this study is to develop and illustrate an analytical framework—based on the Global Change Analysis Model (GCAM; Wise et al., 2009; Calvin et al., 2019)—that can be used to help assess long-term integrated (nexus) scenarios for water, energy and food activities in the MENA region. Within this analytical framework, the remainder of the manuscript addresses three main research questions: 1) What are the physical impacts of climate change on water scarcity in the MENA region? 2) What are the impacts of socioeconomic pressures on water scarcity in the MENA region? and 3) What are impacts of both in tandem on water resources and consequently on agricultural and energy productions (i.e., the water-energy-food nexus) in the MENA region?
We first employ multiple general circulation models (GCMs) in a “reference climate change” scenario to assess the level of uncertainty propagating from climate models on water scarcity through the MENA region. Three climate models that roughly span the range of uncertainty (“wet,” “dry,” and “normal”) are selected. This allows a comparison between the uncertainties surrounding climate models and their impacts. Then we provide an assessment of different socioeconomic development pathways on water security throughout the MENA region. To do this, we use the socioeconomic development scenarios from the Shared Socioeconomic Pathways (SSPs; O’Neill et al., 2015). This scenario analysis shows how socioeconomic development trajectories might affect water demands and consequently water scarcity in different countries of the region. This helps to assess the relative effects of global socioeconomics and technological trends as compared to the effects of climate change. To address the third question, we explore the implications for the water-energy-food nexus of limited water supplies in the context of varying climatological conditions and varying socioeconomic conditions. The analysis quantifies water supply and demand changes throughout the region, shedding light on infrastructure needs, costs of policies and associated investment needs. The adopted modeling approach also allows for different technologies to compete endogenously (e.g., cooling technologies in the power sector), thus, implicitly accounting for the value of technologies in meeting future water, energy, and food demands in the MENA region.
2 MATERIAL AND METHODS
The flowchart diagram shown in Figure 1 provides a schematic of the overall methodology to address the three specific research questions (Analysis), the associated scenarios (Scenarios), the underlying core modeling capability (Model), and metrics used to address the questions (Metrics). In this section, we first introduce the core modeling capability, followed by the analytical methods to establish the key metrics, and then by the various scenarios employed in this study.
[image: Figure 1]FIGURE 1 | Flowchart schematic of the overall methodology.
2.1 The global change analysis model (GCAM)
Integrated Assessment Models (IAMs) provide a general modeling framework for exploring the relationships between water, climate, land and energy (nexus) through an interwoven understanding of the physical, economic and institutional constraints of water resources issues and consideration of climate-related impacts on management and decision-making process in water supply, energy generation and food production.
The Global Change Analysis Model (GCAM) is an IAM for exploring consequences and responses to global change. Climate change is a global issue that impacts all regions of the world and all sectors of the global economy. Thus, any responses to the threat of climate change, such as policies or international agreements to limit greenhouse gas emissions, can have wide ranging consequences throughout the energy system as well as on water resources, food production, land use and land cover. IAMs endeavor to represent all world regions and all sectors of the economy in an economic framework in order to explore interactions between sectors and understand the potential ramifications of climate change mitigation actions.
GCAM has been built based on global and detailed datasets for over 30 years and is extensively used to explore climate change mitigation and adaptation policies (Clarke, 2014; Kyle et al., 2014; Turner et al., 2019a; Feijoo et al., 2020). A key advantage of GCAM over some other IAMs is that it is a Representative Concentration Pathway (RCP)-class model. This means it can be used to simulate scenarios, policies, and emission targets from various sources including the Intergovernmental Panel on Climate Change (IPCC).
GCAM solves for partial market equilibrium of water, energy and food at discrete time steps. It represents the economy, energy sector, land use and water resources linked to climate models. In this framework, GCAM represents the global economy by disaggregating the world into a number of geopolitical energy-economy regions (32 in the standard version). Along the socioeconomics system, population and labor productivity growth assumptions set the scale of regional economic activity, which in turn drives demands across all sectors. GCAM solves each period sequentially by iteratively searching for the equilibrium prices that ensure that supplies and demands are equal in all existing markets (energy, agriculture, land, GHG emissions). GCAM can be used to explore the effects of climate adaptation and mitigation policies, including carbon taxes, carbon trading, regulations, deployment of energy technologies and spatial representations of food production, particularly agriculture. In the energy system, the model employs numerous technology options to produce, transform, and provide energy services as described in its online documentation (JGCRI, 2022). The supplies of agricultural and forest products are determined in GCAM’s agriculture and land use model (Calvin et al., 2019). For agriculture and land-use, each geopolitical region in the model can be disaggregated into up to 18 agro-ecological zones (AEZs) such that within each of these subregions land is categorized into twelve types based on cover and use (e.g., forestlands, shrublands, grasslands, croplands, etc.). Land allocation decisions within any geopolitical region depends on the relative profitability of all possible land uses within each land-use region (Kyle et al., 2014). Land used for any purpose competes economically with croplands, commercial forests, pastures, and all lands not involved in commodity production, except for tundra, deserts, and urban lands (assumed constant over time). The profitability of any land used for commercial production is derived from the price (value) of the commodity produced, the costs of production, and the yields (Kyle et al., 2014). GCAM models the production of twelve crop categories based on exogenously specified yields that are crop-specific and the amount of land allocated to that particular use.
Using a run period extending from 1990—2,100 at 5-year intervals, GCAM has been used to explore the potential role of emerging energy supply technologies and the greenhouse gas consequences of specific policy measures or energy technology adoption. Outputs of GCAM include projections of future energy supply and demand and the resulting greenhouse gas emissions, radiative forcing and climate effects of 16 greenhouse gases, aerosols and short-lived species, contingent on assumptions about future population, economy, technology, and climate mitigation policy. On the water side, GCAM represents demands in six major water use sectors—irrigation, municipal uses, primary resource extraction (energy/mining), livestock production, electricity generation and manufacturing. Furthermore, GCAM water supplies consider three main sources—renewable water, non-renewable groundwater, and desalinated water. Supplementary Notes S1–S4 provide details about the water sector representation in GCAM (demands, supplies and water allocation across users).
GCAM is a publicly available, open-source modeling tool, developed and maintained by the Pacific Northwest National Laboratory, part of the US Department of Energy. Further details about GCAM can also be found on its online documentation (JGCRI, 2022).
2.2 Constructing GCAM-MENA
A primary portion of this work was the development of a version of GCAM with regional detail for the MENA region (hereinafter referred to as GCAM-MENA). GCAM-MENA was developed specifically to analyze water-energy-food nexus issues in the MENA region at the country level of spatial resolution. For this purpose, the 2 geopolitical regions in the existing GCAM model covering the MENA region (North Africa and Middle East) were further divided into 15 geopolitical regions (Figure 2). Thus, GCAM-MENA has a total of 45 geopolitical energy-economy regions (i.e., 15 capturing the new MENA regions, and 30 for the rest of the world).
[image: Figure 2]FIGURE 2 | Telescoping approach implemented in the GCAM-MENA model (i.e., the MENA region is broken into 15 regions as shown in bottom panel; top panel shows the default 32 regions in GCAM).
This effort of breaking out the MENA into 15 unique geopolitical regions in GCAM required a substantial data compilation and rearrangement effort to ensure the ability of the model to balance demands and supplies for all sectors over the calibration years at the country level. For example, several datasets used in GCAM were missing entries for some of the MENA countries (e.g., Bahrain). And many MENA countries had missing values in these input datasets especially over historical years. To overcome these issues, we had to aggregate some of these countries together and carefully estimate some of the missing energy and land entries to ensure that markets for all tracked commodities are solved in all historical time periods for all 15 MENA regions. Countries/regions that were aggregated to form single geopolitical regions in the model are: Saudi Arabia and Bahrain (henceforth: Arabian Peninsula), Israel and Palestine (henceforth: Israel-Palestinian Territory), and Morocco and Western Sahara (henceforth: Morocco-Western-Sahara).
Using a physics-based methodology to estimate groundwater resources and extraction costs detailed in Turner et al., 2019a, Turner et al., 2019b and Niazi et al., 2022, three groundwater resource curves for each of the 15 MENA regions were constructed (Supplementary Figures S2, S3). These resource curves follow the three groundwater availability scenarios in Turner et al., 2019a, so that the resource curves represent the amount of groundwater resources that can be economically exploited without exceeding the specified maximum threshold amounts of groundwater. These resource curves also account for environmental flow requirements, which are deducted from the total renewable water resources calculation. The environmental flow requirements account for in-stream water demands for uses such as ecosystem services, navigation, and recreation. In this study, this amount of water is estimated as 10% of the long-term mean monthly natural streamflow following the work of Voisin et al. (2013).
In the groundwater resource curves shown in Supplementary Figure S3, the cost is only reflecting the cost of electricity required to pump water from the ground plus groundwater well drilling and installation, pumping, and other maintenance costs. There are other costs (the cost of water treatment, and transport) that are not considered in the cost computation of the groundwater resource curves employed in this work.
2.3 Analytical methodology
2.3.1 Water scarcity index
A key analytical element of this research is the development of water scarcity measures. For this purpose, a water scarcity index (WSI) can be calculated at the country scale using Eq. 1.
[image: image]
The denominator of Eq. 1, i.e., the total water available in each MENA country, is calculated as the sum of runoff and inflow. Runoff is the available surface runoff and renewable groundwater resources, which were internally generated within the country and computed using the global hydrologic model described in Supplementary Note S2. The cross-boundary river inflows were also estimated and then bias-corrected to the inflow estimates from the FAO’s Aquastat database. A modified version of the WSI can also be calculated by including non-conventional water sources such as desalination in the denominator of Eq. 1.
2.3.2 Estimating economic impacts (focus on agriculture)
The effects of climate change, mitigation activities, and adaptation strategies all have the potential to impact multiple aspects of the economy in both direct and indirect ways. Although some regions may experience positive impacts for some economic sectors, the distribution of impacts will vary across countries and the economic burden will not be evenly distributed. Adaptation may lessen negative impacts in some sectors, but in some cases, these strategies may have unintended consequences on other parts of the economy. Finally, economic impacts can have a long-term, cumulative nature, so that seemingly short-term events may have longer-lasting impacts on economic growth. For these reasons, the economic impacts of climate change can be most effectively analyzed with an integrated modeling approach. In this section, we describe how GCAM can be used to estimate the economic effects of climate change and adaptation strategies, using an example of a water-constrained agricultural sector and the use of different irrigation technologies to adapt.
There are multiple time scales on which physical and economic impacts and damages may occur. Agricultural production and revenues may be affected by severe weather over the course of one or several years, while in the longer term, changing climatic conditions may cause shifts in productive growing regions. The effects of these impacts will differ both in economic value, broader macroeconomic consequences, and effective adaptation options. Therefore, multiple methods of analysis are required including Integrated Assessment modeling to analyze intersectoral changes, finer resolution sectoral models (e.g., hydrological or agricultural), and post modeling economic valuation. Below we present a general methodology that can be used to conduct research on the broader economic costs and benefits of different adaptation methods, using irrigation technologies as an example. Analysis can focus on either (or both) the long-term effects of changing precipitation patterns and short-term, extreme drought events.
Climate change will affect the agricultural sector directly, through changing temperature and precipitation patterns and more frequent extreme weather events. These changes may result in improved yields in some regions and lower yields in others (Rosenzweig et al., 2014). In our example, we focus on water-constrained agricultural production, where yields are lower due to insufficient soil moisture; a shift in the Supply curve from S0 to S1. In this scenario, total yields decrease and prices increase as illustrated in Figure 3A. P and Q are the price per unit and the total production of a specific agricultural commodity, respectively. S is supply, and D is demand. The subscript “0” reflects an initial state whereas subscript “1” means a change to a water-constrained state.
[image: Figure 3]FIGURE 3 | Framework to estimate the economic impacts on agricultural sector (A) food demand-price relationship and the effects of decreasing yields, (B) the effect of price increase on food consumption.
Due to the inelastic nature of food demand, price increases may more than offset production losses for producers, because [image: image] (Dorward, 2012). Depending on the regional distribution of impacts, a net importing country such as those in the MENA region may experience either positive or negative changes in the cost of net imports. In some cases, although the quantity of agricultural exports may decrease/increase, the value of those exports may increase/decrease (Nelson et al., 2014; Hertel, 2016): [image: image], where [image: image] is the total production of a specific agricultural commodity of a country whereas [image: image] is total consumption.
The total economic effect of these changes is more complicated and can be ambiguous when multiple aspects of economic welfare are considered. Even when agricultural producers and net exports increase, all groups will face higher food prices. Figure 3B shows the effect on consumption when the price of good 1 (X1) increases leading to shift in the demand curve to the left. Within this context, total consumption typically decreases. However, diverse consumption patterns and relative yield impacts may result in very different patterns of impacts across countries. Because agricultural products are generally globally traded goods, modeling the impacts of climate change on a specific region requires a global assessment.
Through this approach, GCAM can be used to estimate the impacts of water scarcity on the net value of agricultural commodities (recall that GCAM tracks twelve crop commodity classes and GCAM’s approach to estimate agricultural production is provided in Section 2.1):
[image: image]
[image: image] GCAM outputs can be combined with econometrically derived relationships between producer and consumer prices to estimate the effects on consumer expenditures (Cui et al., 2016). The changes in consumption and prices can be used to analyze proxies of individual welfare, such as consumers’ food costs, changes in household expenditure patterns, and nutritional outcomes, which are closely linked with consumption patterns (Torlesse et al., 2003; Campbell et al., 2010; Iannotti et al., 2012).
2.3.3 Investment and adaptation costs
Impacts are only one part of the story. When farmers face long-term changes in weather patterns, they will change their behavior to adapt to the new circumstances. Adaptation to water scarcity may occur through multiple channels, such as planting different crops or more drought-resistant varieties and increasing use of irrigation. The adaptive responses will tend to reduce the negative impacts of water scarcity, but they also have the potential to affect the wider economy through interactions with energy, manufacturing, or other economic sectors. The net impact on an economy of any given adaptation response cannot be known without modeling the global system.
Understanding the potential impacts forms a basis on which to model the costs and benefits of various adaptation strategies. For example, increased investment in irrigation may help to reduce the negative impact on yields, but will also increase production costs, which will depend greatly on the supply of water and demand in other sectors (e.g., water for cooling thermoelectric power plants). The costs and benefits of the same irrigation technology varies among countries.
In a scenario where water is a constraining factor, the relative costs and benefits in terms of production, prices, and net trade flows can be modeled in GCAM. For instance, the capital investment and operating costs of sprinkle, drip, flood, and micro-irrigation can be used to estimate production costs under these technologies and their impact on macroeconomic metrics. Analysis can also be conducted on the costs of different water supply options, such as using non-renewable groundwater or desalinization plants (Hussain & Bhattarai, 2004). As a starting point for this analysis, we assume a given unit cost of (e.g., $1.0/m3) for desalination plants with a lifetime of 30 years following the work of Parkinson et al. (2016). The work also relies on the previous work of Immerzeel et al. (2011) and Droogers et al. (2012).
2.4 Scenario development
This analysis is built on exploration of scenarios. As discussed earlier, the scenarios in this study cover three key dimensions: 1) climate impacts, 2) socioeconomics pathways, and 3) limitations on water supplies. These three areas are discussed in the remainder of this section.
2.4.1 Climate scenarios
Representative Concentration Pathways (RCPs) are four greenhouse gas concentration (not emissions) trajectories adopted by the IPCC for its fifth Assessment Report (AR5) in 2014 (Moss et al., 2008 These pathways are used for climate modeling and research. They describe four possible climate futures, all of which are considered possible depending on how much greenhouse gases are emitted in the years to come. The four RCPs: RCP2.6, RCP4.5, RCP6.0, and RCP8.5, are named after a possible range of radiative forcing values in the year 2,100 relative to pre-industrial values (increases of +2.6, +4.5, +6.0, and +8.5 W/m2, respectively) (Weyant et al., 2009).‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬
The RCPs are consistent with a wide range of possible changes in future anthropogenic GHG emissions RCP2.6 assumes that global annual GHG emissions (measured in CO2-equivalents) peak between 2010–2020, with emissions declining substantially thereafter‬ Emissions in RCP4.5 peak around 2040, then decline In RCP6.0, emissions peak around 2080, then decline In RCP8.5, emissions continue to rise throughout the 21st century.
For the purposes of this study, a “no climate policy” reference scenario (RCP6.0) has been implemented in GCAM to reflect “reference” or baseline efforts towards climate mitigation. Moreover, three different GCMs were selected to represent relatively wet, average and dry conditions in the region in an effort to provide a robust envelope of impacts of climate change on water resources (See Supplementary Figure S4). The three selected GCMs for this analysis are: The Community Climate System Model (CCSM) (Gent et al., 2011), the Goddard Institute for Space Studies (GISS) (Schmidt et al., 2014), and the First Institute of Oceanography Earth System Model (FIO-ESM; Qiao et al., 2013; Bao et al., 2020).
2.4.2 Socioeconomic development scenarios
Long-term scenarios play an important role in research on global environmental change. The climate change research community has developed a set of scenarios integrating future changes in climate and society to investigate climate impacts as well as options for mitigation and adaptation. One component of these scenarios is a set of alternative futures of societal development known as the Shared Socioeconomic Pathways (SSPs). The conceptual framework for the design and use of the SSPs calls for the development of global pathways describing the future evolution of key aspects of society, which would together imply a range of challenges for mitigating and adapting to climate change.
O’Neill et al. (2015) defines the “SSP narratives” as a set of five qualitative descriptions of future changes in demographics, human development, economy and lifestyle, policies and institutions, technology, and environment and natural resources. The narratives are intended to describe plausible future conditions at the level of large world regions that can serve as a basis for integrated emissions and land use scenarios, as well as climate impact, adaptation and vulnerability analyses.
Within the conceptual framework for integrated scenarios, the SSPs are designed to span a relevant range of uncertainty in societal futures, describing worlds in which societal trends result in making mitigation of, or adaptation to, climate change harder or easier, without explicitly considering climate change itself. Supplementary Table S1 summarizes the SSP implementation in GCAM. Note, water technology storylines and assumptions are not part of the SSP scenarios; that is water is considered indirectly in the SSPs through agricultural and energy water use and water technology assumptions are not varied across the five SSPs.
Here we provide the main characteristics of the five SSPs based on information compiled from O’Neill et al. (2015); O’Neill et al. (2016). The SSP1 represents a world with more optimistic trends for human development with the lowest demographic pressure across the SSPs, substantial income growth, reduction in inequality, and increasing focus on sustainable and environmental practices with a gradual move toward less resource-intensive lifestyles. The SSP5 is also relatively optimistic in terms of human development trends with substantial investments in education and health, well-functioning institutions and very high economic growth, which enables many development goals to be achieved within short time frames. However, the push for economic and social development is coupled with the exploitation of abundant fossil fuel resources and the adoption of resource- and energy-intensive lifestyles around the world. In the SSP5 world, there is relatively little effort to avoid potential global environmental impacts. SSPs 3 and 4 envision more pessimistic development trends, with little education or health investment, a fast-growing population, and increasing inequalities. In SSP3, countries prioritize regional security, economic development is slow, and consumption is material-intensive. A low international priority for addressing environmental concerns, slow technological change, growing resource intensity and fossil fuel dependency, and difficulty in achieving international cooperation lead to strong environmental degradation in some regions. In SSP4, large inequalities within and across countries dominate with substantial proportions of populations at low levels of development and weak institutions. Economic growth is moderate in industrialized and middle-income countries, and low in less developed countries, which face difficulties in providing adequate access to water and sanitation for the poor. Uncertainty in the fossil fuel markets leads to new investments in both carbon-intensive fuels like coal and unconventional oil and low-carbon energy sources. The SSP2 represents a central pathway in which trends continue their historical patterns without substantial deviations.
2.4.3 Water resources management scenarios
In this study, we pose two illustrative examples of water resources management scenarios to better understand the implications of different management approaches on water scarcity, energy and food in the MENA region. The purpose of this analysis is to provide a sample of the types of water management measures that can be employed and their implications throughout the region. Both of these scenarios incorporate RCP6.0 for climate and SSP2 for socioeconomic development.
2.4.3.1 UnlimitedWater
This scenario assumes unlimited water resources where all economic sectors can achieve all their water demands without water constraints. In other words, this scenario assumes water resources that are physically unavailable, serving as a “counter-factual” benchmarking scenario to quantify the projected changes in the water, agricultural, and energy sectors under no water constraints.
2.4.3.2 LimitedWater (includes adaptation)
This scenario focuses on constraining the water demands to the available water resources (renewable surface and groundwater, non-renewable groundwater resources, desalinated water) within each river basin. In this scenario, we employ the cost resources curves depicted in Supplementary Figure S3 to estimate the amount economically available groundwater resources in each MENA country. This scenario also incorporates adaptation measures to be deployed as a means to mitigate the water scarcity problem. More specifically, the expansion of desalination and more efficient irrigation technologies are included as adaptation measures. This is done to shed light on the level of necessary adaptation to close the water gap in the region and the associated investment costs that are associated with those measures. Also, by comparing this scenario to the UnlimitedWater scenario, we can estimate the economic impacts of water limitations on the region’s economy. For details on how GCAM estimates the irrigation demand and desalination water volumes in each region, the reader is referred to Chaturvedi et al., 2013; Hejazi et al., 2014a; Hejazi et al., 2014b, Kyle et al., 2021, and to the online documentation (JGCRI, 2022).
3 RESULTS
3.1 Physical assessment of climate impacts on water scarcity in the MENA region
Results for runoff, water demand and WSI are shown in Tables 1, 2 at both the aggregate regional (i.e., North Africa and Middle East) and country scales. Maps highlighting the spatial distribution of these parameters across the MENA region are presented in Supplementary Figures S5–S7. These results illustrate three key trends for water scarcity in the MENA region.
TABLE 1 | Total annual runoff based on 3 GCMs (top) and estimated total annual water demand under the UnlimitedWater scenario (bottom). Units: billion m3/year.
[image: Table 1]TABLE 2 | Water scarcity index values at the country scalea using three GCMs.
[image: Table 2]First, the region overall has scarce renewable water resources availability; this result is consistent with numerous studies of water availability in the region (e.g., Verner, 2012; Hejazi et al., 2014b; Mekonnen and Hoekstra, 2016; Liu et al., 2022). These results appear to be robust based on the 3 GCMs used (see Table 1 for all GCM results and Supplementary Figure S5 for the GISS model). Some exceptions to this are found in the northern fringes of Morocco, Algeria, Tunisia, Libya, Egypt, Israel-Palestinian Territory, Jordan, Lebanon, Syria, Iraq and pockets in northwest Iran, where some relatively larger values of runoff, yet still characteristic of arid zones, are found.
Second, water scarcity increases over time in the region; this is reasonable to expect given increased pressure in water resources (increased demand) due to population growth, development and other factors (see Table 1 and Supplementary Figure S6). It also appears that moderate and higher values of water scarcity in the region advance significantly within the next few decades, and towards the second half of the century (Table 2 and Supplementary Figure S7).
Third, water scarcity is dominated by water demands rather than by climate-influenced water availability (surface and groundwater). The WSI results are fairly consistent among the three climate models used (see Table 2). This is consistent with previous findings (e.g., Vorosmarty et al., 2000; Graham et al., 2020) that have shown that human influence, rather than that posed by climate, drives water scarcity in the region. Importantly, this result highlights the potential value of careful management of water resources and demand-side measures in alleviating the water scarcity problem. Also, while the results are based on the AR5 climate data rather than on the most recent AR6 climate data, which have been shown to be less bias in the MENA region (Hamed et al., 2022), the finding that human systems dominate the scarcity signal in the MENA region is still robust given that the difference in renewable water supply due to climate change is much smaller than the delta in water demand (Table 1).
3.2 Socioeconomic scenario analysis in the MENA region
By implementing the SSP scenarios in GCAM including the assumptions shown in Supplementary Table S1, we simulate the water withdrawals associated with each of the five SSPs (Figure 4 and Supplementary Figure S8). This analysis shows that water demands are generally lowest in SSP4, where access to a range of basic water needs and service demands is low for a large share of the population, and highest in the SSP5 world due to resource-intensive lifestyles and low concerns about environmental impacts. Moreover, the total water demand increases substantially by the end of the century in SSP3 due to fast growing population and resource-intensive consumption patterns. Aside from SSP3, all scenarios show a decline in withdrawals in the second half of the century which are partially due to population declines. However, all five SSP scenarios show substantial increase in water withdrawals in the first half of the century, posing a great threat to the existing water scarcity challenge in the MENA region.
[image: Figure 4]FIGURE 4 | (A) Total annual water withdrawal in the MENA region under each of the SSPs. (B) and (C) Total annual water withdrawal in the two MENA subregions under each of the SSPs. All scenarios assume unlimited water resources such that all water demands can be achieved with no water constraints (note that the SSP2 scenario is the same as the UnlimitedWater scenario described in Section 2.4.3).
Supplementary Figure S9 shows the water scarcity map for the years 2050 and 2,100 produced using data from the GISS model, which is the GCM that represents average climate conditions in the MENA region according to the analysis presented in Supplementary Figure S4. Note, in all of these scenarios water is not constrained, and as such the total water withdrawal can exceed the total amount of runoff in a region. There are 15 scenarios for each country (5 SSPs x 3 GCMs). Supplementary Table S2 summarizes the range of water scarcity values for each of the countries in the MENA region. Almost all MENA countries have a WSI of greater than one (red tones in Supplementary Figure S9), which implies that the total projected water demand exceeds the total amount of runoff in that country. This means that a large fraction of the water demand cannot be met with runoff, which may lead to investments on non-conventional sources (e.g., desalinization, and non-renewable groundwater), efficiency and reallocation or, as in the case of Yemen, to massive overexploitation of unrenewable groundwater resources.
The highest WSI values in the MENA region are generally associated with countries in the Arabian Peninsula region such as Saudi Arabia, United Arab Emirates, and Qatar. This is mainly due to the lack of surface water resources (no rivers or lakes), combined with high per capita income, and population growth projections; i.e., extremely low renewable water resources with relatively high water demands. Many of these countries are also relatively young in terms of their population age distribution and have high fertility rates, compounding future water scarcity challenges. Some of these countries are already heavily dependent on non-traditional water sources such as desalination to meet most of their current demands. Note, existing desalination capacities and fossil groundwater reserves are not included in our definition of WSI.
3.3 Limited water supply scenario analysis and WEF nexus in the MENA region
The scenarios in Section 3.2 explored water scarcity in the MENA region under the assumption that there are no limits to water demand. We found that water withdrawals frequently exceeded runoff in MENA countries, which is a clear symptom of unsustainable water use. Here, we explore potential responses to limited water. In particular, we investigate the two water resources management scenarios: UnlimitedWater and LimitedWater. As noted, these scenarios are based on the SSP2 assumptions for socioeconomics and RCP6.0 for climate using the GISS climate model.
3.3.1 Effects of limited water supply on water demands and water sources
Figure 5 and Supplementary Figure S10 illustrate the impact of constraining water withdrawals to the amount of water available at the basin level (LimitedWater scenario) in comparison to unconstrained water withdrawal (UnlimitedWater scenario). Water demands drop when constraining water in GCAM since water demands in the MENA region would exceed available resources if assumed unlimited. In some regions, the implications of limits on water availability can be particularly extreme. This is especially evident in regions such as Arabian Peninsula where water demands already far exceed the limited runoff, and a sizable portion of the groundwater resource has been depleted over the past several decades, leaving them to the expensive desalination option. The impact is much larger in regions with existing low levels of water availability such as Arabian Peninsula and Yemen, and less pronounced in regions such as Algeria, Morocco-Western-Sahara, Egypt and Tunisia which have pockets of somewhat higher water availability (e.g., see Supplementary Figure S5).
[image: Figure 5]FIGURE 5 | Projections of total water demand by MENA subregion.(A, B) Comparison across water resources management scenarios. (C, D) Withdrawals broken by demand sectors under the LimitedWater scenario. (E, F) Withdrawals broken by the three sources of water (renewable, groundwater, and desalinated water) under the LimitedWater scenario.
Supplementary Figure S11 shows the distribution of water demand by source at the country level broken into three primary sources: renewable (surface water and groundwater), depletable (non-renewable) groundwater, and desalination. It is important to note that this distribution is driven by physical factors (availability of each source) as well as economic factors (cost of each source). For instance, except in Jordan, continued depletion of groundwater either represents a very small fraction of demand, or is halted completely in most countries in the region. Desalination gains prominence in several countries (e.g., Yemen, Jordan, UAE, Saudi Arabia, Kuwait) who use it to sustain a growing demand that is constrained to in-basin water availability (LimitedWater). Other countries like Tunisia, Egypt, Algeria, Iran, Libya and Morocco-Western-Sahara are able to sustain demand with renewable water sources.
Also, worth noting in these results is the interannual variability of the renewable water demand in some countries. These interannual changes are due to a combination of different factors. Some countries have no rivers and very limited surface water resources, with most of the renewable water resource in the form of renewable groundwater (e.g., UAE, Kuwait). These countries show little to no interannual variability in renewable water demand because the size of the renewable supply sources constitute only a small fraction of the total demand. As such the internal variability is masked out by the scale of the water demand and the none traditional water sources (fossil groundwater, desalination). In the rest of the region, the demand fluctuation can be attributed to the fluctuation in the renewable water term which is driven by the climate variability; when water supply is low, water demand also drops due to higher costs attributed to reliance on non-traditional sources. However, countries with sufficient groundwater resources that are competitive throughout the century end up balancing the internal variability in the renewable supply by pumping more groundwater (e.g., Jordan).
Future research efforts should focus on compiling country-specific data on the fractions of the various sources of water (i.e., renewable water, non-renewable water, and desalinated water) used to meet historical water demand to improve GCAM-MENA’s ability to account for existing projects of utilizing non-traditional water resources, e.g., the Great Man-Made River in Libya, which is not accounted for in our results. Also, future work could look into the feasibility of certain investments to materialize (e.g., installations of major desalination plants) in war-torn countries like Yemen, and as such future scenarios could explore devising delayed penetrations of certain technologies or investments.
A primary response to water scarcity in regions with severe water limitations is desalination. Desalination exceeds 10 percent of total water demand for the region under the LimitedWater scenario (compare Supplementary Figure S12A, S13B). These results greatly vary by country with the highest use of desalination in those countries with the greatest WSI. Without desalination, it would be necessary to reduce water withdrawals, which includes the Arabian Peninsula, Jordan, Kuwait, and the UAE. The diminishing slope over time (plateaus in the second half of century) is mainly explained by the shape of the water demand projections (see Figure 4A) which exhibit a similar trend. Also, the fluctuations and the drop toward the end of the century are driven by the inherent variability in the renewable water resource in the region; i.e., the period towards 2100 is relatively wet in the reference climate scenario used to generate these results. Thus, a smaller amount of desalinated water is produced. Note that different climate scenarios would lead to different results.
While desalination serves to some degree as a backup water supply, it does not come without a cost. The cumulative investment in the LimitedWater scenario reaches about $40 billion by 2050 and exceeds $100 billion by 2,100 (Figure 6). It is important to note that the demand for desalination and the associated investment needs would vary noticeably among the SSPs (SSP2 is used in LimitedWater), based on the demands for water in the different scenarios. Also, the projected increase in desalination using current technologies would have serious implications on marine ecosystems due to brine disposal, and mitigating such negative environmental concerns would incur additional costs to the MENA region.
[image: Figure 6]FIGURE 6 | Cumulative investment cost that is required to meet the projected desalinated water demand in MENA subregions (LimitedWater scenario).
3.3.2 Effects of limited water supply on agricultural and energy production
Limits on water availability will have important impacts across economic sectors. Given the necessity for water in agriculture, the impacts on that sector are particularly important. The overall agricultural production is considerably reduced at the regional level, particularly in the Middle East (Figures 7A–D). However, there are pronounced differences at the country level. Under the LimitedWater scenario, the effect of limiting water is a large reduction in total withdrawals in regions that have water demands exceeding their renewable water supplies. In these regions, their water demands dropped substantially under the LimitedWater scenario compared to the UnlimitedWater scenario (as shown in Supplementary Figures S10, S13). Thus, the most pronounced effects on total crop production are found in the Arabian Peninsula and Yemen, and to a lower extent in Kuwait (Supplementary Figures S14, S15). Agricultural production decreases almost three-fold in Arabian Peninsula and approximately 60 percent in Yemen.
[image: Figure 7]FIGURE 7 | (A–D) Total agricultural production per crop type in the MENA region (in Mt). (E–H) Total demand (consumption) for agricultural crops in the MENA region (in Mt).
At the same time, the reduction in domestic production of agricultural commodities that arises as a result of constraining water in the MENA region can significantly impact the patterns of agricultural trade in the region. If supplies of agricultural commodities drop in one region, other regions will make up for that loss, and demands can still be met. In other words, when water is constrained in the MENA region, agricultural production is reduced due to lack of water. These regions are forced to import their agricultural needs from other regions where water and land resources are not limited. Thus, demand decrease is negligible in the region (Figures 7E–H and Supplementary Figures S16, S17). At the country level, the effects on the agricultural trade are relatively more pronounced for regions such as Iran, Arabian Peninsula and Yemen (Supplementary Figures S18A, B). As these countries face higher costs and depleting water resources, they become even more reliant on importing agricultural commodities; hence, they experience a large decline in their net agricultural exports. The result of these changes in terms of trade is a change in agricultural revenues (Figure 8 and Supplementary Figure S18C). The Middle East region experiences a cumulative loss of over $2 trillion in comparison to the hypothetical UnlimitedWater scenario. This is approximately twice the loss in agricultural revenues in the Middle East region if we were to assume the current investments to stay constant throughout the remainder of the century. Non-etheless, it is important to note that these estimates are based on a comparison to a hypothetical benchmark scenario (i.e., UnlimitedWater) which assumes that all necessary water resources are available. Future research could explore such losses in terms of forgone agricultural revenues across different water management scenarios beyond the one explored in this study.
[image: Figure 8]FIGURE 8 | Implications for the agricultural exports in the MENA region. Total net exports (billion $) in the agricultural sector under the (A) UnlimitedWater and (B) LimitedWater (scenarios. (C) Differences in net agricultural exports in the MENA region. (D) Cumulative change (losses) in net exports (billion $) in the agricultural sector in MENA (LimitedWater vs. UnlimitedWater scenarios).
It is also important to note that there are several assumptions behind these results, notably a robust market for international trade in agricultural products and a willingness of countries to increase their dependence on imported agricultural goods. Were either of these assumptions not to hold in reality—for example, for reasons of food security and self-sufficiency—this might imply smaller changes in domestic production, the use of lower-water crops, greater use of highly-efficient irrigation technologies, and lower domestic consumption. All of these implications would be valuable to explore in future analyses. Also, sensitivity of the investment cost results to changes in interest rate is an issue that should be explored further. The capital recovery factor formulation used in this work is sensitive to changes in interest rates. Interest rates differ from one country to another as well, so this implies the need for more detailed financial analyses of different nexus configurations among countries in the region.
Agriculture is not the only sector influenced by limits on water availability. Because electricity generation uses water for cooling, this sector is also subject to the effects of water availability. Note that a description on how electricity generation is produced in GCAM can be found in Calvin et al., 2019 and in the online GCAM documentation (JGCRI 2022). Overall, the results of this work suggest that the effect on electricity production is negligible (on the order of 0.1 EJ, or 0.5 percent difference between the two scenarios; Supplementary Figure S19). The reason for this is the inherent flexibility of the electricity sector to reduce its water footprint through shifting fuels and water-cooling technologies (Supplementary Figure S20). In addition, the MENA region already relies extensively on cooling technologies with limited withdrawals of renewable water, such as the use of seawater, recirculating cooling, and dry cooling. This means that only modest adjustments are necessary to address water limitations. Indeed, the modest percentage of once-through cooling used in the region shown in Supplementary Figure S20 for the UnlimitedWater scenario is dramatically decreased in the presence of water limits. The water withdrawal-intensity of the once-through cooling technology is roughly an order of magnitude higher than the recirculating cooling technology, so even a small change in fraction in once-through may still yield large reductions in water withdrawals. Non-etheless, water limits do alter the electricity investment profile in the region (Figure 9 and Supplementary Figure S21). Regions that are faced with the most stringent water stress conditions (e.g., Iraq, Arabian Peninsula, Yemen) are likely to incur the highest cost due to additional investments in more expensive power technologies and more expensive cooling options (Supplementary Figure S21A). While most countries experience only a modest increase in investment, the cumulative total through the end of the century exceeds $100 billion for the difference between the LimitedWater and UnlimitedWater scenarios considered here (Figure 9A). In part, this is due to increases of needed investments in more expensive, but lower water-intensive technologies such as solar and wind power (Figures 9B, C). It is interesting to note that these investments would be incurred in scenarios focused on reducing greenhouse gas emissions. Multiple studies (e.g., Kyle et al., 2013; Strzepek et al., 2014; Wallis et al., 2014; Liu et al., 2015) have demonstrated how efforts to decrease greenhouse gas emissions are synergistic with efforts to reduce water consumption for electricity.
[image: Figure 9]FIGURE 9 | (A) Difference in cumulative total investment in the electricity sector between the LimitedWater and UnlimitedWater scenarios. The dashed-black line is the total sum across all 15 GCAM-MENA regions. (B, C) Difference in cumulative total investment in the electricity sector between the LimitedWater and UnlimitedWater scenarios, and by electricity technology. The dashed-black line is the total sum across all 17 technologies (as well as for the entire MENA region).
4 DISCUSSION
Through this study, an analytical framework to analyze the water-energy-food nexus in the MENA region has been developed and illustrated so that it can be used to help formulate integrated (nexus) approaches for water, energy and food activities in the MENA countries. This analytical framework is based on an IAM for the MENA region (GCAM-MENA), which implements an integrated resource (nexus) modeling approach. This research places focus on: i) using GCAM-MENA to analyze the current status of water resources in the region; ii) a scenario analysis focused on water scarcity and potential impacts on other sectors in the region (i.e., agriculture, electricity); and iii) recommendations for further analysis that can inform policy making and contribute to ongoing efforts towards integrated planning at the regional level.
The analysis of current and projected water scarcity results obtained from the GCAM-MENA model show a general trend upwards in the majority of countries of the MENA region, under a variety of climate (RCP) and socioeconomic development (SSP) scenarios. This is reasonable to expect given increased pressure in water resources (increased demand) as a result of population growth, development and other factors. The water scarcity index results are found to be fairly consistent among three climate models used (dry, average and wet), suggesting that water scarcity is dominated by water demands rather than by the climate-influenced water availability (surface and groundwater). It appears that severe and moderate water scarcity around the region advance significantly within the next few decades (i.e., through 2050) throughout the region. Therefore, it is important for MENA countries to be proactive on both the supply side (expand sources, e.g., desalination, water reuse) and demand side (e.g., agricultural efficiency) moving forward.
Two water resources management scenarios (UnlimitedWater and LimitedWater) were comparatively analyzed to understand the effects of constraining water use at the basin level in an effort to curb water demand for multiple uses. Constraining water is found to translate into impacts on water use for agricultural production across a number of crops. Countries can optimize their return on water by choosing different crop mixes, which will lead to different returns on the agricultural water used. Relatively large reductions in agricultural production occur in the Arabian Peninsula (almost 3-fold reduction when limiting water) and Yemen (approx. 60 percent overall reduction) as a result of constraining water demand. This reduction in production of agricultural commodities that arises as a result of constraining water in the MENA region does not necessarily imply a reduction in consumption of agricultural goods, assuming robust international trade, willingness to increase reliance on agricultural imports and existence of financial resources for agricultural imports. Even in this circumstance, however, the reduction in production does have an important impact on the magnitude of agricultural exports from the region; these impacts were found to be more pronounced for regions such as Iran, Arabian Peninsula and Yemen. The result of these changes in terms of trade is a reduction in agricultural revenues through 2,100; The Arabian Peninsula region experiences a cumulative loss of over $1.2 trillion, followed by Iran (over $400 billion), Yemen (over $200 billion) and other countries in the region.
With respect to energy security, countries with the most stringent water stress conditions (e.g., Iraq, Arabian Peninsula, Yemen) are likely to incur the highest cost due to additional investments in more expensive power technologies and cooling options. We estimate over $100 billion in additional investments for the difference between the LimitedWater and UnlimitedWater scenarios. However, there are other dimensions to the investment story. For example, wind and solar PV investments in the region have the dual benefit of less water use and less greenhouse gas emissions from the power sector as opposed to having these electrons generated from fossil fuels such as liquid fuels or natural gas. Furthermore, many countries in the MENA region (e.g., Morocco, Saudi Arabia, United Arab Emirates, among others) have made ambitious climate mitigation targets to achieve net-zero emissions by mid-century (Climate Action Tracker, 2022), thus, understanding the interplay between climate security and the WEF nexus in the MENA region is critically important especially given that infrastructural investments often last for decades.
By providing an economic quantitative framework for integrated analysis of water supply and demand, multiple demand sectors, climate inputs, and other forcing factors such as land use change, policy interventions and technological developments, integrated assessment models such as GCAM-MENA provide a viable tool to explore additional issues related to the water-energy-food nexus. As noted by Albrecht et al. (2018), there is a lack of models and analytical tools to address nexus trade-offs. Further research along these lines can be focused on such issues as the implications of water reuse (particularly wastewater recycling) as a future water supply and its effect on urban services, food and energy security; the effects of sudden extreme events or shocks of physical or socioeconomic natures; the repercussions of removing existing distortions (i.e., subsidies) in water availability and distribution in the future; the economic costs (of inaction) of non-cooperation across basins/countries/regions and the potential benefits of cooperation; quantify tradeoffs in water availability and its impact on major economic sectors; define effective adaptation strategies/investments that are necessary to mitigate the impact of climate change on water scarcity and stress; identify and plan key investments at regional and country levels to address economic water scarcity.
The analysis performed through this research can contribute to identify synergies to meet sectoral needs in a manner consistent with regional goals of environmental sustainability, water-energy-food security and socioeconomic development. The results of this analysis can be used to incorporate nexus approaches in the formulation of planning practices and design investments in the region. This work can contribute to building integrated planning capabilities in MENA countries and help flag any potential constraints and opportunities that may arise from an integrated long-term view at water, energy and food needs in the region. Climate change impacts are also incorporated in this exercise in order to facilitate robust and resilient WEF sector development planning. It is important to note that the analytical framework developed for this analysis could be transferrable to other geographical regions for extensive and holistic WEF nexus research.
Managing the water-energy-food nexus in the region and satisfying the future water needs of all sectors is a strategic challenge for the MENA region for the coming years. In some parts of the region, the combined effects of population growth, increasing hydrological variability and climate change may result in increased reliance on relatively energy-intensive water supply options. At the same time, agriculture is expected to continue to pose major pressures on the region’s diminishing water supplies. The nexus poses not only challenges for sustainability in the MENA region, but also for the region’s food, energy and water security, and improving its social, economic and political stability.
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Forests provide several critical ecosystem services that help to support human society. Alteration of forest infrastructure by changes in land use, atmospheric chemistry, and climate change influence the ability of forests to provide these ecosystem services and their sensitivity to existing and future extreme climate events. Here, we explore how the evolving forest infrastructure of the Midwest and Northeast United States influences carbon sequestration, biomass increment (i.e., change in vegetation carbon), biomass burning associated with fuelwood and slash removal, the creation of wood products, and runoff between 1980 and 2019 within the context of changing environmental conditions and extreme climate events using a coupled modeling and assessment framework. For the 40-year study period, the region’s forests functioned as a net atmospheric carbon sink of 687 Tg C with similar amounts of carbon sequestered in the Midwest and the Northeast. Most of the carbon has been sequestered in vegetation (+771 Tg C) with more carbon stored in Midwestern trees than in Northeastern trees to provide a larger resource for potential wood products in the future. Runoff from forests has also provided 4,651 billion m3 of water for potential use by humans during the study period with the Northeastern forests providing about 2.4 times more water than the Midwestern forests. Our analyses indicate that climate variability, as particularly influenced by heat waves, has the dominant effect on the ability of forest ecosystems to sequester atmospheric CO2 to mitigate climate change, create new wood biomass for future fuel and wood products, and provide runoff for potential human use. Forest carbon sequestration and biomass increment appear to be more sensitive to heat waves in the Midwest than the Northeast while forest runoff appears to be more sensitive in the Northeast than the Midwest. Land-use change, driven by expanding suburban areas and cropland abandonment, has enhanced the detrimental heat-wave effects in Midwestern forests over time, but moderated these effects in Northeastern forests. When developing climate stabilization, energy production and water security policies, it will be important to consider how evolving forest infrastructure modifies ecosystem services and their responses to extreme climate events over time.
Keywords: forest carbon sequestration, forest biomass increment, forest biomass burning, forest carbon offsets, forest runoff, extreme climate effects, land-cover change, suburban expansion
1 INTRODUCTION
Forest ecosystems are a dominant component of the nature-based infrastructure (NBI) in both the Northeastern and Midwestern regions of the United States. The wooded ecosystems provide society with a range of services that affect the energy and water balances of the two regions. These ecosystem services include sequestration of atmospheric carbon dioxide (CO2) into vegetation biomass and soil organic matter to help mitigate climate change (Anderson-Teixeira et al., 2021; Canadell et al., 2021; Defries et al., 2022); the provision of vegetation biomass for fuel, paper products and construction materials (Birdsey and Lewis, 2003; FAO, 2019); and regulation of water supplies (Ellison et al., 2012; Khand and Senay, 2021; McNulty et al., 2021; Singh and Basu, 2022; Yu et al., 2022) for human use.
Forest ecosystem services are interlinked such that management designed to promote one service may have unintended consequences on others. The availability of biomass depends on the ability of vegetation to create new biomass (i.e., sequester carbon in vegetation) when the creation of new tissue by photosynthesis is greater than the loss of biomass from tissue death, consumption, and mortality or removal associated with human and natural disturbances (e.g., fire, wind). The loss of vegetation biomass as litterfall or mortality can lead to carbon sequestration in soils when these carbon inputs are greater than the loss of soil organic carbon to the atmosphere from decomposition. While the decomposition of soil organic matter returns carbon back to the atmosphere to possibly enhance global warming, this decomposition also releases nutrients, like nitrogen, that ultimately can support tree growth. Because the carbon:nitrogen ratios of woody tissues are significantly higher than those for soil organic matter (Melillo, 1996), the vegetation uptake of nitrogen released by decomposition can lead to larger amounts of carbon sequestered by vegetation than is lost from soil organic matter through decomposition (Melillo et al., 2011). The structure of soil organic matter also enhances the ability of vegetation to obtain water and nutrients for growth (Hoffland et al., 2020). As the characteristics of forest vegetation and soils vary across a region, the ability of forests to provide ecosystem services will also vary. In addition, these ecosystem services can change over time as forests mature after disturbances (Margalef, 1963) or evolve in response to changes in land management, atmospheric chemistry, and climate (Swanston et al., 2018; Canadell et al., 2021). These changes in forest NBI may also affect the sensitivity of ecosystem services to extreme climate events (Frank et al., 2015).
Ecosystem services associated with forest NBI supplement services provided by traditionally-engineered infrastructure (TEI, e.g., buildings, bridges, electrical grids, dams, water treatment plants, sewage treatment plants). However, competition for land between forest NBI and TEI can affect the ability of these infrastructures to provide services to society. Improved understanding of the ecosystem services provided by forests and their sensitivity to extreme climate events can inform policymakers on how to more effectively integrate maintenance of forest NBI with TEI as “policy levers” to help meet societal needs, including climate stabilization and energy and water security, as well as avoid conflicts between the use of these infrastructures to meet these needs.
In this study, we focus on how the NBI and ecosystem services associated with forests in the Midwest and Northeast United States have evolved from 1980 to 2019. The forest NBI of both regions has been heavily impacted by humans for centuries, but the regions have different land-use histories (Lu et al., 2015). Beginning in the last half of the 1800s, farmers abandoned large areas of cropland to forests in the Northeast (Compton and Boone, 2000) and moved to take advantage of better soils in other regions, particularly the Midwest. As a result, most of the Northeast is currently covered with secondary forests, whereas most of the Midwest is covered by agriculture (Figure 1E). Interestingly, the two regions have similar areas of forests in 1980 (Table 1) even though the total area of the Midwest is about 2.5 times larger than the Northeast (Supplementary Table S1). Thus, forests cover about 59% of the land area in the Northeast and only 22% of the land area in the Midwest. In our analyses, we examine: 1) how forest NBI varies among states in the Midwest and Northeast at the beginning of the study period; 2) how forest NBIs and ecosystem services in the Midwest and Northeast United States have change from 1980 to 2019; 3) the relative roles of various environmental factors (Figure 1) in causing these changes; 4) how the changes in forest NBI influence the responses of ecosystem services to extreme climate events; and 5) how the representation of forest NBI affects estimates of ecosystem services provided to human society by forests.
[image: Figure 1]FIGURE 1 | Temporal variations in (A) atmospheric CO2 concentrations, (B) air temperature, (C) AOT40 ozone index, (D) precipitation, and (E) land cover for the Midwest and Northeast United States used as inputs to TEM. The entire C-FEWS region experience the same temporal variations in atmospheric CO2 concentrations (black line in A). Note the difference in scale of land cover area between the Midwest and Northeast regions. Vertical dashed line in (E) represents the 1980 beginning of the 40-year study period.
TABLE 1 | Distribution of forested area and carbon stocks in the C-FEWS region during January1980 based on Baseline stand ages.
[image: Table 1]2 MATERIALS AND METHODS
To create a more comprehensive approach for evaluating the costs and benefits of NBI and TEI to provide services to sustain food, energy, and water for human society and to identify potential conflicts between these infrastructures, we have developed the C-FEWS modeling framework [Vörösmarty et al., this issue (a)]. In this study, we use a modified version of the Terrestrial Ecosystem Model (TEM 4.4) within the C-FEWS modeling framework to quantify the ecosystem services provided by forest NBI in the Midwest and Northeast United States. Ecosystem services estimated by TEM 4.4 include net carbon sequestration as represented by net carbon exchange, biomass increment, the production of paper and lumber products, and water yield. In addition, we quantify the carbon emissions from land conversion or rotational timber harvest that might be managed with carbon capture and storage to further mitigate climate change. All monthly carbon and water fluxes and pools are estimated at a spatial resolution of 0.1° latitude by 0.1° longitude for the 14,648 grid cells that comprise the Midwest and the 6,120 grid cells that comprise the Northeast. The gridded estimates are then aggregated to state and regional levels for analyses to provide inputs to the economic valuation model of the C-FEWS framework, which requires input data at this scale. Aggregation can also reveal macro-level FEWS responses to climate and other forcings, which can be obscured by a focus on the individual grid cell basis. In fact, our analysis can provide both perspectives. The Midwest United States covers Illinois, Indiana, Iowa, Michigan, Minnesota, Missouri, Ohio, and Wisconsin. The Northeast United States covers Connecticut, Delaware, Maine, Maryland, Massachusetts, New Hampshire, New Jersey, New York, Pennsylvania, Rhode Island, Vermont, Washington D. C., and West Virginia. The combined regions of the Midwest and Northeast United States are referred as the C-FEWS region as currently defined in the C-FEWS framework.
Below, we briefly describe modifications to TEM 4.4 and how the modified TEM 4.4 estimates the output variables used in this study; the gridded input data sets used to drive TEM 4.4 including the development of the land cohort time-series data set used to represent land-use history; the simulation protocol used by the model to determine the simulated initial conditions for January of 1980 and the monthly estimates for the study period from 1980 to 2019; and four sets of simulation experiments. The first set of simulation experiments is used to assess the relative importance of land-use change, CO2 fertilization, ozone pollution, and climate on net carbon exchange, biomass increment, and water yield. The second set is used to assess the effects of extreme climate events on annual net carbon exchange, biomass increment, and water yield over the study period. The third set is used to assess how an increased frequency of heat waves may have affected net carbon exchange, biomass increment and water yield during the decade of the 2010s. The fourth set is used to assess how the representation of forest NBI affects carbon sequestration, biomass increment and ecosystem carbon storage.
2.1 Terrestrial ecosystem model (TEM4.4)
The TEM 4.4 is a process-based biogeochemistry model that uses spatially referenced information on atmospheric chemistry, climate, elevation, soil texture, and land cover to estimate monthly fluxes and pool sizes of carbon, nitrogen, and water among vegetation, soils, and the atmosphere. The model is well documented and has been used to examine patterns of land carbon dynamics across the globe including how they are influenced by multiple environmental factors such as CO2 fertilization, ozone pollution, climate change and variability, and land-use change (Felzer et al., 2004; Felzer et al., 2005; Reilly et al., 2007; Sokolov et al., 2008; Melillo et al., 2009; Galford et al., 2010; Galford et al., 2011; Reilly et al., 2012; Kicklighter et al., 2014; Melillo et al., 2016; Sokolov et al., 2018).
This version of TEM has been modified to account for how urban and suburban areas affect regional carbon, nitrogen, and water dynamics. Urban and suburban areas are represented as time-varying mosaics of impervious surfaces, lawns, and trees (Supplementary Material S1). Similar to Lu et al. (2013), lawns and urban/suburban trees are allowed to gain and lose carbon, but no such fluxes are assumed to occur in areas covered by impervious surfaces. Urban areas contain more impervious surfaces per unit area than suburban areas because of their higher population density. In contrast, suburban areas contain more open spaces covered by grasses and trees than urban areas. The relative proportion of these subcomponents of the urban and suburban mosaics vary spatially as prescribed by land cover data sets as described in Supplementary Material S1.
Below, brief descriptions are provided on how the modified TEM 4.4 estimates land carbon sequestration; biomass increment; carbon emissions from land conversion or rotational forestry; the production and fate of paper products, and construction materials; and water yield.
2.1.1 Forest carbon sequestration and vegetation biomass availability
In this study, TEM 4.4 estimates forest carbon sequestration (∆ForC) as follows:
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The amount of carbon sequestered or lost from the vegetation over a specified time period (∆VegC) is defined as biomass increment. Similarly, the amount of carbon sequestered or lost from soil organic matter over a specified time period (∆SOC) is soil organic matter increment or SOM increment. The amount of carbon sequestered in the forest vegetation and soil organic matter can be estimated from the net balance of the TEM-simulated carbon fluxes into and out of each of these pools for a specified time period:
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where NPP is net primary production (g C m−2 mo−1), EC is the carbon emissions associated with rotational timber harvests or the conversion of natural land to agricultural or urban/suburban land and includes emissions from burning slash and fuelwood (i.e., burned biomass, g C m−2 mo−1), LtrfalC is litterfall carbon (g C m−2 mo−1); SlashC is the amount of carbon in slash transferred to soil organic matter during rotational timber harvests or the conversion of natural land to agricultural land or urban/suburban land (g C m−2 mo−1); WoodProdC is the amount of carbon in wood transferred during rotational timber harvests or the conversion of natural land to agricultural land or suburban/urban areas to paper products and construction materials (g C m−2 mo−1); and RH is heterotrophic respiration (g C m−2 mo−1) associated with decomposition.
Vegetation biomass availability depends on standing stocks of vegetation. Biomass increment (∆VegC) indicates year-to-year changes in vegetation biomass. New biomass is determined as the accumulated amount of annual biomass increments that occur since January of 1980 (e.g., January 1980 through December 2019).
2.1.2 Fate of vegetation biomass from timber harvest and land conversion
In addition to carbon sequestration in forest ecosystems, TEM 4.4 keeps track of the fate of the wood products derived from the timber harvested from forest ecosystems. Wood products are stratified into annual cohorts of paper products and construction materials. All wood products are assumed to remain in the grid cell where the timber was harvested for these products. Carbon in these wood-product cohorts is assumed to be released back to the atmosphere at a linear rate based on the amount of carbon created for that cohort (McGuire et al., 2001). Thus, carbon stocks of these cohorts are diminished implicitly from both decomposition and burning of wood products. The monthly change in carbon stored in wood products (∆WoodProdC, g C m−2 mo−1) is estimated as follows:
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where PaperProdC is the TEM-simulated transfer of carbon in wood to paper products from timber harvest (g C m−2 mo−1); LumberProdC is the TEM-simulated transfer of carbon in wood to construction materials from timber harvest (g C m−2 mo−1); PaperDecayC is the TEM-simulated carbon emission to the atmosphere associated with the decomposition and burning of paper products (g C m−2 mo−1); and LumberDecayC is the TEM-simulated carbon emission to the atmosphere associated with the decomposition and burning of construction materials (g C m−2 mo−1).
When timber harvests occur either from rotational forestry or the conversion of forested land to agricultural or urban/suburban lands, prescribed proportions of the harvested tree biomass are allocated (McGuire et al., 2001) as follows: 1) 33% of tree biomass is left as slash (SlashC) that enters the soil organic carbon pool; 2) 40% of tree biomass is emitted to the atmosphere as carbon from burned slash or fuelwood (EC); 3) 20% of tree biomass is removed to create paper products (PaperProdC); and 4) 7% of tree biomass is removed to create construction materials (LumberProdC). The amount of forest carbon lost to EC and the various carbon pools depends on the amount of carbon in tree biomass at the time of the timber harvest.
SlashC is assumed to enter the soil organic carbon pool and decomposes over time at the rate of soil organic matter decomposition (RH), which is influenced by the local climate conditions. As some slash and fuelwood require time to dry out before burning properly, SlashC and EC are assumed to be linearly transferred each month for a year. Although EC is an aggregated flux of carbon from both burned slash and fuelwood, it represents a quantity of carbon that could be redirected toward the production of biofuels (Lippke et al., 2011). SlashC might also be considered as a resource for biofuel production, but most of this slash is underground as roots, which would be more difficult to exploit than the aboveground portions of slash, which are mostly assumed to be part of EC.
Paper products are assumed to have a lifetime of 10 years. In TEM, carbon in paper products is assumed to be linearly released to the atmosphere monthly from decomposition and burning over the 10-year period as PaperDecayC. Similarly, construction materials are assumed to have a lifetime of 100 years with carbon linearly released to the atmosphere monthly from decomposition and burning over the 100-year period as LumberDecayC. The relatively long decomposition times of paper products and construction materials contribute to the legacy effects of land-use change on carbon source/sink dynamics in addition to the effects of regrowing forests.
Net carbon exchange of forest ecosystems and their wood products with the atmosphere (NCE) is determined as follows:
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All of the carbon fluxes (g C m−2 mo−1) in Sections 2.1.1, 2.1.2 have been described in detail in previous publications (Raich et al., 1991; McGuire et al., 1992; McGuire et al., 1997; Tian et al., 1999; McGuire et al., 2001; Tian et al., 2003; Felzer et al., 2004; Sokolov et al., 2008).
2.1.3 Water availability for human use
Humans depend on both surface water and groundwater to support their water resource systems. In this study, we examine how historical changes in forests influence the availability of surface waters as affected by runoff. Runoff is the result of precipitation inputs, losses of water back to the atmosphere from evapotranspiration, and any changes in water stored on land.
Evapotranspiration depends on the atmospheric demand for water and the supply of soil water available to satisfy that demand. In TEM 4.4, the monthly atmospheric demand for water is represented as monthly potential evapotranspiration (PET), which is estimated as a function of mean monthly air temperature and mean monthly solar radiation (Jensen and Haise, 1963). The supply of soil water available to satisfy the atmospheric demand depends on rainfall, snowmelt recharge, and changes in soil moisture. Monthly evapotranspiration is assumed to be equal to PET during wet months and is estimated as a function of available soil water during dry months (Vörösmarty et al., 1989).
Monthly runoff is estimated as water yield (mm mo−1) based on algorithms of the Water Balance Model (WBM) by Vörösmarty et al. (1989). To determine the potential available water supply for humans, we aggregate TEM water yield estimates across area and time to estimate runoff in units of billion cubic meters.
2.2 Input data
To develop gridded estimates across the C-FEWS region, TEM 4.4 uses gridded data sets of elevation and soil texture, and gridded time-series data sets of monthly solar radiation, air temperature, precipitation, an index of accumulated hourly ozone over a threshold of 40 ppbv (AOT40), and annual land cover from 1699 to 2019. The input data before 1980 is used by TEM 4.4 to determine the initial forest NBI conditions at the beginning of the study period (1980–2019). All gridded TEM estimates and input data are organized at a spatial resolution of 0.1° latitude × 0.1° longitude. This spatial resolution has been chosen based on the spatial detail available in the source data used to develop the input data sets and the computational resources required by the various models of the C-FEWS framework to conduct simulations. In addition, TEM uses a time series of annual mean global atmospheric carbon dioxide concentrations. Below, we describe the development of the gridded time-series input data.
2.2.1 Elevation
Gridded elevation data (meters) for the globe are based on Lehner et al. (2008), which has a spatial resolution of 30 arc-seconds (0.0083°). Nearest neighbor remapping is used to aggregate the data to the 0.1° resolution based on the Earth System Modeling Framework (Hill et al., 2004).
2.2.2 Soil texture
Gridded soil texture data (fraction sand, fraction silt, fraction clay) for the globe are based on Shangguan et al. (2014). The original data is at a spatial resolution of 30-arc-seconds (0.0083°). Nearest neighbor remapping is used to aggregate the data to the 0.1° resolution based on the Earth System Modeling Framework (Hill et al., 2004).
2.2.3 Climate
Gridded time series data for monthly air temperature (°C), precipitation (mm mo−1) and net solar radiation (W m−2) are based on North American Land Data Assimilation System (NLDAS-2) climate data (Xia et al., 2012). The NLDAS-2 data are originally available at the 0.125° spatial resolution and covers North America from 1 January 1979 to present. The NLDAS-2 data is re-gridded to the 0.1° resolution using the Earth System Modeling Framework (Hill et al., 2004). The air temperature (K) and downward solar radiation (W m−2) are bilinear interpolated to the 0.1° spatial resolution and then aggregated to the monthly resolution by determining monthly means. The units for air temperature are converted from Kelvin to degrees Celsius by subtracting 273.15 from the NLDAS-2 air temperature data. The first-order conservative method is used for regridding precipitation (mm hr−1) to the 0.1° spatial resolution, and then summed to obtain units of mm mo−1 for input into TEM.
Climate data from the Climate Research Unit of the University of East Anglia (CRU 4.04, Harris et al., 2020) is used to backcast the NLDAS-2 data back from year 1980 to year 1699. First, the CRU data for air temperature, precipitation, and cloudiness between 1901 and 2019 is extended back to year 1700 based on repeating a detrended climate from 1901 to 1930. This data has a spatial resolution of 0.5°. Second, the CRU climate data for 1699 is determined as the mean monthly climate data of the 30-year detrended data. Third, the twenty five 0.1° resolution within each 0.5° grid cell is assigned the same monthly value as the 0.5° grid cell for the extended CRU climate data from 1699 to 2019. Fourth, a net incoming solar radiation data set is estimated from the 0.1° CRU cloudiness data (Pan et al., 1996). Fifth, the mean monthly values for both the CRU-derived 0.1° data and the NLDAS-2 0.1° data are determined for the years 1980–2019. Sixth, monthly anomalies from the mean monthly CRU data are determined for years 1699–1979 as differences for air temperature and as ratios for net incoming solar radiation and precipitation. The resulting monthly air temperature anomalies are added to the mean monthly NLDAS-2 data to extend the NLDAS-2 data back to 1699. The resulting monthly precipitation anomalies are multiplied by the respective mean monthly NLDAS-2 data to extend the NLDAS-2 data back to 1699.
2.2.4 Atmospheric chemistry
Gridded time series data for monthly AOT40 (ppbv-hr) to 1699 to 2019 across the globe are based on ozone estimates from simulations by the Massachusetts Institute of Technology (MIT) Integrated Global System Model linked to the National Center for Atmospheric Research (NCAR) Community Atmospheric Model (IGSM-CAM, Monier et al., 2013). The original data is at a spatial resolution of 0.5°. For this study, the twenty-five 0.1° resolution grid cells within each 0.5° grid cell is assigned the same monthly value as the 0.5° grid cell.
In addition, TEM uses a time series of annual mean global atmospheric carbon dioxide concentrations (ppmv) based on Meinshausen et al. (2011) from 1860 to 2005 and Dlugokencky and Tans (2021) for years 2006–2019. Carbon dioxide concentrations before 1860 are assumed to be the same as during 1860.
2.2.5 Land cover
Land cover is represented as a gridded time-series data set of land-cover cohorts at the 0.1° spatial resolution from 1699 to 2019. A disturbance cohort approach (Reilly et al., 2012; Lu et al., 2013) is used to track the effects of land-use change on terrestrial carbon, nitrogen, and water stocks and fluxes from 1700 to 2019. Before 1700, the C-FEWS region is assumed to have been covered by minimally disturbed natural vegetation or potential vegetation. Starting from the potential vegetation map, which represents the land cover distribution assumed for the year 1699, land-cover cohorts within each 0.1° grid cell are created or modified (divided) from 1700 to 2019 according to the timing of land conversions or timber harvests. These land-use changes are determined from net changes in annual land cover distributions, which in turn, are developed by using a rule-based priority approach (Meiyappan and Jain, 2012) to combine information from Ramankutty and Foley (1999), Lu et al. (2013), Hurtt et al. (2020), the National Land Cover Database (NLCD, Homer et al., 2020), MODIS (Friedl et al., 2002), and the Cropland Data Layer (NASS, 2022) as described in Supplementary Material S2. The resulting cohort data describes land-use changes among primary vegetation (i.e., undisturbed natural vegetation), secondary vegetation (i.e., human-disturbed natural vegetation), and intensively managed lands (i.e., croplands, pastures, urban and suburban areas). These changes include the conversion of natural lands to intensively managed lands, the abandonment of intensively managed lands to natural lands, and changes in management (e.g., croplands to suburban areas). With disturbance, the age of a new cohort (e.g., a forest stand) is initially set to zero but then increases annually until the next disturbance, when its age is reset to zero. For secondary forests, a rotational timber harvest is assumed to occur every 160 years if no other disturbance is estimated to occur to that cohort within that time frame. This rotation age is consistent with the average life-span of 130–200 years for forests in this region (Pan et al., 2011). In the cohort data set, the original potential vegetation of each cohort is also tracked through time.
2.3 Simulation protocol
To develop regional estimates during a TEM simulation, carbon, nitrogen, and water dynamics are first initialized to equilibrium conditions based on the initial potential natural vegetation cohorts in a grid cell using the input data for year 1699. Then, after a disturbance associated with creating the land use distribution in 1700 is introduced, a spin-up period of 150 years occurs to allow the carbon, nitrogen, and water dynamics of the newly created cohorts to come back into a dynamic equilibrium with a simulated environment that includes variable climate conditions, but constant atmospheric chemistry and no additional disturbances. After the spin-up period, transient carbon, nitrogen, and water dynamics are simulated for a growing number of cohorts from year 1701–2019, as prescribed by the cohort data sets, under a simulated environment that includes variable climate and atmospheric chemistry conditions. Details of this simulation protocol are given in the Supplementary Material S3.
2.4 Simulation experiments
2.4.1 Relative effects of environmental and management factors
A series of TEM simulations is conducted to evaluate the relative importance of various environmental and management factors on forest NBI and ecosystem services. These simulations include: 1) a baseline simulation where all environmental conditions, except elevation and soil texture, are allowed to change over time (Baseline); 2) a simulation similar to the Baseline simulation, but no land cover changes occur after 1980 (Const LULC); 3) a simulation similar to the Baseline simulation, but atmospheric carbon dioxide concentrations remain at the 1980 level after 1980 (Const CO2); and 4) a simulation similar to the Baseline simulation, but the monthly AOT40 index values remain at the 1980 levels after 1980 (Const AOT40).
The effects of various environmental factors on ecosystem services are determined from the results of the above TEM simulations as follows. The land-use change effects are determined by subtracting the results of the Const LULC simulation from the corresponding results of the Baseline simulation. The CO2 fertilization effects are determined by subtracting the results of the Const CO2 simulation from the corresponding results of the Baseline simulation. The ozone pollution effects are determined by subtracting the results of the Const AOT40 simulation from the corresponding results of the Baseline simulation. Finally, climate effects are determined by summing the corresponding land-use change effects, the CO2 fertilization effects, and the ozone pollution effects and then subtracting this sum from the corresponding results of the Baseline simulation.
2.4.2 Effects of historical extreme climate events
To examine how the impacts of extreme climate events on forest NBI and ecosystem services may have changed over the 40-year study period, 3 years containing an extreme climate event have been chosen: 1 year towards the beginning of the study period, 1 year in the middle of the study period, and 1 year towards the end of the study period. Each calendar “year” is analyzed as a 5-year event consisting of the target year plus the prior 2 years and the following 2 years, as detailed below. Four types of extreme climate events are considered: heat waves, cold waves, drought, and extreme precipitation events, which may differ in timing between the Midwest and Northeast United States. For heat waves, 1988, 2003, and 2012 have been chosen for the extreme years in the Midwest and 1988, 2002, and 2016 for the extreme years in the Northeast based on the area-weighted number of 3-day events between April and September where the maximum air temperature is greater than the 95th percentile and the heat index is greater than 35°C [Vörösmarty et al., this issue (a)]. For cold waves, 1983, 1995, and 2015 have been chosen for the extreme years in the Midwest and 1990, 1997, and 2016 for extreme years in the Northeast based on the area-weighted number of 3-day events where the air temperature is less than or equal to −6.7°C [Vörösmarty et al., this issue (a)]. For extreme precipitation events, 1982, 2002, and 2015 have been chosen for the extreme years in the Midwest and 1983, 1996, and 2009 for the extreme years in the Northeast based on the area-weighted number of days when precipitation exceeds 5 cm day−1 [Vörösmarty et al., this issue (a)]. For droughts, 1988, 2000, and 2011 have been chosen for the extreme years in the Midwest and 1989, 1999, and 2017 for the extreme years in the Northeast based on a newly developed Drought Intensity Score [Vörösmarty et al., this issue (a)], which is defined by the area-weighted 3-month Standard Precipitation Index (SPI-3). The SPI-3 is the number of standard deviations by which the observed anomaly deviates from the long-term mean over a 3-month duration (Guttman, 1999; World Meteorological Organization, 2012). A DIS score greater than 4 indicates a severe drought whereas a DIS score less than 2 indicates a very mild drought or no drought at all [Vörösmarty et al., this issue (a)].
To evaluate the impact of each extreme climate event on an ecosystem service (XClmeff), the value of an ecosystem service during a year containing an extreme event (Ycd) is compared to the mean of the ecosystem service value for the “non-extreme” year that is 2 years before the extreme climate event ([Yb2]) plus the ecosystem service value for the “non-extreme” year that is 2 years after the extreme climate event ([Ya2]):
[image: image]
XClmeff estimates are then compared among the three time periods to look for temporal trends in extreme climate effects. Trends in extreme climate effects are considered for the following ecosystem services estimated by TEM 4.4: net carbon exchange, biomass increment, and water yield.
2.4.3 Effects of increasing frequency of heat waves
Heat wave frequency appears to be increasing and may continue to increase in the future (USGCRP, 2017). To explore how an increasing frequency of extreme heat waves might affect forest NBI and associated ecosystem services of the Midwest and Northeast United States in the future, we have developed the following simulation experiment. First, new air temperature, precipitation, and solar radiation data sets have been developed to represent a climate with increased heat wave frequency during the decade of the 2010s by replacing the Baseline climate conditions for this decade with the climate conditions of 2012–2014 for the Midwest and the climate conditions of 2016–2018 repeated three times [Vörösmarty et al., this issue (a)]. Then, the new climate data containing the three heat wave events in each region (Figure 2) are used to drive TEM 4.4.
[image: Figure 2]FIGURE 2 | Temporal variations in annual (A) air temperature, (B) net solar radiation, and (C) precipitation for the Midwest and Northeast United States used as inputs to TEM to explore the effects of increased frequency of heat waves on forest infrastructure and associated ecosystem services.
To evaluate the potential impact of an increased heat wave frequency on an ecosystem service (Heateff) in the future, the mean value of an ecosystem service during the decade of the 2010s estimated from the Baseline simulation (Baseline2010s) is subtracted from the mean value of the ecosystem service during the decade of the 2010s estimated from the simulation using the climate with the three extreme heat wave events (Heat2010s):
[image: image]
The effects of increased heat wave frequency on the following ecosystem services estimated by TEM 4.4 are considered in this analysis: net carbon exchange, biomass increment, and water yield.
2.4.4 Effects of forest NBI
The representation of forest NBI has been shown to influence forest carbon sequestration and represents a mechanism by which past disturbances to forests may influence contemporary carbon dynamics (Lu et al., 2013; Lu et al., 2015). Forest NBI changes based on the time since the last disturbance to a forest ecosystem occurred (i.e., stand age) as trees regrow. When the stand age distributions of forests in our land cover data set for the year 2005 are compared state by state to the corresponding data developed by Lu et al. (2015) to match the high-resolution (1 km2) forest stand age distribution of Forest Inventory and Analysis (FIA) data (Pan et al., 2011), a large proportion of our forest cohorts in most states are found to be older than that indicated by the FIA data. Illinois and Iowa are the exceptions where our land cover data sets indicate younger forests in these states than the FIA data. The older forests stands may be a result of our approach of implementing a timber harvest whenever a secondary forest stand becomes 160-years old, which probably did not account for all the human and natural disturbances (e.g., fires) that occurred to that forest stand. To account for these potential additional disturbances, a new land cover data set has been developed by implementing additional timber harvests on secondary forest cohorts of different stand ages on a trial-and-error basis until the stand age distribution of state forests in the new data set approximately matches the corresponding distribution described by the Lu et al. (2015) FIA-corrected data.
The new FIA-corrected land cover data set is then used with other Baseline input data sets to drive TEM 4.4 to estimate vegetation carbon, reactive soil organic carbon, net carbon exchange, biomass increment, soil organic matter increment, wood products, and burned biomass. To assess how the representation of forest NBI influences ecosystem services, the FIA-corrected estimates are compared to the corresponding Baseline estimates.
3 RESULTS
3.1 Initial characteristics of forest NBI
At the beginning of the study period (January, 1980), TEM estimates that forests in the C-FEWS region contained 17.3 Pg C with about equal amounts of carbon stored in forests of the Northeast (8.8 Pg C) and the Midwest (8.5 Pg C). The carbon associated with the forests of the C-FEWS region is distributed mainly between vegetation and soils, with much smaller amounts contained in wood products derived from previous timber harvests. About one-half of the initial carbon stocks in these forests is in vegetation biomass (8.2 Pg C or 133.3 Mg C ha−1), with similar amounts stored in vegetation of the Northeast (4.15 Pg C or 131.3 Mg C ha−1) and the Midwest (4.03 Pg C or 135.4 Mg C ha−1). About a quarter of the initial carbon stocks is in reactive soil organic matter (4.6 Pg C or 74.6 Mg C ha−1), with similar amounts stored in the Northeast (2.34 Pg C or 74.1 Mg C ha−1) and the Midwest (2.24 Pg C or 75.1 Mg C ha−1). In addition to reactive soil organic matter, we assume there is about an equal amount of carbon stored as non-reactive soil organic matter that is distributed between the Midwest and Northeast similarly to the reactive soil organic carbon. This non-reactive soil organic carbon is assumed to be stable and does not contribute either to land carbon source/sink dynamics or to nutrient availability to affect vegetation growth. To determine total carbon stocks in the forest ecosystems, we sum the carbon stocks in vegetation, reactive soil organic matter, and non-reactive soil organic matter. Within each region, the larger states tend to contain more carbon in forests than the smaller states even though forests in smaller states may have a higher carbon density (Table 1). In addition to the total amount of carbon stored in the forest ecosystems, we keep track of the amount of carbon stored in paper products and construction materials offsite in the grid cell. The amount of carbon stored in paper products is 0.02 Pg C in 1980 and the amount stored in construction materials is 0.35 Pg C. The Midwest stored about three times the paper products and twice the lumber products as the Northeast.
3.2 Changes in forest NBI and ecosystem services
Forests influence the carbon balance between land and the atmosphere (Figure 3) by changes in carbon stocks of vegetation and soil organic matter and the eventual fate of wood as fuel or wood products (i.e., paper, construction materials). During the 40-year study period (1980–2019), changes in environmental and management conditions (Figure 1) modified the distribution of carbon among forest components in the C-FEWS region. Overall, the forest ecosystems of the C-FEWS region gained 798 Tg C of “new” carbon by sequestering carbon dioxide from the atmosphere during the study period. The Northeastern forests gained a little bit more carbon (414 Tg C) than the Midwestern forests (384 Tg C). Although the vegetation in Midwestern forests gained more carbon (459 Tg C) than the Northeastern forests (312 Tg C), the Midwestern forests lost soil organic carbon (−75 Tg C) whereas the Northeastern forests gained soil organic carbon (102 Tg C) during this time.
[image: Figure 3]FIGURE 3 | Cumulative net carbon fluxes and net changes in carbon storage (Tg C) among the atmosphere, forest vegetation, forest soils, and wood products for the 40-year study period (1980–2019) for (A) the Midwest United States, (B) the Northeast United States, and (C) the C-FEWS region.
In contrast to the carbon sequestered by forest ecosystems in the C-FEWS region, the amount of carbon stored in wood products from these forests declined by 111 Tg C over the 40-year study period with 63 Tg C lost from the Midwest and 48 Tg C lost from the Northeast (Figure 3). The decomposition of wood products represents legacy effects on contemporary land-atmosphere carbon balance from timber harvests that occurred up to 100 years ago. The decrease in the carbon stocks of these wood products suggests that the frequency and/or area of timber harvests have diminished over the last 100 years. As a result, TEM estimates of net carbon exchange indicate that forests of the C-FEWS region are responsible for sequestering 687 Tg C from the atmosphere over the 40-year study period with similar amounts of carbon sequestered in the Midwest (321 Tg C) and Northeastern forests (366 Tg C).
Based on data from the U. S. Energy Information Administration (USEIA, 2022), a total amount of 23,426 Tg C of energy-related fossil fuel emissions is estimated to be released from the C-FEWS region during the 40-year study period with 13,304 Tg C released from Mideastern states and 10,122 Tg C released from Northeastern states. When compared to energy-related fossil fuel emissions (Eff, USEIA, 2022), cumulative forest net carbon exchange of the C-FEWS region over the 40-year study period offsets only 3% of the corresponding cumulative fossil fuel emissions from the region. The corresponding fossil fuel offsets (NCE/Eff) provided by Northeastern forests (4%) are about twice as beneficial to climate mitigation as the offsets provided by Midwestern forests (2%).
Conversion fluxes associated with biomass burning (EC) also influence the carbon balance between land and the atmosphere. Unlike the decomposition of wood products, conversion fluxes from timber harvests immediately release carbon to the atmosphere. Overall, conversion fluxes have caused the loss of 813 Tg C from the C-FEWS region with fluxes from forests of the Midwest twice as large as the corresponding fluxes in the Northeast (Figure 3).
In addition to ecosystem services associated with carbon dynamics, runoff from forests of the C-FEWS region have also provided 4,651 billion m3 of water for potential use by humans during the 40-year study period. The wetter condition of the Northeast (Figure 1) allows these forests to provide more water for potential human use (3,279 billion m3) than Midwestern forests (1,372 billion m3) over this time period.
3.3 Effects of environmental and management factors
By affecting forest NBI, environmental and management factors can influence its associated ecosystem services. Below, we focus on the effects of changes in environmental and management factors on three ecosystem services: net carbon exchange which affects efforts to mitigate climate; biomass increment which affects the availability of biomass for fuel and wood products; and runoff which affects available water supplies for potential human use. Environmental and management factors have had both positive and negative effects on forest NBI and ecosystem services (Table 2). Overall, climate and CO2 fertilization enhanced forest NBI by increasing net carbon exchange and biomass increment in both Midwestern and the Northeastern forests, while land-use change and ozone pollution diminished forest NBI by reducing net carbon exchange and biomass increment in both regions.
TABLE 2 | Cumulative effects of environmental and management factors on forest ecosystem services over the study period (1980–2019).
[image: Table 2]The relative role of these environmental and management factors on ecosystem services varies between the Midwest and Northeast and among states within these regions. For net carbon exchange and biomass increment, climate and land-use change effects are relatively more important in Northeastern forests than Midwestern forests, while CO2 fertilization and ozone pollution effects are relatively more important in Midwestern forests than Northeastern forests (Table 2). Larger impacts on net carbon exchange and biomass increment generally occur in states with larger forest areas (Figure 4). However, there are some notable exceptions. While land-use change generally decreased forest biomass increment in most states, this factor enhanced biomass increments in Illinois and Iowa. The enhanced biomass increments are the result of regrowing forests accumulating biomass on an increasing area of abandoned cropland in these states. Except for land-use change, the magnitude of the effects of various factors on soil organic matter increment (i.e., SOM increment) was less than biomass increment.
[image: Figure 4]FIGURE 4 | Relative effects of environmental and management factors on (A) net carbon exchange, (B) biomass increment, and (C) soil organic matter increment (SOM increment) of forests among states in the Midwest and Northeast United States during the 40-year study period. Factors include: 1) land-use change (∆ Land-use), 2) carbon dioxide fertilization (∆ CO2), 3) ozone pollution (∆ Ozone), and 4) climate variability and change (∆ Climate). Baseline represents overall effects of all environmental and management factors on forest carbon gains and losses. Positive values of Baseline net carbon exchange represent a forest carbon sink of atmospheric carbon dioxide whereas negative values represent a forest carbon source to the atmosphere. Positive values of factor effects represent an enhancement of carbon sequestration (reduction of carbon loss) by forests whereas negative values represent a reduction of carbon sequestration (enhancement of carbon loss). Midwestern states are Illinois (IL), Indiana (IN), Iowa (IA), Michigan (MI), Minnesota (MN), Missouri (MO), Ohio (OH), and Wisconsin (WI). Northeastern states are Connecticut (CT), Delaware (DE), Maine (ME), Maryland (MD), Massachusetts (MA), New Hampshire (NH), New Jersey (NJ), New York (NY), Pennsylvania (PA), Rhode Island (RI), Vermont (VT), Washington DC (DC), and West Virginia (WV). States with more forested areas in each subregion are positioned toward the left.
Runoff from forests is mostly determined by climate (Table 2) with land-use change causing minor, but compensating effects between the cumulative runoff from Midwestern forests (+51 billion m3) and Northeastern forests (−9 billion m3) over the 40-year study period. The land-use change effects are related to changes in forest area that occurred during the study period. Forest area increased in the Midwest by 8% and decreased in the Northeast by 4%. Similar to the ecosystem services related to carbon dynamics, states with larger areas of forests provide more runoff than states with less forest areas.
In addition to spatial variations, the relative importance of environmental and management factors on annual net carbon exchange, biomass increment and SOM increment varies over time with some similarities and some differences in temporal trends between forests of the Midwest and the Northeast United States (Figure 5). For annual biomass increment, the detrimental effects of ozone pollution and the beneficial effects of CO2 fertilization grow stronger in both Midwestern and Northeastern forests over the 40-year study period. Land-use change also initially diminishes biomass increment in both Midwestern and Northeastern forests, but after the year 2000, land-use change enhances biomass increment in the Midwest while continuing to diminish biomass increment in the Northeast. Land-use change effects on SOM increment also grow stronger over time in Midwestern forests but have almost no effects on SOM increment in Northeastern forests.
[image: Figure 5]FIGURE 5 | Comparison of the effects of environmental and management factors (land-use change, CO2 fertilization, ozone pollution, and climate) on (A) net carbon exchange, (B) biomass increment, and (C) soil organic matter increment (SOM increment) of forests over the 40-year study period among the Midwest, Northeast, and C-FEWS region. Solid black line represents the overall net effects of these factors as estimated in the Baseline simulation.
In both the Midwest and the Northeast, climate variability appears to have the dominant effects on both biomass increment and SOM increment. The climate-induced variability in biomass increments masks any subtle trends imposed by the other factors on biomass increment in the Midwestern and both biomass increment and SOM increment in Northeastern forests. A decreasing trend caused by land-use change is only discernable for SOM increment of Midwestern forests. The relative importance of environmental and management factor effects on net carbon exchange basically mimics those for biomass increment except for land-use change effects in the Midwest where enhanced annual biomass increments after year 2000 are compensated or overwhelmed by diminished annual SOM increments. Thus, there is no discernable trend in net carbon exchange over the 40-year study period and net carbon exchange appears instead to be much more sensitive to climate variability. Relatively large increases in net carbon exchange, biomass increment, and SOM increment occur during favorable climate conditions and large decreases of these variables occur with unfavorable conditions. Thus, carbon sequestration or loss from these forest ecosystems appear to be more sensitive to the frequency of “good” weather conditions versus “bad” weather conditions rather than any general trends.
The changes in biomass increment over the 40-year study period have allowed the gradual accumulation of 459 Tg C of new biomass in Midwestern forests and 312 Tg C of new biomass in Northeastern forests since 1980 (Figure 6). The biomass of Northeastern forests appears to have stabilized after year 2010 whereas Midwestern forests continue to accumulate biomass over this decade. Thus, the Northeastern forests appear to be at a dynamic equilibrium with the effects of climate variability and other environmental and management factors (including legacy effects from previous land-use change) on carbon dynamics whereas the Midwestern forests appear to be in disequilibrium and may continue to increase carbon sequestration in vegetation in the future. The new biomass represents increases in vegetation biomass availability that quantifies the potential trade-offs for the use of this new resource among fuel, wood products, and climate mitigation in the future. The amount of biomass removed each year for biomass burning and wood products appears to be a small proportion of this new resource (Figure 6). However, when these carbon losses are aggregated over the 40-year study period, as biomass increment has been to determine “new biomass,” these losses are greater than the amount of new biomass (Figure 3).
[image: Figure 6]FIGURE 6 | Comparison of the availability of new biomass (i.e., above the standing vegetation carbon stocks in 1980) for potential human use over the 40-year study period among (A) the Midwest United States, (B) the Northeast United States, and (C) the C-FEWS region. New biomass is determined by the accumulation of biomass increment after 1980. Burned biomass and wood products represent the additional biomass that has been created by forests in a particular year that would have enhanced vegetation standing stocks if it had not removed that year for these human uses. The burned biomass and wood products are derived from timber harvests associated with both rotational forestry and the conversion of forest land to agriculture or urban/suburban areas.
During the 40-year study period, the amount of biomass removed by timber harvests (Figure 6), either from rotational forestry or land conversions, for biomass burning and wood products has increased over time with larger contributions from Midwestern forests than Northeastern forests. While a relatively steady amount of biomass has been derived from forests by rotational forestry (Figure 7), an increasing amount of biomass is derived from land conversions of forests to croplands, pastures, suburban and urban areas, particularly in the Midwest during the 1990s and 2010s. As the area of croplands has decreased and the area of suburban areas and forest areas increased during the study period (Figure 1E), it appears that at least some of the land conversion to cropland is a result of displacement of croplands by expanding suburban areas.
[image: Figure 7]FIGURE 7 | Comparison of the trends in annual (A) burned biomass and (B) removal of biomass for wood products among the Midwest, Northeast, and C-FEWS region between 1980 and 2019 as a result of timber harvest from both rotational forestry and the conversion of forests to agriculture and urban/suburban areas.
The spatial and temporal variability in net carbon exchange and fossil fuel emissions (USEIA, 2022) is reflected in the ability of forest carbon sequestration to offset fossil fuel emissions at the state level (Figure 8A). Cumulative net carbon exchange of state forests over the 40-year study period provides the largest carbon offsets of the corresponding cumulative state fossil fuel emissions in Maine (53%), Vermont (35%), New Hampshire (17%), and Missouri (10%). In contrast, the cumulative 40-year net carbon exchange of Illinois forests supplements the state’s fossil fuel emissions by 0.4% rather than offset these emissions. The offsets of decadal state fossil fuel emissions provided by corresponding decadal net carbon exchange also varied over the study period with the notable reduced offsets or enhanced emissions associated with land conversions during the 1990s and 2010s in Missouri, Ohio, Indiana, and Illinois in the Midwest and Pennsylvania and West Virginia in the Northeast.
[image: Figure 8]FIGURE 8 | Comparison of the potential decadal benefits of bioenergy carbon capture and storage (BECCS) of burned biomass emissions from forests on offsets to fossil fuel emissions among states in the C-FEWS region. Decadal offsets based on net carbon exchange (A) are enhanced by BECCS of (B) burned biomass emissions to obtain (C) potential offsets based on net carbon exchange and BECCS. Midwestern states are Illinois (IL), Indiana (IN), Iowa (IA), Michigan (MI), Minnesota (MN), Missouri (MO), Ohio (OH), and Wisconsin (WI). Northeastern states are Connecticut (CT), Delaware (DE), Maine (ME), Maryland (MD), Massachusetts (MA), New Hampshire (NH), New Jersey (NJ), New York (NY), Pennsylvania (PA), Rhode Island (RI), Vermont (VT), Washington DC (DC), and West Virginia (WV). States with more forested areas in each subregion are positioned toward the left.
Similar to net carbon exchange and biomass increment, no general trends are discernable in annual runoff, represented as water yield, for either Midwestern or Northeastern forests over the 40-year study period (Figure 9A). Instead, annual water yield is dominated by the effects of climate variability. The lack of response of water yield to increasing precipitation (Figure 1D) over the study period is because concurrent increases in evapotranspiration (Figure 9B) return the additional water from higher precipitation back to the atmosphere rather than contributing to additional runoff. Although precipitation increased by about 2.5 mm yr−1 during the study period in both the Midwest (R2 = 0.12, p = 0.03) and the Northeast (R2 = 0.05, p = 0.17, n.s.), concurrent increases of 0.04° yr−1 in air temperature (Figure 1B) in both the Midwest (R2 = 0.26, p = 0.0008) and the Northeast (R2 = 0.42, p < 0.0001) enhance evapotranspiration by 2.0 mm yr−1 in the Midwest (R2 = 0.15, p = 0.01) and 2.2 mm yr−1 in the Northeast (R2 = 0.12, p = 0.03) to compensate for most of the higher precipitation rates during the study period.
[image: Figure 9]FIGURE 9 | Comparison of annual (A) water yield (WYLD) and (B) evapotranspiration (ET) of forests in the Midwest United States, Northeast United States, and the entire C-FEWS region over the study period (1980–2019).
3.4 Response to extreme climate events
After exploring the potential impacts of several types of extreme climate events (heat waves, cold waves, drought, and extreme precipitation) on ecosystem services, we find that only heat waves have consistent diminishing effects on net carbon exchange, biomass increment, and water yield throughout the 40-year study period (Table 3). The effects of the other extreme climate events on forest ecosystem services appear to be confounded with other changing environmental conditions to provide consistent effects throughout the study period. While there is a tendency for the impacts of heat waves on ecosystem services to become stronger over the study period, the effects of heat waves also appear to be influenced by other environmental conditions. Larger detrimental heat wave effects occur with regard to net carbon exchange and biomass increment in Midwestern forests than Northeastern forests, while larger effects on runoff occur in Northeastern forests than in Midwestern forests. Changes in forest NBI from land-use change also appear to have enhanced these detrimental heat-wave effects in Midwestern forests over time but tend to have moderated these effects in Northeastern forests.
TABLE 3 | Effect of land-use change on the annual responses of forest ecosystem services to heat waves in the Midwest and Northeast United States.
[image: Table 3]For net carbon exchange and biomass increment, differences in regional responses appear to be related to land-use change effects on biomass increment, which enhance the amount of forest biomass in the Midwest but diminish the amount of forest biomass in the Northeast (Figure 5B). Heat waves enhance rates of plant and microbial respiration. Thus, the additional biomass in Midwestern forests enhance plant respiration to enhance the detrimental impact of heat waves on net carbon exchange and biomass increment while the smaller total biomass of Northeastern forests would diminish plant respiration to moderate detrimental impacts of heat waves.
For water yield, the differences in regional responses appear to be related to land-use change effects on forest area. In the Midwest, the forest area increased by 8% to enhance the contribution of forests to water yield while forest area decreased in the Northeast to diminish water yield.
3.5 Response of ecosystem services to increased frequency of heat waves
As climate variability has a dominant effect on net carbon exchange (Figure 5A), biomass increment (Figure 5B), and water yield (Figure 9A), one would expect a scenario depicting increased frequency of heat waves (Figure 2A) to diminish these ecosystem services. While an increased frequency of heat waves does diminish net carbon exchange and biomass increment in forests of both the Midwest and Northeast, and diminish water yield in Midwestern forests, the increased frequency enhanced water yield in Northeastern forests (Table 4). This increase occurs because the three sequential heat waves are also associated with high rates of precipitation (Figure 2C), which increases antecedent soil moisture before the subsequent heat waves.
TABLE 4 | Effects of increased frequency of heat waves on mean annual rates of forest ecosystem services in the Midwest and Northeast United States during the 2010s.
[image: Table 4]3.6 Effect of forest NBI
The representation of forest NBI has a large influence on estimated forest carbon stocks and fluxes. However, this influence varies between the Midwest and the Northeast and among states. The FIA-corrected stand ages cause less carbon to be stored in forest vegetation and soil organic matter (Table 5) than the Baseline stand ages (Table 1). In contrast, the younger forests of the FIA-corrected land cover sequestered almost twice as much carbon in the Midwest (597 Tg C) and Northeast (686 Tg C) than the Baseline land cover over the 40-year study period. The FIA-corrected stand ages stored twice as much carbon in vegetation (629 Tg C) as the Baseline stand ages in the Northeast, but only 1.6 times as much carbon (713 Tg C) in the Midwest. The FIA-corrected stand ages lost less soil organic carbon (−15 Tg C) than the Baseline stand ages in the Midwest over the study period and gained 1.8 times as much soil organic carbon (179 Tg C) in the Northeast. The enhanced forest carbon sequestration rates using the FIA-corrected stand ages suggest that this mechanism would have offset about 5.5% of the fossil fuel emissions from the C-FEWS region rather than the 3% offset using the Baseline stand ages with larger offsets in the Northeast (7%) than the Midwest (4.5%). The largest carbon offsets of the corresponding cumulative state fossil fuel emissions are still in Maine (70%), Vermont (58%), New Hampshire (19%), and Missouri (15%).
TABLE 5 | Distribution of forested area and carbon stocks in the C-FEWS region during January 1980 based on FIA-corrected stand ages.
[image: Table 5]With the increase in timber harvests, a greater amount of carbon stored in wood products has been lost using the FIA-corrected stand ages in the Northeast (122 Tg C) and the Midwest (101 Tg C) over the study period. These losses are 2.5 times and 1.6 times, respectively, more than those using the Baseline stand ages. The greater losses from wood products indicates that more wood products were created from timber harvest in the past using the FIA-corrected stand ages, but the frequency and/or area of timber harvests have still diminished over the last 100 years as these wood product stocks decline.
In addition, conversion fluxes using the FIA-corrected stand ages in the Midwest (590 Tg C) and Northeast (322 Tg C) over the study period are 1.1 times and 1.3 times, respectively, the corresponding fluxes using the Baseline stand ages.
4 DISCUSSION
Management of forests to sustain or enhance their ecosystem services requires understanding how environmental and management factors influence these services and how these effects may vary over a region through time. To date, many studies of forest carbon dynamics have attempted to quantify forest carbon sequestration to assess their potential role in offsetting fossil fuel emissions (e.g., Niu and Duiker, 2006; McKinley et al., 2011; Lu et al., 2015; Domke et al., 2020) or its relationship to wood production (Birdsey and Lewis, 2003). Few studies have examined how these ecosystem services are generally affected by various environmental and management factors (Felzer et al., 2004; Pan et al., 2009; Nunery and Keeton, 2010; Dangal et al., 2014; Lu et al., 2015). For forest water dynamics, previous studies have examined how timber harvests or land conversions have influenced runoff (Khand and Senay, 2021; McEachran et al., 2021). This study is the first to examine how extreme climate events influence these ecosystem services and how changes in forest NBI from these factors influence the response of forest ecosystems to later extreme climate events.
Like Pan et al.’s (2009) analyses for Mid-Atlantic forests, our analyses of Midwestern and Northeastern forests indicate that climate variability has a dominant effect on forest NBI and associated ecosystem services that affect the use of forests for climate mitigation, biomass availability for fuel and other wood products, and water supply. Land-use change, CO2 fertilization, and ozone pollution do influence forest NBI and associated ecosystem services, but these effects are currently more subtle than the corresponding climate variability effects in the C-FEWS region.
While the beneficial effects of CO2 fertilization and the detrimental effects of ozone pollution on net carbon exchange are consistent with the results of previous studies, the detrimental effects of land-use change in our study appear, at first glance, to be at odds with these previous studies (e.g., Lu et al., 2015) where forest regrowth from the abandonment of croplands cause these forests to sequester atmospheric carbon dioxide. The difference results from our analyses focusing on the effects of factors on net carbon exchange since 1980. During the study period, the expansion of suburban areas causes a loss of forest land such that land-use change diminishes forest carbon sequestration during this period. In contrast, most of the forest regrowth during the study period is a result of timber harvests that occur before 1980. As described in a companion paper [Vörösmarty et al., this issue (b)], the rates of carbon sequestration from the legacy effects of past timber harvests overwhelm the loss of carbon from the expansion of suburban areas so that forests in both the Midwest and Northeast sequester carbon overall during the study period, which is consistent with previous studies. Because substantial land-use change occurs before 1980, the legacy effects of forest regrowth and its interactions with other factors that affect net carbon exchange are incorporated in the various effects attributed to climate including CO2 fertilization, and ozone pollution during the study period. The regrowth from legacy timber harvests on forest carbon sequestration is thus partly responsible for the large effects of climate variability on net carbon exchange.
While forests in both the Midwest and Northeast sequester carbon overall during the study period, regional differences in environmental conditions and land use trends cause geographic and temporal differences in how that carbon is stored. Although the two regions have about the same amount of forest area, vegetation in the Midwest sequestered more carbon than in the Northeast. One reason for this is associated with the drier conditions in the Midwest (Figure 1D). Under drier conditions, TEM assumes that relatively more elevated atmospheric CO2 is taken up by vegetation than under wetter conditions (Pan et al., 1998) leading to higher rates of carbon sequestration. Another reason is associated with differences in the character of forest NBI. The Midwest has a larger area of younger forests than the Northeast (Figure 1E). As shown by the forest NBI simulation experiment, younger forests represented by the FIA-corrected stand ages sequester more carbon in vegetation than the corresponding older forests represented by the Baseline stand ages. This occurs because NPP is generally higher in younger forest stands than older stands (Pregitzer and Euskirchen, 2004).
In contrast to vegetation, Midwestern forests lost soil organic carbon during the study period while Northeastern forests gained soil organic carbon. This difference is related to differences in land-use change trends between the two regions during the 40-year study period (Figure 1E). After a disturbance, forests will initially lose carbon for the first few years as the rate of soil organic matter decomposition overwhelms the rates of vegetation productivity, but then regrowth of these forests will begin to sequester carbon as the rates of vegetation productivity overcome decomposition and vegetation respiration rates (Pregitzer and Euskirchen, 2004). Eventually, litterfall rates from the enhanced vegetation biomass also overcome decomposition rates such that forests will begin to gain soil organic carbon during the later stages of regrowth. A similar process occurs during forest regrowth on abandoned agricultural land. In the Midwest, more cropland is continually abandoned to forests than in the Northeast during the study period (Figure 1E). Thus, a larger proportion of the Midwestern forests are experiencing the earlier stages of forest regrowth, where more soil organic carbon is lost to decomposition than is being supplied by litterfall inputs to diminish stocks of soil organic carbon. In contrast, a larger proportion of Northeastern forests is experiencing the later stages of regrowth, where litterfall inputs to soil organic carbon are greater than losses to decomposition, thus elevating stocks of soil organic carbon. In the forest NBI experiment, the younger forests represented by the FIA-corrected stand ages in the Midwest lost less soil organic carbon and the corresponding forests in the Northeast gained more carbon than the older forests represented by the Baseline stand ages. Although timber harvest diminishes litterfall inputs to soils during the early stages of regrowth, a large amount of carbon is assumed to be transferred from vegetation to soils as slash during the harvest itself to enhance stocks of soil organic carbon. Thus, the effect of land-use change on forest NBI and associated ecosystem services will depend on the type of land-use change that occurs.
Forests are known to be large consumers of water for evapotranspiration (e.g., Ellison et al., 2012; Khand and Senay, 2021; McNulty et al., 2021; Yu et al., 2022). Although precipitation has increased in both regions over the 40-year study period, the concurrent 1.6°C increase in air temperature over the study period has enhanced forests evapotranspiration by about 10% in both the Midwest and Northeast. The enhanced evapotranspiration provides additional water to the atmosphere that may enhance precipitation in downwind areas (Ellison et al., 2012). In our analyses the enhanced evapotranspiration has limited the benefits of the enhanced precipitation on runoff suggesting a resiliency of these forest ecosystems to climate change. It also indicates the importance of considering evapotranspiration dynamics in addition to precipitation dynamics when assessing the impacts of global change on potential water supplies for human use. Based on the ratio of water yield to precipitation (WYLD/P), consideration of forest evapotranspiration on potential water supplies appears to be more important in the drier Midwest (WYLD/P = 0.12) than in the wetter Northeast (WYLD/P = 0.23).
4.1 Effects of extreme climate events
As extreme climate events contribute to climate variability, these events could have large effects on forest NBI and associated ecosystem services, but this influence depends on the intensity, timing, duration, frequency, and spatial extent of these events (Frank et al., 2015; He et al., 2018; Arain et al., 2022). In addition, different types of extreme events may occur simultaneously (e.g., drought and heat wave) or successively to enhance the impacts of these events (Mazdiyasni and AghaKouchak, 2015; Arain et al., 2022). In their review of the effects of climate extremes on the terrestrial carbon cycle, Frank et al. (2015) identifies four categories of impacts: direct concurrent impact, direct lagged impact, indirect concurrent impact, and indirect lagged impact. Direct concurrent impacts begin during the event itself and may continue after the event ends. Direct lagged impacts begin in the year or years immediately following the extreme event. For indirect concurrent impacts, the event itself increases the susceptibility to an external trigger, such as fire, that enhances the impact of the event during the event. For indirect lagged impacts, the extreme climate event increases the susceptibility to an external trigger (Schlesinger et al., 2016), but the trigger does not occur until after the event. An example of an indirect lagged impact would be the accumulation of down woody detritus after a blowdown (Meigs and Keeton, 2018) facilitating a later fire. On the other hand, forest NBI may also help buffer these ecosystems against these extreme events, such as the ability of tree roots to access deep soil water or groundwater during a drought so they are more resistant to these events (Fan et al., 2017). The complexity of the impacts of extreme climate events and the potential resistance of forest NBI to these events could make it difficult to discern the effects of extreme climate events on forest ecosystem services.
In our analyses of historical extreme climate events, our approach attempted to quantify direct concurrent impacts of heat waves, cold waves, droughts, and extreme precipitation events that occurred toward the beginning, middle, and end of the study period. Our approach also attempted to examine if the response to these extreme events changed during the study period from changes in forest NBI resulting from the legacy of direct lagged impacts of extreme climate events and trends in the impacts of atmospheric chemistry, climate and land-use change. Potential indirect impacts of extreme climate events on ecosystem services were not considered in our analyses. From our second set of simulation experiments, the effects of cold wave, drought, and extreme precipitation events on net carbon exchange, biomass increment, and water yield of forests in the Midwest and Northeast United States appeared to be confounded with the effects of antecedent conditions, successive extreme events, and lagged forest responses to the events such that consistent direct responses to these extreme climate events were difficult to discern as noted for other regions (Knapp et al., 2008; Frank et al., 2015; Rammig et al., 2015). In contrast, heat waves were found to consistently diminish net carbon exchange, biomass increment, and water yield of forest ecosystems of both the Midwest and Northeast United States during the 40-year study period. Further, the evolution of forest NBI from land-use change effects altered the responses of forest ecosystem services to heat waves over the study period.
When examining the potential impacts of an increasing frequency of heat waves (Mazdiyasni and AghaKouchak, 2015) on forest ecosystem services, we find that the responses depend on whether the heat waves are accompanied by dry or wet conditions—a compound effect. For forests of the Midwest United States, a tripling of extreme heat waves events during the 2010s, which are accompanied by drier conditions (Figure 2), enhances the loss of carbon from these forests by almost 8.5 times, diminishes the accumulation of tree biomass by 68%, and diminishes water yield by 8% during the 2010s. In contrast, the tripled heat waves in the Northeast, which are accompanied by wetter conditions (Figure 2), diminishes forest carbon sequestration by 16%, diminishes the accumulation of tree biomass by 6%, and enhances water yield by 5% during this time period. Thus, ecosystem services of forests in the generally drier Midwest are more at risk from increasing heat waves than the forests of the wetter Northeast.
4.2 Climate mitigation by forests
Based on our estimates of net carbon exchange, we estimate that carbon sequestration by forests in the C-FEWS region offset about 3%–5.5% of the fossil fuels emitted from the region from 1980 to 2019. The forests of the Northeast have been able to offset about twice its fossil fuel emissions (4%–7%) than the Midwestern forests (2–4.5%). Our estimates of fossil fuel offsets by forest carbon sequestration are less than the corresponding offsets estimated by Lu et al. (2015) for all land covers in the C-FEWS region (18% offset in the Midwest; 14% offset in the Northeast) for the years 2001–2005 with forests being the major carbon sink (59 ± 11 Tg C yr−1 for the Midwest; 43 ± 10 Tg C yr−1 for the Northeast). Part of the difference may be a result of the longer time frame considered in our study (1980–2019), which would incorporate the impacts of more adverse environmental conditions on our estimates of forest carbon sequestration than the Lu et al. (2015) estimates. However, our estimates of forest net carbon exchange for the years 2001–2005 range from 14.8 ± 35.1 Tg C yr−1 to 22.3 ± 31.3 Tg C yr−1 for the Midwest and 5.9 ± 23.8 Tg C yr−1 to 10.5 ± 19.1 Tg C yr−1 for the Northeast depending on the forest NBI assumed. In addition, a comparison of our net carbon exchange estimates to corresponding estimates of changes in total carbon stocks of forests (Birdsey and Lewis, 2003) also indicate that our analyses underestimates forest carbon sequestration in the Midwest and Northeast from 1987 to 1997 (Table 6). While the use of the FIA-corrected stand ages generally improved estimates of land carbon sequestration compared to Birdsey and Lewis (2003), there were states where the use of these stand ages worsened the comparison (Pennsylvania, Maine). Thus, there are other factors affecting forest carbon sequestration that need to be considered. One issue may be the representation of ozone pollution. In our analysis, we used a simulated projection of ozone where the concentrations may have been too high and diminished our estimates of net primary production and carbon sequestration in forests.
TABLE 6 | Comparison of mean land carbon sequestration as represented by net carbon exchange and biomass increment estimates (Tg C yr−1) by TEM 4.4 using Baseline stand ages and FIA-corrected stand ages to Birdsey and Lewis (2003) (B and L) for forests in the Midwest and Northeast during 1987–1997. Standard deviations are in parentheses.
[image: Table 6]Besides sequestering carbon to mitigate climate change, our analyses indicate that forests of the C-FEWS region also produce about an equal amount of carbon in biomass that is burned either as fuelwood or slash removal with about twice as much biomass burned in the Midwest as in the Northeast United States. This bioenergy could be redirected to facilities for heat and power generation followed up with carbon capture and storage in geological formations (BECCS, Gough and Upham, 2011; Vaughan et al., 2018) to replace some fossil fuel use (Lippke et al., 2011) and increase the carbon sink attributed to forests. If all the burned biomass is captured and stored with 100% efficiency, then net carbon exchange and BECCS of the C-FEWS region would offset 6%–9% of the CO2 emissions associated with fossil fuels depending on the forest NBI assumed. With BECCS, forests of the Midwest would have a maximum fossil fuel offset of 7%–9% while forests of the Northeast would have a maximum fossil fuel offset of 6%–10%. However, our analysis appears to have also underestimated biomass increment when compared to the Birdsey and Lewis (2003) estimates of changes in vegetation carbon stocks (Table 6). As the accumulation of biomass increment indicates the additional amount of vegetation biomass (Figure 6) potentially available for bioenergy, our estimates of the maximum offset from the BECCS component have also been underestimated. Given that our analyses have underestimated both forest carbon sequestration and BECCS, the maximum fossil fuel offset may be higher.
Carbon emissions associated burning biomass during timber harvest from rotational forestry and land conversion vary among states and over the study period (Figure 8B). States with larger areas of forests in each region tended to have higher carbon emissions from burned biomass than states with less forest cover. In addition, higher carbon emissions occur during those decades with higher rates of land conversion during the 1990s and 2010s for Missouri, Michigan, and Wisconsin in the Midwest and Pennsylvania in the Northeast. The states of Missouri, Michigan, Wisconsin, and Minnesota would appear to have the largest offset benefits from the application of BECCS to carbon emissions from burned biomass (Figure 8C).
The use of tree boles and harvest residues for bioenergy, however, may have some unintended consequences (Achat et al., 2015; Birdsey et al., 2018; Ranius et al., 2018). Wood has a low “energy density” (16 MJ kg−1) compared to 55 MJ kg−1 for natural gas (see Table 2 in Hore-Lacy, 2018). Thus, more wood would be needed to generate the same amount of electricity as natural gas and result in more CO2 emissions that would then have to be captured and stored. Reduced nutrient availability for tree growth may occur with: 1) the removal of nutrients in exported biomass; 2) reduced microbial activity and mineralization as affected by soil compaction, and modified soil temperatures and moistures; and 3) increased stream export of nutrients and dissolved organic carbon, which also degrade water quality of receiving rivers and streams. Removal of harvest residues may also lead to soil acidification from the depletion of base cation stocks. Because a large portion of forest biodiversity is dependent upon dead wood, removal of woody debris and harvest residues causes the loss of potential habitat for some species to reduce biodiversity.
If the frequency of heat waves increases in the future, our analyses indicate that forest carbon sequestration will diminish, and less biomass will be available for bioenergy to help mitigate further climate change. These detrimental effects of heat waves will be greater in forests of the generally drier Midwest than the wetter Northeast.
4.3 Future directions
In our analyses, heat waves are shown to diminish the ability of forests to mitigate climate change by sequestering atmospheric CO2, to provide wood resources for fuel and wood products by creating new biomass, and to provide water supplies for human use from runoff. Land-use change has enhanced the effect of heat waves on ecosystem services in the Midwest but moderated these effects in the Northeast. While land-use change includes the effects of human disturbances on forest NBI and ecosystem services, it does not include the effects of natural disturbances such as wildfires, insect infestations, flooding, landslides, ice storms, or blowdowns on this NBI or services. These natural disturbances, which often occur with extreme climate events, may have similar impacts on forest NBI and ecosystem services. Similar to the effects of land-use change, the modifications of forest NBI from natural disturbances may also alter the sensitivity of forests to future extreme climate events and represent the indirect impacts of extreme climate events as described by Frank et al. (2015). While the use of gridded data set of forest stand age (Pan et al., 2011) help to improve the representation of forest NBI by implicitly accounting for the effects of natural disturbances, these stand ages still need to be attributed to various natural disturbances to better understand the indirect impacts of extreme climate events on forest NBI and associated ecosystem services.
In our study, we have been unable to detect consistent direct effects of cold waves, droughts, and extreme precipitation events on forest ecosystem services. This may have been a result of the ability of forest NBI (e.g., deep roots) to resist the impacts of the duration, timing, or intensity of some of these rare extreme climate events. Alternatively, the confounding effects of different types of concurrent or consecutive extreme climate events may have hidden such impacts. It may be that the indirect impacts of these extreme events (e.g., fire with drought, ice storms with cold waves, floods and landslides with extreme precipitation) may be more important than the direct impacts on forest NBI and ecosystem services and should be examined in future studies.
Overall, our analyses indicate that climate variability, as influenced by extreme climate events (particularly heat waves), has a dominant effect on the ability of forest ecosystems to sequester atmospheric CO2 to mitigate climate change, create new wood biomass for future wood products or fuelwood, and provide runoff for potential human use. Heat waves have a larger effect on forest NBI and associated ecosystem services in the Midwest than in the Northeast United States. Human disturbance from land-use change can alter the sensitivity of these forest ecosystem services to extreme climate events. When developing policies, it will be important to consider the fate of wood from forests as burning biomass and the decomposition of wood products can have large effects on assessing the ability of forests to provide carbon offsets to fossil fuel emissions. In addition, for accurate accounting of carbon sequestration potential, the effects of expanding urban/suburban areas on regional carbon balances cannot be ignored.
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Change to global climate, including both its progressive character and episodic extremes, constitutes a critical societal challenge. We apply here a framework to analyze Climate-induced Extremes on the Food, Energy, Water System Nexus (C-FEWS), with particular emphasis on the roles and sensitivities of traditionally-engineered (TEI) and nature-based (NBI) infrastructures. The rationale and technical specifications for the overall C-FEWS framework, its component models and supporting datasets are detailed in an accompanying paper (Vörösmarty et al., this issue). We report here on initial results produced by applying this framework in two important macro-regions of the United States (Northeast, NE; Midwest, MW), where major decisions affecting global food production, biofuels, energy security and pollution abatement require critical scientific support. We present the essential FEWS-related hypotheses that organize our work with an overview of the methodologies and experimental designs applied. We report on initial C-FEWS framework results using five emblematic studies that highlight how various combinations of climate sensitivities, TEI-NBI deployments, technology, and environmental management have determined regional FEWS performance over a historical time period (1980–2019). Despite their relative simplicity, these initial scenario experiments yielded important insights. We found that FEWS performance was impacted by climate stress, but the sensitivity was strongly modified by technology choices applied to both ecosystems (e.g., cropland production using new cultivars) and engineered systems (e.g., thermoelectricity from different fuels and cooling types). We tabulated strong legacy effects stemming from decisions on managing NBI (e.g., multi-decade land conversions that limit long-term carbon sequestration). The framework also enabled us to reveal how broad-scale policies aimed at a particular net benefit can result in unintended and potentially negative consequences. For example, tradeoff modeling experiments identified the regional importance of TEI in the form wastewater treatment and NBI via aquatic self-purification. This finding, in turn, could be used to guide potential investments in point and/or non-point source water pollution control. Another example used a reduced complexity model to demonstrate a FEWS tradeoff in the context of water supply, electricity production, and thermal pollution. Such results demonstrated the importance of TEI and NBI in jointly determining historical FEWS performance, their vulnerabilities, and their resilience to extreme climate events. These infrastructures, plus technology and environmental management, constitute the “policy levers” which can actively be engaged to mitigate the challenge of contemporary and future climate change.
Keywords: fews, climate extremes, nature-based infrastructure, engineered infrastructure, regional environmental assessment, regional multi-sectoral planning
1 INTRODUCTION
Understanding how climate-related shocks reverberate through food-energy-water systems (FEWS) is a preeminent national concern that will greatly impact the management of traditionally-engineered infrastructure (e.g., dams, irrigation, and water treatment plants) (McKinsey and Company, 2006; ASCE, 2016; Munyasya and Chileshe, 2018), nature-based infrastructure (e.g., land, aquatic systems) (EPA, 2015; Green et al., 2015; European Commission, 2016), and their combination, as in urban settings and large-scale water resource delivery systems (Young, 2000; McDonald et al., 2016; Vörösmarty et al., 2018). The linked nature of these issues convinces us of the need for integrated frameworks (Weaver et al., 2012; Vörösmarty et al., this issue) and guides our approach to analyzing the nexus, specifically to detect trends and extremes in the key determinants of FEWS performance, diagnose their impacts on biogeophysical and human systems, and identify regional management tradeoffs, including those presented by evolving environmental regulations and economic incentives.
Our study is motivated by an important message from the fourth National Climate Assessment (NCA), namely, that the consequences of climate change and variability cannot be considered in isolation of other critical aspects of global change like land-use change, shifts in atmospheric chemistry (e.g., air quality, precipitation chemistry), and emerging FEWS technologies (e.g., regenerative and low-impact agriculture, renewable energy systems, gray-water reuse). FEWS challenges manifest themselves in unique, sub-national regional contexts (Zhuang et al., 2021). In addition, there is growing recognition of the limits to the capacity of traditionally-engineered infrastructures to deliver food, water, and energy (Green et al., 2015; ACSE, 2021), with growing interest in the logic of combining “grey-green” approaches (Young, 2000; WWAP, 2018; Browder et al., 2019). Ironically, this interest appears as new studies reveal widespread impairment of natural capital (Díaz et al., 2019) and substantially rising costs to operate engineered systems as a result of poor management of nature-based infrastructure (McDonald et al., 2016; Vörösmarty et al., 2021). We advance research encompassing these perspectives by pursuing an overall technical and scientific goal consisting of three parts, to: 
1) Create an analysis framework to support advanced modeling and data integration capable of evaluating the impact of climate trends and extremes on the state and dynamics of engineered and natural infrastructures necessary to support the agricultural (food and biofuel crops), energy (electricity from conventional/renewable sources) and water resource (multi-sectoral use, pollution abatement) sectors;
2) Assess the resulting impacts, opportunities and tradeoffs in biogeophysical and economic terms across the food-energy-water nexus; and,
3) Explore with key stakeholders the use of both natural and engineered infrastructures as “policy levers” to minimize system-wide biogeophysical and economic damage.
The rationale and methodology behind the framework noted in the first component, its overall architecture, detailed technical specifications on its component models, and supporting datasets are described in an accompanying paper (Vörösmarty et al., this issue). Still more complete explanations of the models, input data, assessment results, their skill and their uncertainties are given in an accompanying series of papers in this Frontiers Special Topic (this issue): (Bokhari et al., 2023; Chang et al., 2023; Fekete et al., 2023; Kicklighter et al., 2023; Lin et al., 2023; Maxfield et al., 2023; Zhang et al., 2023). Tuler et al., 2023 describe interactions with stakeholders and the role of FEWS science in regional planning and policy-making.
We demonstrate here the framework designed to analyze Climate-induced Extremes on the Food, Energy, Water System Nexus (C-FEWS), with particular emphasis on the roles and sensitivities of traditionally-engineered and nature-based infrastructures (TEI and NBI, respectively). The framework is described in Vörösmarty et al. (this issue), including a schematic of its overall architecture and details on the component models, data sets and experimental designs. We focus in this paper on two strategically important adjacent regions of the U.S., the Northeast (NE) and Midwest (MW) (Figure 1), with each exhibiting unique climate, biogeophysical, and socioeconomic characteristics and histories. The two regions are home to a significant fraction of both the nation’s population (140M) and GDP ($6.7Tr) in 2021 and are dominated by urban, suburban and agricultural land uses (U.S. Census Bureau, 2022). Landscapes across the NE-MW represent a major, natural infrastructure that continues to be intensively managed and transformed by humans, as they have been for centuries (Melillo et al., 2009). Both regions play key roles in strategic decisions that affect global food security, the capacity of the U.S. to rely on renewable energy sources like biofuels, pollution abatement, and economic security (Pryor et al., 2014; USGCRP, 2017). As a potential return of major food production systems is contemplated for the NE (Foster, 2017; Wolfe et al., 2017; Werner et al., 2019), a comparative analysis with the agriculturally-dominated MW, including tradeoffs with potential expansion of food and biofuels production onto marginal lands (Gelfand et al., 2013), we see as important and timely.
[image: Figure 1]FIGURE 1 | The C-FEWS study region of the Northeast (NE) and Midwest (MW) showing watersheds and relevant political boundaries. The study focuses on the U.S. portion of this domain, with NE comprising the states of Connecticut (CT), Delaware (DE), Maine (ME), Maryland (MD), Massachusetts (MA), New Hampshire (NH), New Jersey (NJ), New York (NY), Pennsylvania (PA), Rhode Island (RI), Vermont (VT), Washington DC (DC), and West Virginia (WV). The MW states are Illinois (IL), Indiana (IN), Iowa (IA), Michigan (MI), Minnesota (MN), Missouri (MO), Ohio (OH), and Wisconsin (WI).
The character and performance of these two regional FEWS are set within the backdrop of a rapidly changing climate (Kunkel et al., 2013a; Peterson et al., 2013; Vose et al., 2014; Wuebbles et al., 2014b). Climate change across the NE-MW is rich in extremes (Karl et al., 2009; Hayhoe et al., 2010; Wuebbles et al., 2010; Wuebbles et al., 2014a; Wuebbles et al., 2014b), with rising temperature impacting seasonality and onset of snowmelt (Karl et al., 2009; Walsh et al., 2014), and projected to bring record temperatures and more severe heat waves (Kunkel et al., 2010; USGCRP, 2017). Length of the growing season across both regions has increased by more than a week. Over the last century, NE precipitation increased by 10% (Kunkel et al., 2013b), with a 55% increase in the top 1% of extreme precipitation events over the last 50 years, the largest in the nation (USGCRP, 2017). The MW has similarly seen its threshold of extreme precipitation increase by 42%. Observed extremes have in part been driven by cyclical variability operating in the context of climate change. For example, extended regionally significant dry seasons across the MW can occur when positive North Atlantic Oscillations (NAOs) and cold El Niño Southern Oscillations (ENSOs) combine (Wuebbles et al., 2010). The NE and MW also show increased likelihood of extreme precipitation (Hirsch and Ryberg, 2012; Peterson et al., 2013), leading to the MW experiencing three record-breaking flood events in the past quarter century. While there is no apparent long-term trend in the frequency or severity of MW droughts, individual droughts, sometimes in combination with other extreme events, and lasting over relatively short time periods can produce important consequences. For example, the 2011–2012 drought event, particularly severe over the 2012 growing season and coincident with a heat wave, was one of the worst on record (Jin et al., 2019).
We report here on the first phase of the C-FEWS study, an exploration of FEWS behaviors across the NE and MW in historical context (1980–2019), with analysis of the individual and conjunctive roles of climate, land management, technology, and regulation. The particular aim of this paper is to demonstrate some of the major capabilities of the C-FEWS framework, highlighting a sample of noteworthy early results. The focus on the historical past enables us to assess, through the numerical experiments verified with documented observations, the importance of individual elements and linkages across the regional FEWS that have operated over a multi-decadal timeframe. This offers insight into how such macro-scale dynamics could emerge in the future. Under Methods, we begin with a presentation of the specific study goals and hypotheses to be tested. We also present a summary of our overall analysis framework and workflows, briefly explaining our approach to single and multi-factor numerical experiments (scenarios), including the character of the climate extremes analyzed. The Results section begins with the set-up used for the five emblematic experiments, pointing out their aims and the particular combinations of climate and non-climate factors that were analyzed. We then review some key results from these scenario experiments and use the Discussion to demonstrate how our sample outputs can suggest which elements of the FEWS will be most or least resilient to change over the coming decades. The last section also includes current and prospective plans on engaging stakeholders.
2 METHODS
2.1 Study goals and guiding hypotheses
Two hypotheses guide this research. The first is diagnostic in its intent, while the second is prognostic. Both address the issue of climate trends and extremes and how these reverberate through the FEWS, with Hypothesis 1 focusing retrospectively from 1980-present to generate knowledge on how the nexus is “wired together” and sensitive to potential climate shocks. The prognostic work under Hypothesis 2 additionally assesses potential interventions and climate adaptation strategies over a planning horizon to 2100.
Hypothesis 1. The response of engineered and natural infrastructures to changing climate and its extremes (i.e., droughts, heat-waves, heavy precipitation, cold-waves) limits the capacity of the NE-MW to produce food and biofuels, reduces the reliable supply and quality of fresh water, and constrains electric power output, imparting unique signatures of impact on regional-scale FEWS that arise not only within the component parts of the system but the strengthening or weakening of their interconnections.
Hypothesis 2. Given Hypothesis 1, climate-related impacts on FEWS can be substantially mitigated through an optimal mix of engineered and natural infrastructures, emerging technologies, efficiency gains, and/or policy and regulatory instruments.We demonstrate in this paper how the C-FEWS framework can be used to explore regional, systems-level issues and hypotheses. While the framework is designed to address both hypotheses, we demonstrate here its use in diagnostic experiments used to test Hypothesis 1 over the historical time period, 1980–2019. We initially emphasize studies of the NE and MW, but use lessons learned from this exercise to help broaden the potential utility of the C-FEWS framework in assessments cast at the national scale.
2.2 Hypothesis testing and attribution studies
For our initial application of the C-FEWS framing, it is useful to restate our hypotheses in simpler form: a) limits imposed on TEI and NBI arising from climate extremes will constrain the overall performance of FEWS across the NE and MW, and b) the impact of progressive climate change and its extremes can be attenuated by management decisions. To test these assertions, we configured the C-FEWS computational framework to simulate a series of scenarios. We carried out factorial experiments to attribute and, when necessary, to rank the relative contributions of multiple environmental stressors (extreme weather, CO2 enrichment, ozone pollution, nitrogen deposition, nutrient inputs, and land-use change) to regional-scale outputs, similar to our earlier work in the NE (Miara et al., 2013; Stewart et al., 2013; Ehsani et al., 2017), China (Tian et al., 2011), and the pan-Arctic (McGuire et al., 2010; Hayes et al., 2011; Kicklighter et al., 2013).
We begin by formulating a historical Baseline scenario for 1980–2019 (Table 1, B1), which reflects the observational climate record, its trends and extremes, as well as documented contemporaneous land cover, water use, ecosystem state, and engineering systems that collectively serve as the benchmark against which all other scenarios are compared. Results from single factor (S1-S4) and multiple factor scenarios can be organized as main themes (e.g., for energy [ED1-EDX], food [AD1-ADX]) to identify the relative contributions of climate and non-climate factors to sector-specific FEWS performance over the historical period and into the future to 2100 [F1]. Results from these scenarios can then be used to rank the causal factors tested in terms of their overall impact on the assessment model outputs, such as: crop production; carbon sequestration; river discharge; electricity production and thermal load dissipation in rivers; and, water pollution. Scenario outputs are also used to map sensitive geographic sub-regions. These attribution and sensitivity tests are designed to consider multiple time domains. They can include persistent events like heat and cold waves, but also short-duration phenomena like “flash” droughts or extreme precipitation. In this paper we feature dominant climate extremes that are detectable (from either repeated or sustained events) over an annual time horizon (Sanyal and Wuebbles, 2023a; Sanyal and Wuebbles, 2023b). Change over months-to-years can also be critical, for example, through the impact of ENSOs and NAOs, volcanic eruptions, long-term drought and flood legacies, and pest infestations. Multi-year to decadal phenomena also condition FEWS performance, as with progressive climate warming, changes in seasonality, land use change such as urban sprawl, the evolution of cropping practices, and point and non-point source aquatic pollution loading and control.
TABLE 1 | Hypothesis testing (Diagnostic) and scenario forecast (Prognostic) experiments designed to identify regional system sensitivities to single and multi-factor stressors. The experiments simulate how climate, alternate technologies and land management, economics and policy jointly determine FEWS biogeophysical and economic responses. The analysis considers past and future time domains and assesses the role and sensitivities of engineered (e.g., thermoelectric power systems) and natural infrastructure (e.g., land use) deployments.
[image: Table 1]2.3 Experimental set-up for the five test cases
The C-FEWS framework consists of a soft-linked workflow configuration (Vörösmarty et al., this issue) that requires an appropriate configuration of models and datasets to execute experiments aimed at yielding particular, targeted insights. Figure 2 shows the main workflow components. These include Climate and Non-Climate Forcing Time Series. The first phase of the C-FEWS effort has focused on historical time series while the second will involve projections to the end of the century, analyzed over three individual time domains (early-century [1995–2004], mid [2045–54], late [2085–94]). All input and output datasets were appropriately assembled, harmonized, and quality controlled before use in any of the historical time period experiments. These included aggregate and parameter-type specifications for the models as well as any geospatial data. Specific combinations of these input data constituted the individual scenarios, referred to as Single and Multiple Factor Experiments (SFEs and MFEs, respectively). These bundled data inputs were then used in one or more of the C-FEWS models, producing a suite of Biogeophysical Outputs describing each of the FEWS component sectors. These outputs were then post-processed as diagnostics in the hypothesis testing as well as serving as performance and sensitivity measures, which we call Δ metrics. These metrics captured FEWS response to the SFEs and MFEs, often reflecting a straightforward “on-off” state specified by each experimental setup. For example, to explore how regional crop production is impacted by drought, we first specified a sensitivity measure based on the historical performance of the sector for years flagged as having the drying event (known as climate Approach A):
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where Y could be crop yield, cd the climate drought year, b2 and a2 the 2 years before and after the event. Since we also performed single-factor non-climate experiments (ncSFEs) over the same Baseline period, we simultaneously explored climate/drought impacts as they interacted with assessment model outputs associated with any of the other main themes (i.e., technology, land use, management/regulations, Table 1). To do this, we computed for each non-climate target output variable (e.g., crop yield with/without cultivars), depicted as ncd, a second sensitivity metric of the same general form as in Eq. 1:
[image: image]
[image: Figure 2]FIGURE 2 | Computational workflow for the single factor and multi-factor experiments, SFEs and MFEs, respectively. Studies reported in this paper focus on the historical timeframe (1980–2019).
Next, benefits from evolving strains of cultivars were analyzed using the ISAM model run with crop strains fixed as in the 1980s (i.e., with no beneficiary effect of biotechnology improvements thereafter) and the modified result compared to Baseline, where the cultivars actually evolved. The experiment required assembling the Baseline results recorded for crop yield, using the metric shown below:
[image: image]
where ncSFE was the recorded output variable of interest (here crop yield) forced by a non-climate input factor (cultivars) over a starting year (or decade) and ending year (or decade). In some cases, the scenario eliminated completely a particular input variable, for example, engineered wastewater nitrogen treatment, or fixed its values to those recorded for the 1980s. An analog to this metric was used to evaluate the climate impact, by replacing the [image: image] terms with [image: image]. This strategy was employed under climate Approaches B and C (Vörösmarty et al., this issue, Supplement), where we modified the last decade of the historical time series to either accentuate or reduce, respectively, the climate extreme in question and obtain aggregate sensitivities, providing useful information about current FEWS readiness to confront future climate. The MFEs relied on a similar structure to Eq. 3, by replacing [image: image] with [image: image]. The Δ calculations can show negative (for the example) but also potentially positive values. As we would expect crop production to contract without the beneficiary effects of new cultivars, the Δ would show the relative degree to which the production becomes sensitive to climate plus all other non-climate factors that have acted over the historical record.
When a modified climate time series was part of the MFE scenario, we computed a second category of metric (the Sensitivity Index) to assess and decouple the role of climate from non-climate factors. That index combined two individual Δ measures and was computed as:
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where MFE was the aggregate system behavior under the combined scenario, for example, using Approach B for a heatwave plus a single technology variable. NC was the non-climate SFE analog operating under the Baseline climate (multiple non-climate factors can also be considered). The Sd term can give a measure of the importance of climate alone, teasing away the impact of the non-climate factors.
These metrics collectively enabled systematic comparisons to be made across the experiments and were particularly important in understanding how technologies like cultivars enhance (or diminish) resilience. More complex combinations of climate and multiple factors can be accommodated to further probe the nature of FEWS resilience (see Vörösmarty et al., this issue). The System Analytics were also synthesized and used in model calibration and validation and, as needed, served as the basis for model reconfiguration and refinement. Biogeophysical Outputs were also translated into terms fed into a Regional Services Portfolio generator together with an Economic Valuation Model, which we present to collaborating policy advisors and stakeholders. Consultations with these partners can also result in a recasting of scenarios and models, which is especially beneficial to meeting diverse stakeholder needs.
3 RESULTS
Below we present a series of five test cases, illustrating the use of the C-FEWS framework (Table 2). Each example addressed a regionally significant biogeophysical issue that is policy-relevant, considered the impact of climate trends or extreme events, and examined the roles of traditionally-engineered and/or infrastructure in producing or compromising FEWS resilience. Computations were made using the semi-independent assessment models, forced by the same input variables, when necessary. For example, to support analysis of droughts under Approach B assessment models were presented the identical climate time series inputs. While the current C-FEWS model coupling is not formal, the case studies given below show how some key determinants transmit results across one or more sectors, for example, how a management/regulatory limit changed the level of electricity production, which then propagated a response into our estimates of thermal pollution and ultimately into economic costs (in the fifth study). Taken together, the five examples feature a sampling of key results in synoptic form to give a sense of the range of potential results that can be generated by the C-FEWS models. More comprehensive descriptions of the experiments and analysis of the accompanying results are given in a series of companion papers published in this same Frontiers Special Topic on FEWS. These papers describe the C-FEWS assessment models used (Figure 2): Economic Valuation (Chang et al., 2023); ISAM (Integrated Science Assessment Model; Lin et al., 2013); SPARROW (SPAtially Referenced Regression On Watershed attributes; Maxfield et al., 2013); RCM (Reduced Complexity Model; Bokhari et al., 2023); TEM (Terrestrial Ecosystem Model) (TEM; Kicklighter et al., 2023); and, Water Budget/Thermoelectric Power and Pollution Model (WBM/TP2M; Zhang et al., 2023).
TABLE 2 | Summary of initial experiments using the C-FEWS framework, highlighting examples of the major classes of topics addressed in this paper. The experiments are deterministic manipulations of the models, constructed by activating or inactivating particular variables to generate a set of counterfactual findings that lend insight into the importance of each of the determinants alone or in combination with others, as indicated by the sensitivity metrics presented in Eqs. 1–4.
[image: Table 2]3.1 Test case 1
Example of climate event stress on the food sector and how technology and management applied to an important nature-based infrastructure (i.e., human-controlled land) work to potentially increase climate resiliency.
The purpose of this example was to demonstrate use of the C-FEWS framework to assess: i) the impact on crop yields from one category of climate extreme (drought) simulated by the ISAM model; ii) how one NBI-based technology (use of cultivars) and one NBI-based management action (varying fertilizer application rate) can contribute (or not) to climate resiliency in the context of drought; and, iii) through combined climate and non-climate single factor experiments the capacity of NBI to enhance (or reduce) food-system climate resilience.
We specifically evaluated the impact of the major drought event recorded across the MW that occurred in 2011 but also was in force during the 2012 growing season (Sanyal and Wuebbles, 2023a; Sanyal and Wuebbles, 2023b), under a cSFE employing climate scenario Approach A from 2010 through 2014. Then, over the same time period, we constructed a small set of ncSFEs by manipulating ISAM model inputs to evaluate the influence of improved cultivars (representing a technology) and nitrogen fertilization rates (representing management). This enabled us to demonstrate how such human actions have influenced historical crop production in light of the recorded climate extreme. In addition, we imposed a set of repeated drought sequences using climate Approach B together with a combined cultivar and management scenario. In this way, we could demonstrate the value of a cSFE, ncSFE, and MFE focused on crop production.
Figure 3A shows the expected, negative impact of the 2012 growing season drought on Baseline performance for corn yields, when both cultivar deployment and fertilization rates varied as observed over the full simulation period (1980–2019). Also shown are the negative impacts rendered by the same drought imposed by fixing cultivars or fixing fertilizer levels (each to the 1980s). There was a dramatic difference between drought sensitivity when expansion of the use of cultivars was removed from the Baseline (a 45% decrease relative to 2009), while there was virtually no difference in fertilizer impacts, a result reflecting the fact that application rates showed a narrow range, approximately 140 and 170 kg N ha-1y-1 (USDA-ERS, 2021). While this result has been shown for corn only, it nonetheless suggests that specific inputs to crop production systems could have strikingly different effects on NBI-based system performance. It highlights the value of technology enhancements on the adaptive capacity of cropping systems in the context of a drought extreme.
[image: Figure 3]FIGURE 3 | (A). Model simulation timeseries, showing Baseline, a scenario removing cultivar development (fixed at 1980s levels), and an experiment removing N fertilizer (also fixed at 1980s) simulating the MW drought of 2011–12 using climate experiment Approach (A) (left) Corn yield in the MW from 2007 to 2016, and (right) Drought impact metrics (Eqs. 1, 2) expressed as bar graphs (B). Climate Approach B experiments showing progressive impacts of repeated drought, loss of cultivars and N fertilization rates. The climate event Δ was computed using the climate-related variant of Eq. 3; all other Δ metric values are computed using the MFE variant, as explained in Section 2.3 and shown on the vertical axes to the right.
We also examined MW regional crop production response under climate Approach B, reapplying and hence intensifying the 3-year drought event sequence (2011–2013; 1x, 2x, 3x in the figure) over the last decade of the historical period. We evaluated system sensitivity through four ISAM simulations, aiming to capture the progressive impact of climate stresses alone, and then modified by cultivar deployment and nitrogen application rates. The first simulation investigated the pure climate effect, with assigned values to all other assessment model inputs as in the Baseline. The second experiment was an MFE, adding to the drought condition a fixed 1980s cultivar technology. The third and fourth experiments progressively applied an additional constraint by reducing nitrogen fertilization rates, first by 50% and then by 100%. This fertilization experiment explored the potential for reducing any potential nitrogen surplus while also maintaining yields during a period of sustained drought.
Figure 3B visually summarizes the 10-year (2010–19) time series and overall system sensitivities to the compound effects of the particular climate, technology, and management input manipulations that we applied to the model. Under all scenarios, corn yields showed the expected pattern of reduction in response to the growing season drought (occurring most prominently in years 2, 5 and 8). Removing new cultivars from the production inputs showed an additional negative impact. Overall, the 50% reduction in nitrogen fertilization had but a modest effect, while the 100% removal of applied nitrogen to cropland was much more consequential, suggesting an important threshold effect to be in play. Interestingly, under both nitrogen scenarios, the impact of nitrogen fertilizer on yields appeared to be less during the extreme drought years as corn production was more limited by water availability than by fertilizer, and gaseous nitrogen losses were similarly lower in the dry versus wetter conditions during each 3-year sequence.
Overall, these model experiments imply that corn yield was historically sensitive to drought, but overall yields were determined much more critically by the presence or absence of technology and fertilizer inputs. According to our experiments, single or repeated drought indeed reduced overall yields, but temporarily, as the crop production system rebounded under the Baseline, cultivar, and fertilization scenarios. Thus, climate played a minor role on long-term productivity relative to the other production factors tested. We therefore see evidence of resilience in MW corn production system and NBI-based benefits, even in the context of repeated drought. The degree to which this can be sustained in the future is the subject of a next phase of ISAM experiments.
3.2 Test case 2
Example of a climate stress on the energy sector, how technology potentially works to increase resiliency, and a simple tradeoff between energy production and thermal pollution, all emphasizing traditionally-engineered infrastructure (TEI) associated with thermoelectricity production.
The purpose of this example is to highlight: i) the impact on TP2M outputs of one category of climate extreme (heat wave); ii) how two TEI-based technologies can contribute (or not) to climate resiliency in the context of that single category of climate extreme; and, iii) show through this example how we can make statements about the role that gray (TEI-based) infrastructure can play in energy system climate resilience.
We first assessed the impact of a major climate event (2012 MW heat wave) using Approach A (Table 3). Then, by conducting experiments of cooling technology and fuel mix deployments (Zhang et al., 2023), we can show how such actions improve or impair electricity production and control the length of streams violating thermal limits under the heat wave. Besides the Baseline scenario, we designed two technology-related ncSFEs: i) a cooling tower (CoolT) scenario in which all once-through cooling was changed to recirculating systems using cooling towers that essentially remove all waste heat discharged to adjoining receiving waters; and, ii) the fixed coal fuel (Fixed-CF) scenario, which assumed that all power stations use coal as the fuel source—a less efficient and water-demanding fuel source than, for example, modern combined cycle gas-fired power plants (Miara and Vörösmarty, 2013). Outputs used in computing sensitivity metrics were electric power production (TW-hr/summer) and thermally polluted stream length (km), tabulated wherever thermal effluents caused a larger than 1 °C increase in river temperature compared to the condition when no power plants were operating. The summer period included June, July, and August.
TABLE 3 | Target years and associated 5-year analysis periods in the historical record for the Midwest and Northeast during early, middle, and late stages of the historical time period. Individual years representing specific events were identified and applied to specific experiments as summarized in Section 2.3. Individual years can be associated with multiple categories of events recorded (e.g., extreme precipitation and coldwave across MW in 2015; cold-wave and heat-wave in the NE in 2016). See Vörösmarty et al. (this issue) and Sanyal and Wuebbles (2023a), Sanyal and Wuebbles (2023b) for detailed methodology.
[image: Table 3]Figure 4A shows a time series of power output along with the Δ’s computed using Eq. 1. The 2012 heat wave exerted impact on all three ncSFE time series, albeit moderately. Changing once-through systems to cooling towers reduced power production slightly relative to Baseline, a limited decrement that reflected the small increase in power consumption to pump water between the condenser and cooling towers. In contrast, the Fixed-CF scenario decreased electricity production even more, indicating the importance of fuel mix on total power production. For each of these three conditions, we assessed sensitivities to the 2012 drought in question. In the bar chart, the climate event impacts (Δ values from Eqs. 1, 2) are summarized and found to be approximately the same, on the order of <5%, indicating that despite a relatively small loss of power production (at most ∼10% for the Fixed-CF scenario), the overall system was relatively resilient to the heat wave (see also Miara et al., 2017).
[image: Figure 4]FIGURE 4 | (A) and (B). Model simulation timeseries and climate sensitivity statistics for aggregate power production and associated thermal pollution, respectively, across the MW as a result of the imposed 2012 heat wave (Table 3). The panels each show Baseline and two ncSFE (non-climate single factor experiment) scenarios, i.e., removing all cooling towers and fixing the fuel source for all power plants to coal. Climate sensitivity metrics use Eqs 1, 2 under climate experiment Approach (A) (C) and (D). Show analogous results, but with imposition of three sequential heat waves under climate experiment Approach (B). The aggregate regional metrics use variants of Eqs 3, 4 to capture the overall effect of the single cSFE (climate single factor experiment), climate with an additional non-climate factor (constituting with climate effects, an MFE), and attempting to isolate the individual impact of climate under the combined scenarios (Sd); see Section 2.3.
Figure 4B shows the impacts of the climate event on thermal pollution in river corridors receiving thermal effluents. First, it is noteworthy that the impacts declined after 2010 for both the Baseline and Fixed-CF scenario as most of their new power stations were outfitted with recirculating cooling towers (EIA, 2022a). The CoolT scenario itself, although reflecting the extreme assumption of 100% of all power plants using the technology would, nevertheless have eradicated virtually all thermal pollution associated with the regional thermoelectric power system. In addition, the CoolT scenario greatly dampened sensitivity to the heat wave, whereas the Baseline and Fixed-CF scenario each showed a slight increase in sensitivity.
Figure 4C, D illustrates power generation and thermal pollution in response to the repeated heat waves in the last decade (2010–19) under climate scenario Approach B. The experiment consisted of two MFEs—the first for the repeated climate extremes plus CoolT and the second for climate extremes plus Fixed-CF. The climate extreme alone plus the two climate-technology scenarios all generated negative impacts on overall regional power production, with the coal fuel scenario showing the lowest potential production and, as with Approach A, an approximate 10% penalty. The bars on the right side of Figure 4C are the Δ values showing that in our example electricity production was reduced under all scenarios but by less than 5%. The CoolT scenario, in contrast, showed but a 1% sensitivity. The Sd term (Eq. 4) showed the relative sensitivity of the climate effects alone, including the intensified climate scenarios and the historical climate change over the 40-year period. These we found to be minor (<1%), again pointing to the resilience of the overall system.
The thermal pollution time series revealed regional sensitivities that were technology-dependent. This was shown by the Baseline and Fixed-CF scenarios, which progressed along the same (improving) trend discussed above for Approach A, wherein more efficient and less thermally polluting technologies were implemented in the final decade of the 40-year historical period. The Δ bar graphs show that the Baseline, which measures the climate event impact only, and the Fixed-CF yielded virtually no negative sensitivities arising from the repeated heatwaves. The cooling technology scenario, on the other hand, showed an enormous buffering in response to the repeated climate events. The Sd statistic corroborates this fact, that the climate effect alone was virtually erased from the CoolT and Fixed-CF scenarios. These results support the idea that the major forces at work in the thermoelectric power sector over the historical period were fundamentally driven by technology change operating through an evolving TEI.
3.3 Test case 3
Example of how land-use change affects an important nature-based ecosystem service—forest carbon sequestration-with a particular interest in the time-domain of this phenomenon (i.e., legacy effects).
Using TEM, we documented the evolution of forest carbon sequestration as a function of time, decade-by-decade. Our focus is on forests because carbon dynamics in these ecosystems have a dominant effect on the global carbon cycle and generate climate feedbacks (Anderson-Teixeira et al., 2021). We considered here a two-part question: What was the impact of evolving land use on regional carbon sequestration in forests and how did it interact historically with other factors that determined the regional terrestrial ecosystem carbon balance? This is a prime example of a question involving NBI exposure to a climate extreme that requires insight into the response of the NBI to direct human action via land use and cover change but also in the context of additional atmospheric determinants of biotic productivity (e.g., CO2 fertilization, ozone limitation). The experiment informs us on the potential limits that this nature-based service might impose on climate mitigation strategies targeting carbon management.
While analyses of short-term climate events (e.g., single-year drought) can be useful in examining the immediate, direct impacts of land-use change on forest carbon sequestration, they provide little additional information on how these impacts may evolve in a more strategic regional context. This is because forest ecosystems are well known to recover from previous human disturbances over decade-to-century timescales (i.e., bearing strong land-use legacies) and ultimately result from interactions with other changing environmental conditions, which themselves evolve over long periods (e.g., ozone pollution, atmospheric CO2 increases) (Figure 5). Therefore, we looked here over the multi-decade Baseline of 40 years to get a sense of the contributions that forest NBI could make to regional land carbon sequestration.
[image: Figure 5]FIGURE 5 | Examples of key land use management and other exogenous input variables driving forest carbon dynamics, as used in the Terrestrial Ecosystem Model. Carbon sequestration estimates depend on these inputs with time horizons that reflect long-term land use legacy effects as well as decadal-scale impacts of key atmospheric drivers. NBI-based sequestration also varies spatially with these variables. It is the interactions across this complex amalgam of factors that determines the overall biotic response and cannot be predicted a priori. The long-term carbon sequestration estimates presented here reflect the positive impacts of climate change (through favorable temperature (B), moisture availability (D), CO2 (A)) and forest regrowth, counterbalanced by loss of forest land and sub/urbanization (E) and impacts from atmospheric ozone pollution (C). From: Kicklighter et al. (2023).
Answering our two-part question required comparison of TEM results from the Baseline time series to corresponding results from an ncSFE involving land use. We created for 1980–2019 a Fixed Land Use scenario in which there was no land use conversion of forests to croplands, pastures, or urban/suburban areas and there was no abandonment of such. Only forests disturbed before 1980 were allowed to regrow. These conditions can be contrasted against the Baseline in which timber harvests from rotational forestry and land conversion, and the abandonment of managed land to forests, occurred during the 40-year study period. Thus, the Fixed Land Use estimates allow us to represent the legacy effects of land-use change that occurred before 1980 on carbon sequestration from forest regrowth, including interactions with other environmental factors, coincident during the 40-year study period. The impact of contemporary land-use change on carbon sequestration was estimated by subtracting the Fixed Land Use results, which had no land-use change effects from 1980 to 2019, from those of the Baseline, which included both contemporary (1980–2019) land-use change effects in addition to the legacy effects of land-use change prior to 1980.
Our analysis indicates that the capacity of forest ecosystems to gain or lose carbon was hardly static and changed over the decades (Table 4). For the Baseline scenario, and across both the MW and NE, we see that forests showed net carbon sequestration in all historical decades but one (2010s in the MW). This net carbon sequestration was primarily caused by the legacy effects of forest regrowth from land-use change that occurred before 1980 (revealed by TEM for the Fixed Land Use scenario). In contrast, contemporary land-use change, primarily through expanding suburban areas (Figure 5) from 1980 to 2019, diminished carbon sequestration. With the exception of the 2010s decade in the Midwest, the legacy land-use effects overwhelmed the contemporary land-use change effects such that forests of both regions became net carbon sinks. The relative importance of legacy versus contemporary effects of land-use change on net carbon sequestration showed large excursions across the decades, produced by different combinations of the effects of environmental factors (e.g., climate, atmospheric CO2 concentrations, ozone pollution) and human activities (e.g., agriculture, forestry, urbanization) on biological growth and loss.
TABLE 4 | Relative importance of legacy and contemporary land-use change effects on mean annual net carbon sequestration (Tg C yr-1) for forests in the Midwest and Northeast United States estimated by the Terrestrial Ecosystem Model (TEM) for various time periods. + values depict net carbon sequestration; - values indicate a net carbon source. Values in parentheses are percentage of net carbon sequestration accounted for by legacy or contemporary land-use change effects.
[image: Table 4]These results using TEM demonstrate well the complex spatial and temporal tracking necessary to evaluate the role of this particular NBI in regional carbon management. The reduced importance of legacy effects compared to contemporary effects on carbon sequestration during the 2010s suggests that the benefits of past land-use activities on forest carbon sequestration experienced in these regions—which have been taken for granted so far—may be diminishing such that carbon management of contemporary land-use change effects becomes a more important nature-based infrastructure management lever. The malleable nature of NBI-based carbon management and how tradeoffs involving different land uses, like forests versus land for housing or food production, need to be understood to formulate sound FEWS management policies.
3.4 Test case 4
Uncovering the individual and differential roles of TEI (wastewater treatment technology) and NBI (aquatic processing) on regional water quality.
Across the NE and MW, over one billion kg of nitrogen (N) each year are loaded into human waste treatment systems, representing a substantial imprint of human interaction with an important biogeochemical cycle. Here, we use SPARROW to examine the water pollution control benefits conveyed by engineered and ecosystem-based infrastructures. We analyze total nitrogen concentrations, defined as the sum of total Kjeldhal nitrogen (organic and ammonia) and dissolved nitrate and nitrite. We use the example of point-source nitrogen pollution because levels of water pollution are determined by the interactions of TEI through wastewater treatment facilities (WWTF) and NBI via instream nitrogen self-purification (alternatively referred to as decay), which our model explicitly simulates. We recognize that non-point sources predominate in many rivers across the two regions, but we focus here on point sources to demonstrate how the simulation capabilities of C-FEWS can be used to explore the geography of a particular, targeted phenomena. Such experiments have been shown to be instructive in identifying cost-effective infrastructure investments (e.g., Alexander et al., 2008). This C-FEWS framework experiment represents an example of two ncSFEs and is hypothetical—but instructive—as both TEI and NBI operate in tandem in the real-world setting.
To determine the importance of each form of infrastructure, Δ values based on Eq. 3 were calculated for all RF-1 catchments (Reach File inter-fluvial areas) (Alexander et al., 1999; EPA, 2007). For the NE, n = 5,547 RF-1 catchments have an average reach length of 15.5 km, while for the MW the corresponding statistics are n = 7,962 and 20 km. Across the NE, we simulated drainage to 250 points along the Atlantic coast through mainly smaller rivers, with a mean drainage area of 1,601 km2 and mean length of 56 km (the largest is the Susquehanna River with 37,752 km2 and 769 km). In contrast, the MW drains to a single point with a drainage area of 2.3 million km2. This region is separated into three large drainage areas: i) Missouri River, 1.3 million km2; ii) Ohio, 0.5 million km2; and iii) Upper Mississippi, 0.4 million km2. These have a mean length of 2,706 km. The statistics illustrate a key geomorphological difference between the regions, with the NE discharging water and nutrients into the sea via relatively small rivers at many coastal locations, with the MW emptying from essentially one large river basin into the Lower Mississippi defined here as the intersection of the Missouri, Arkansas, and Tennessee state boundaries. This has an impact on total water travel times through the two stream/river systems, a key factor in determining removal of nitrogen by NBI. Travel times average 8 days in the NE and 39 days in the MW.
We applied an aquatic nitrogen removal formula at the reach catchment level and, separately, at coastal points for the NE and at the furthest downstream point on the Upper Mississippi River for the MW to evaluate aggregate impacts. For the NE, we saw a total of 380 Mkg N yr-1 loaded into wastewater systems and 105 Mkg N yr-1 transported through rivers to coastal river mouths (Table 5). Internal aquatic processing therefore amounted to 275 Mkg N yr-1 or about 70% of incident loads (cf. Howarth et al., 1996). Almost 90% of this processing was performed by TEI-based facilities, with NBI taking on a distinctly minor role. For the MW, total nitrogen loading totaled about 650 Mkg N/yr-1 and rivers discharged to the Lower Mississippi about 130 Mkg N/yr-1, tabulating a total processing of 515 Mkg N/yr-1, which constituted 80% of the loading. In contrast to the NE, the MW showed TEI-based removal at about 60% and NBI at 40%. These results reflected spatial differences in urban wastewater loading (excluding direct coastal discharges), levels of treatment, and the configuration of the drainage basins and attendant differences in travel times. These differences provide an ideal opportunity to further investigate the relative significance of gray versus green infrastructures in regional pollution control.
TABLE 5 | Key total nitrogen (N) budget statistics for point source pollution for the NE and MW using the SPARROW model. Two single factor experiments, detailed in the narrative, were used to isolate the impact of engineered waste processing versus natural instream ecosystem processes to limit total N flux. Values for the NE refer to rivers draining into ocean receiving waters. For the MW they represent estimates made at the downstream endpoint of the Upper Mississippi River Basin at the intersection of the Missouri, Arkansas, and Tennessee state boundaries. Results are for mean annual conditions over the period 2010–19.
[image: Table 5]To understand the relative importance of the two types of infrastructure more completely, we constructed two ncSFEs over the period 1980–2019, in which we set to zero the functionality of either TEI or NBI. Because the incapacitation of either TEI and NBI in the ncSFEs resulted in an increase in total nitrogen flux relative to the Baseline, their relative strength could be determined by subtracting ∆TEI from ∆NBI placed onto a common scale. The difference calculation results in values between 1 and -1, with positive numbers indicating greater significance of TEI and negatives showing elevated importance of NBI. It is important to recognize that region-wide nitrogen balances were determined by the balance between point and non-point source loadings, upland and wetland watershed nitrogen sequestration and loss, as well as instream self-purification, but the nature of the experiment here was designed to evaluate the major sources of point source pollution control per se (i.e., natural or engineered). Because TEI-based wastewater treatment acted only on point-source nitrogen, we excluded non-point sources from the simulation, thereby isolating NBI functionality in point source pollution control alone.
The results in Figure 6 show the predominant beneficial impact that TEI had on controlling regional-scale point source nitrogen pollution in both the NE and MW. Nevertheless, the importance of NBI increased with length of travel along rivers, with the longest rivers showing large cumulative effects of aquatic decay (e.g., Upper Mississippi, Missouri Rivers). In these rivers, NBI appeared to have a comparable effect to that of TEI. Given the relative scarcity of similarly long rivers in the NE, the region showed only 14 catchments (<<1%) with a ∆TEI - ∆NBI < −0.5 (90 reaches with a ∆TEI - ∆NBI < −0.2), whereas in the MW, 41 (<1%) did so (305 had values < −0.2). The small number of catchments with predominance of NBI in this experiment was related to the fact that TEI acted immediately upon point sources (the only sources of nitrogen in this experiment), while NBI depended on travel time, occurring gradually during downstream river travel. In contrast, the NE had 603 reaches (11%) and the MW 1,394 (18%) with TEI dominating, that is, ∆TEI - ∆NBI > 0.5 (1,153 (NE) and 2,144 (MW) with ∆TEI - ∆NBI > 0.2). All remaining reaches, the vast majority small-to-medium in size, were intermediate in the level of dominance associated with either of the two infrastructures.
[image: Figure 6]FIGURE 6 | Analysis of engineered versus natural aquatic ecosystem infrastructure processing in controlling contemporary total nitrogen pollution from point sources in the NE and MW. The overall dominance of TEI (traditionally-engineered infrastructure) is indicated (with high Δ metric scores in the top right and lower panels), particularly in river reaches downstream of urban settings. However, additional within-basin patterns show many stream and river reaches with NBI (nature-based infrastructure) at parity with or exceeding TEI in importance.
These findings reflect the spatially-varying nature of TEI/NBI infrastructure in pollution control and can be corroborated by a more integrated view afforded by examining the cumulative nitrogen flux estimates at the downstream river endpoints of the two regions. On this basis, the NE showed a slightly lower ∆TEI than the MW (mean 0.508 vs. 0.532), suggesting again a pivotal role of TEI-based treatment as an integrative regional actor (see Table 5). Again, aquatic decay in the NE was shown to have a much less significant role (mean ∆NBI = 0.047), due to the relative abundance of smaller rivers in the region. By comparison, aquatic decay in the MW at the point of entry into the lower Mississippi remained a much more significant factor (∆NBI = 0.203). In both cases, however, we saw regional manifestations of the importance of historical investments in engineered wastewater infrastructure. Additional analysis of the role of aquatic NBI is given in Maxfield et al. (2013).
We continued this assessment by examining the impact of drought on NBI, using climate inputs from the most extreme drought periods (1999–2000 for the NE and 1988–1989 for the MW) as a slight variation of climate Approach B (tripling drought frequency over 10 years). We found that the overall flux of nitrogen to receiving waters decreased by 0.7% in the NE and by 2.0% in the MW, thus modest in both cases. The small decrease in flux in the NE indicated a slightly increased processing capacity by NBI in the region, with longer travel times associated with drought. Similarly, low-flow conditions produced a reduction in river flux in the MW, particularly in the Upper Mississippi and Missouri Rivers, where significant water deficits led to a higher potential processing capacity for NBI, again as a function of elevated travel times associated with drought. These findings are consistent with those of Green et al. (2004), Wollheim et al. (2008), who found that hydraulic residency time is a chief determinant of riverine nitrogen flux. In addition to the sewage inputs we have analyzed here, a complete mass balance requires the addition of non-point sources (Galloway and Cowling, 2002; the subject of Maxfield et al., 2023). We conclude that both types of infrastructure—TEI and NBI—were critical to water quality maintenance (at least for total N). This statement holds true across both regions, but in a highly location-specific and temporally-specific manner.
3.5 Test case 5
We explore here the single and multi-factor impacts of climate extremes, technology, and regulatory policy that demonstrate the C-FEWS framework’s capacity to simulate basin-scale FEWS responses using Reduced Complexity Models (RCMs). Experiments were designed for the Delaware River Basin, where we analyzed system-level sensitivities with respect to thermoelectric power generation and thermal pollution. We used decadal (2010–2019) averages of RCM outputs aggregated from a series of daily variables that were compared across the Baseline and three intensified climate extremes (drought, heat wave, extreme precipitation) using the Approach B climate methodology with three repeated 3-year events (Vörösmarty et al., this issue). In addition to the RCM outputs, a simplified economic valuation module was employed to estimate the economic output associated with electricity generation.
To assess the impact of thermoelectric cooling technology, we formulated a once-through cooling technology scenario (OT) that restricted all of the basin’s power plants to this cooling approach that expels the greatest flux of waste heat into rivers compared to all other cooling alternatives. To assess the impact of an additional regulatory effect, we designed a Clean Water Act (CWA) scenario that imposed strict limits on power plant operation when daily thermal effluent temperatures exceeded designated temperature thresholds (Copeland, 2016). The CWA temperature limits were estimated from defined ranges (1.5°C above ambient river water temperatures or an absolute limit of 28°C) and were also applied with the OT cooling scenario to formulate a combined OT-CWA scenario.
In terms of raw water supply, the intensified climate extremes each yielded intuitive impacts on downstream river discharge across the Delaware River Basin (Figure 7A). Relative to the Baseline climate, discharge decreased by 25% and 16% for the drought and heat-wave scenarios, respectively, while it increased by 15% under the extreme precipitation scenario. The aggregate electricity production across the basin was relatively insensitive to the impact of each of the repeated, decadal-scale climate extremes (see also Zhang et al., 2023). The current cooling technology mix in the basin was dominated by recirculating cooling systems (RCS; i.e., cooling towers), associated with 89% of regional power production (EIA, 2022a, EIA, 2022b). Once-through systems were associated with only 11%. Together, these systems were essentially fully adequate to produce electricity (Figure 7B), contain temperature impacts (Figure 7C), and generate income (Figure 7D) under all of the intensified climate extremes (solid bars), even with CWA limits strictly enforced. The OT scenario alone logged a 4% decline in electricity production and $11.3M financial loss relative to the Baseline, but by far produced the worst performance in terms of thermal pollution, with a 6°C or more increase in average river temperature over all other scenarios and potentially reaching as high as 10°C.
[image: Figure 7]FIGURE 7 | The decadal average (2010–2019) of outputs from the RCM framework and Economic Valuation Module for the Delaware River Basin, compared using bar graphs for four climate scenarios: Baseline climate (blue), drought (brown), heat waves (red), extreme precipitation (green). Four technology/policy scenarios were applied to each climate with its corresponding visual coding: “Climate-effect Only” (solid), “CWA” (Clean Water Act) (dotted), “All OT (once-through) Cooling Technology Scenario” (diagonal stripes-right), and “All OT Cooling Technology with CWA Scenario” (wide diagonal stripes-left). Single and multi-factor scenario results are shown for (A) downstream river discharge (B) annual electricity production (C) basin-averaged increase in river temperature from power plant operation (D) economic valuation of annual electricity production.
A tradeoff thus arises with environmental protection and electricity production, should OT cooling dominate. If we impose CWA thermal pollution limits to achieve an improved level of environmental protection, this would require a severe curtailment of electricity production. We thus saw a dramatic decline in electricity production with the combined OT-CWA scenario (Figure 7B) to protect thermal integrity. The severely limited power production associated with the OT-CWA scenario (with drought producing the largest loss at 78% while even extreme precipitation loses 70%) resulted in economic losses that ranged from $175 million to $205 million relative to the full monetary potential of the basin’s Baseline electricity production (Figure 7D).
The significant rise in temperatures, under all extreme climates with the OT scenario, if met by strict adherence to CWA thermal pollution constraints, is a good example of an energy sector-environmental protection feedback. The policy choice is power production versus habitat protection. If the former is selected, there would be little difference from the Baseline in terms of power production and its economic value. If the choice favors environmental concerns, power production would be severely curtailed and its value would plummet from $250M under Baseline to about $60M. This multi-factor scenario highlights the significant inefficiency of the OT cooling technology and stresses the importance of continuing the contemporary evolution of cooling technology towards RCS in the Delaware River Basin. This has the dual benefit of preserving aquatic thermal habitat while showing only modest losses in power production. We also demonstrated, through a preliminary analysis of climate, power plant technology, and regulatory policy impacts, that tradeoffs between thermal pollution and electricity production can be influenced greatly by different combinations of parameters and input variables. This finding motivates our upcoming multi-objective optimization studies using the RCM framework.
4 DISCUSSION AND CONCLUSIONS
The experimental results reported for the five Test Cases highlight some important early findings generated by the C-FEWS framework. We also have demonstrated the value of a regional, sufficiently long time perspective to uncover the broad-scale features of FEWS dynamics using the historical period 1980–2019. Some common themes have come to light, which are being tested in the companion papers cited earlier, but will serve as the focus of subsequent work, in particular as we move to the prognostic phase of the project, exploring future climate, land use, technology, and management scenarios. There are also valuable lessons that were learned as we sought to formulate coherent rules by which to construct the single and multi-factor experiments, configure the models, and interpret the sensitivities of the overall system. A brief synthesis, describing three key findings, is offered below, followed by a discussion on building policy relevance through our stakeholder engagement effort.
4.1 FEWS climate resilience
While not fully comprehensive, the experiments presented here are consistent in showing strong evidence that several elements of the NE and MW regional FEWS are resilient to the episodic climate events that were imposed. Sensitivities were limited mainly to the years in which the imposed climate stresses were in force, with rapid rebound afterwards. This was demonstrated for a broad spectrum of FEWS—in the food sector in terms of corn yield, in the energy sector in terms of thermoelectricity production and thermal pollution, and in the water sector in terms of minimal change to the patterns of inland water nitrogen pollution from point source sewage. This finding held both for the single climate extreme analysis under Approach A, as well as under the repeated sequences for Approach B. While the rebound effect benefits from the transient nature of climate events recorded for the two regions (Sanyal and Wuebbles, 2023a; Sanyal and Wuebbles, 2023b) the impacts are likely to be more severe should a more chronic set of extremes be in play, for example, the recalcitrant drought and heat wave condition currently in the west United States or with an anticipated shift in climate regime to drier conditions in the future (Gutzler and Robbins, 2011; USGCRP, 2017). Thus, our generalization about climate sensitivity presented here may be highly region-specific and dependent on the persistence of the effects considered. We also recognize that the four categories of extremes are spatially complex over more local domains, can shift greatly over short time frames, and include events such as flash droughts (Christian et al., 2019) and episodic flooding. As a result, our assignment of a particularly noteworthy climate event year may have failed to capture the sub-regional dynamics, which operate on important, although shorter, time periods within a year, and affect individual FEWS sectors differently, for example, planting season for crop production or summer heat waves that increase demand for electricity for air conditioning. Future analysis will consider a rescaling to identify more sector-relevant climate extremes that can be applied to the assessment models.
4.2 FEWS performance conditioned by technology and management/regulation
For each of the FEWS sectors analyzed, its performance was strongly dependent on the types of technology and management or regulatory instruments deployed. The results for Test Cases 1 through 5 all showed that the levels of performance, irrespective to transient climate impacts, were mainly determined by non-climate factors, a situation true for both TEI and NBI. This is an important finding insofar as both infrastructures can serve as the policy levers available for FEWS management. The example of WBM/TP2M showing the progressive decrease in thermal pollution from 2010 to 2019 while power production held steady was a testament to TEI technology adoption, in this case recirculating cooling towers and dry cooling systems. Similarly, adoption of cultivars developed through biotechnology and applied in ISAM to cropland (an NBI) was a key determinant of corn yields, well beyond the impact of climate trends or extremes. Long-term, century-scale legacy effects associated with land use change in TEM (i.e., forest clearing, abandonment, regrowth) was the predominant factor determining carbon uptake by NBI at the regional scale and was additionally modified by more modern land conversion processes, such as suburbanization. While natural decay processes in rivers provided an important NBI-based service—and were particularly noteworthy in terms of attenuating non-point source nitrogen loads—they played but a supporting role in controlling point-source pollution, with engineered treatment predominating across both the NE and MW. We also found that regulatory control was context-specific and worked most effectively in concert with appropriate technologies. We demonstrated this with the RCM simulating the impact of CWA thermal pollution limits that imposed a limited burden on power production when recirculating cooling technologies were allowed to evolve (as they did historically). In contrast, the RCM showed an enormous loss in electricity production and affiliated economic value when the regional population of power stations failed to adopt these technologies and used only once-through cooling. The evolution of technology is thus shown to be important in building FEWS system resilience.
4.3 Spatial and temporal effects determine FEWS performance
The suite of C-FEWS assessment models (Figure 2) were purposely designed to capture dynamical processes and to reflect fundamental geospatial patterns (Vörösmarty et al., this issue). Our high-resolution spatial mapping of C-FEWS assessment model outputs as well as our more aggregated summary statistics demonstrated both regional and sub-regional distinctions that vary over time. The strength of TEM-based carbon sequestration, for example, changed over the decades and was distinct across the NE and MW, arising from complex mosaics of land use legacies that operate over time-varying, individually simulated pixels. ISAM summaries of regional crop yields were similarly computed from independent, pixel-based process-level model calculations. In contrast, the SPARROW-based analysis of the relative roles of TEI versus NBI in nitrogen pollution control added an additional dimension to the spatial question, where river network topologies became critical, as nitrogen decay is a sequential process operating along well-organized river corridor pathways. Enormous differences in the geomorphology of the NE and MW, with the landmass of the former discharging across a proliferation of smaller river mouths versus a more-or-less single entry point into the lower Mississippi, defined the relative roles that TEI and NBI played. NBI was favored in the MW due to longer average travel times but non-etheless operated in the context of the predominant effect conveyed by TEI in point source pollution control. This spatial organization therefore yields important considerations on how investments could optimally be made in pollution abatement, for example, in either constructing new wastewater treatment facilities or protecting and rehabilitating existing forms of both types of infrastructures.
4.4 Additional lessons
The next phase of the C-FEWS study will focus on projections into the future and the implications of climate change and other key determinants on FEWS performance over the next many decades. We have demonstrated here the critical roles of both engineered and nature-based infrastructures, which reasonably can be considered as the regionally-significant policy levers that decision-makers, planners, and managers have at their disposal. One important aspect of our general findings is that technology can keep pace with climate change and its affiliated extremes, in large measure buffering the FEWS sectors from climate shocks. Our study has explored individual FEWS sectors and some of their preliminary tradeoffs (e.g., power production versus preserving the thermal integrity of riverine habitat). A more comprehensive analysis using additional multi-factor experiments is still required to more completely test our main hypothesis regarding how interactions across the FEWS elements define the aggregate behavior of the full system.
4.5 Limits of the analysis
Our study was limited by the structure of the framework, the contributing algorithms, and input datasets. First, C-FEWS uses a loosely coupled configuration of models and thus cannot explicitly articulate feedbacks across all of the FEWS sectors simultaneously. However, the assessment models do share common data inputs, time horizons, and experimental manipulations. For example, the climate forcings (i.e., for a single climate scenario Approach) were identically input to all of the models across the cSFEs. Our time frame spanned the decades of 1980–2019 and for that time period we applied historical time series for many of the input variables that were shared identically by one or more of the models (e.g., same time series of fertilizer application, land cover, power plant fuels and cooling technologies). As a consequence of these initial experiments (documented in individual C-FEWS papers in this special issue), we can evaluate the single and multi-factor experiments to assess whether or not the models need to be more tightly coupled. If such a coupling is indicated, we can envision a sequence of more tightly linked simulations, similar to the evolution of our linked modeling of the energy sector in an earlier study (e.g., from Miara and Vörösmarty, 2013 to Miara et al., 2019). Next, the models operate at different spatial and temporal scales and require suitable aggregation. For example, the ISAM model operates at hourly time steps at 0.1° (long/lat) resolution; the TP2M at daily time steps and 0.05°; the economic models annually at the state-level; and, the RCM monthly at the drainage basin scale. Given that the models conserve both mass and energy, we can apply standard techniques to geospatially and temporally aggregate the results, for example, over individual states, basins, the NE or MW (Hill et al., 2004).
4.6 Building policy-relevance: Beyond basic FEWS research
The C-FEWS framework has been useful in developing what we refer to as an actionable knowledge base. It specifically has developed datasets and modeling tools useful to a wide range of stakeholders focusing on energy transitions, sustainable agricultural, watershed management, and water quality and pollution control. The scenario work informs decision making on the most impactful manipulations of TEI and NBI, including strategies that maximize conservation and ecosystem restoration (Figure 2). Our existing engagement efforts focusing on the NE and MW have involved stakeholders drawn from federal, state and local agencies, NGOs and civil society and the private sector (Table 6; Tuler et al., 2023). Our focus has been on developing alternative developmental story lines, that motivate the stakeholders to articulate specific goals for land use management and habitat protection, energy technologies, pollution control strategies for point source pollution and non-point pollution generated by agricultural practices. These storylines are then translated into contrasting scenarios (e.g., business as usual vs. high sustainability targets), which the study team then quantifies as alternative inputs in the C-FEWS assessment models. This co-design process then invokes different combinations of factor inputs to construct specific scenarios (Table 2). Results from these revised experiments are then shared and discussed with the stakeholders. Revisions are then made and the process continues until a suitable set of endpoints reaches a sufficient level of maturity as agreed-to by the parties. Use of the full models in this way requires attention and time to reparameterize and the process is highly asynchronous. For this reason, we are also completing an advanced version of the RCM to handle the full suite of FEWS dynamics, enabling a much shorter turnaround for model set-up and results generation, which will be embedded into the stakeholder workshops.
TABLE 6 | A partial listing of the C-FEWS Stakeholder Working Group and workshop participants.
[image: Table 6]In parallel with establishing the C-FEWS Stakeholder Working Group and executing workshops, we have conducted a series of interviews with modelers from the C-FEWS project team and regional policymakers, NGO representatives, and researchers. The purpose has been to gather perspectives and insights into the utility of the regional C-FEWS assessment models, the challenges of creating these models in a planning support context, and the specific types of information needed to improve the management of integrated food, energy, and water systems at the macro-scale (Tuler et al., 2023). The development and application of regional assessment models for FEWS has given rise to many challenges (Webler et al., 2011; Kling et al., 2017) and the C-FEWS project is representative of the approaches that have attempted to integrate existing models of particular sectors and regional sub-systems that ultimately can provide information to stakeholders on policy-relevant dynamics.
The model developers and stakeholders we have interviewed to date generally agree that assessment models need to provide policy and decision-makers with sufficiently practical as well as actionable knowledge. For example, both groups agree that information about economic metrics, thresholds, and inflection points are useful for comparing the impacts of different policy or technology interventions. They also generally agree that information is most helpful when it speaks to stakeholders’ scale of interest in decision-making. The modelers we interviewed have different opinions about whether and how to present uncertainties for stakeholders, while stakeholders expressed a clear desire to be informed about uncertainties. In addition, stakeholders expressed interest in measures of distributional impacts and equity, which typically are not a central focus of assessment models. Some challenges can be traced back to the decision to use a suite of existing (as opposed to de novo) models. For example, the ability to configure models to provide information relevant to stakeholders is constrained by the use of existing algorithms that pre-determine the scales and particular variables that can be simulated. Another challenge relates to the process of linking existing models, a product of the considerable effort modelers must invest to learn about each other’s formulations and to assess the compatibility of assumptions, parameter definitions, and analytic approaches. Reconciling inconsistencies and differences, even within a single modeling team, takes a great deal of work and coordination.
The findings from our interviews reinforce the notion that regional assessment models can be of use to diverse stakeholders, but their promise requires that clear understandings be built between modelers and stakeholders about, for example, relevant spatial and temporal boundaries, measures of impact, and the character of scenarios of change. Stakeholders, in turn, can identify a range of scenarios that the models should be able to analyze and how model outputs could be productively presented and synthesized. Successful development and application of regional assessment models will require dialogue between modelers and stakeholders that honors the knowledge and expertise that both groups bring to the effort and helps them learn from each other. Many of the broad concepts, tradeoffs, opportunities, and limitations summarized in this paper are certain to figure prominently in these interactions.
This regional C-FEWS study sets the stage for a more generalized application of the approach to analysis of patterns across the national domain. The contrasts as well as similarities across the two regions of interest should not obscure the fact that, however unique, the NE and MW do not exist in isolation and their current state and future trajectories will be dictated by larger national (if not global) scale considerations. All C-FEWS models (except the RCM currently) already operate at the continental scale, positioning us to create a prototype CONUS-level version of the framework to support the assessment modeling (e.g., Lin et al., 2023; Maxfield et al., 2023). Such a national perspective using some of the C-FEWS modeling capabilities has been valuable in documenting cross-regional climate-readiness. For example, in earlier work (Miara et al., 2017), we highlighted a dramatically different capacity of the thermoelectric sector to adapt to future climate change, counterintuitively documenting more robust climate resilience across the US Southwest versus the Southeast. The effect arises from larger predicted increases in atmospheric humidity for the Southeast, decreasing vapor pressure deficits between cooling towers and the adjoining atmosphere, thus reducing the efficiency of the cooling process and hence constraining electricity production. The expansion of C-FEWS models to the fully national domain will follow the structure and procedures outlined in Figure 2. As in the NE-MW study, these and other process models will operate using the framework schema, including computation of regional services portfolios based on TEI and NBI, which are then economically evaluated and shared with stakeholders. Pursuing this broader objective enables the NE and MW to serve as the foundational benchmark against which FEWS performance in other regions of the United States can be assessed.
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Multisectoral models of regional bio-physical systems simulate policy responses to climate change and support climate mitigation and adaptation planning at multiple scales. Challenges facing these efforts include sometimes weak understandings of causal relationships, lack of integrated data streams, spatial and temporal incongruities with policy interests, and how to incorporate dynamics associated with human values, governance structures, and vulnerable populations. There are two general approaches to developing integrated models. The first involves stakeholder involvement in model design -- a participatory modeling approach. The second is to integrate existing models. This can be done in two ways: by integrating existing models or by a soft-linked confederation of existing models. A benefit of utilizing existing models is the leveraging of validated and familiar models that provide credibility. We report opportunities and challenges manifested in one effort to develop a regional food, energy, and water systems (FEWS) modeling framework using existing bio-physical models. The C-FEWS modeling framework (Climate-induced extremes on the linked food, energy, water system) is intended to identify and evaluate response options to extreme weather in the Midwest and Northeast United States thru the year 2100. We interviewed ten modelers associated with development of the C-FEWS framework and ten stakeholders from government agencies, planning agencies, and non-governmental organizations in New England. We inquired about their perspectives on the roles and challenges of regional FEWS modeling frameworks to inform planning and information needed to support planning in integrated food, energy, and water systems. We also analyzed discussions of meetings among modelers and among stakeholders and modelers. These sources reveal many agreements among modelers and stakeholders about the role of modeling frameworks, their benefits for policymakers, and the types of outputs they should produce. They also identify challenges to developing regional modeling frameworks that couple existing models and balancing model capabilities with stakeholder preferences for information. The results indicate the importance of modelers and stakeholders engaging in dialogue to craft modeling frameworks and scenarios that are credible and relevant for policymakers. We reflect on the implications for how FEWS modeling frameworks comprised of existing bio-physical models can be designed to better inform policy making at the regional scale.
Keywords: regional planning, climate resilience, integrated assessment models, stakeholder engagement, food-energy-water systems, coupled models
1 INTRODUCTION
A growing body of scholarship and practice highlights the deep couplings and complexities of food, energy, and water systems (FEWS) at multiple scales (Keairns et al., 2016; Berardy and Chester, 2017; D'Odorico et al., 2018; National Academies of Sciences, Engineering, and Medicine [NAS], 2021; Viglia et al., 2022). Primary examples are demonstrated by demands on water resources for agricultural irrigation, energy generation, ecological systems, and residential and industrial consumption. Complexity across systems is amplified by climate change, increased throughput, technological change, and globalization. The impacts of increasing demand, stronger couplings, and a changing climate are amplifying tensions among FEWS, raising questions about how they are linked as well as how to deploy engineered infrastructure (e.g., dams, irrigation, water treatment plants) and nature-based infrastructure (e.g., land, aquatic systems, ecosystems) to manage them and improve system resilience and sustainability (Miara et al., 2017).
The ways that systems are coupled and the ways that trade-offs arise in deployment of policy actions to manage them in the face of climate change have been the growing focus of modeling (Daher and Mohtar, 2015; Keairns et al., 2016; Kling et al., 2017; Haimes, 2018; Nie et al., 2019; National Academies of Sciences, Engineering, and Medicine [NAS], 2021). Kling et al. (2017), pg. 151 argue that
“Existing models tend to individually examine strategies to address environmental problems. However, FEW systems often generate multiple environmental impacts, some of which occur as complements, such that addressing one leads to co-benefits by reducing others … Developing models that incorporate these multiple impacts can lead to more holistic approaches … ”
Various tools and frameworks have been applied to this topic, including life cycle analysis (Mannan et al., 2018) and linked biophysical and socioeconomic models (Howells et al., 2013; van Vuuren et al., 2015; Kling et al., 2017; Miara et al., 2017; Vörösmarty et al., 2023) to help scientists and policymakers analyze coupled systems, reveal trade-offs and propagation of impacts, and explore future dynamics. Such tools have been implemented in a variety of contexts and at multiple scales. These range from localized, to regional, to national scales and they explore scenarios defined by climate stressors, new policies, and new technologies.
Modelers can approach the development of frameworks to model FEWS in a variety of ways. One approach is through participatory processes that result in new models (González-Rosell et al., 2020; Schmitt-Olabisi et al., 2020). Another is for a team of modelers to integrate existing validated models related to food, energy, and water, and other systems into a single model (Welsh et al., 2013; US DOE, 2020; Thompson et al., 2021). These are generally referred to as integrated assessment models, where the models are tightly coupled (Weyant, 2017; Kling et al., 2017). A third approach is to “soft-link” existing models, such that they are connected via a semi-coupled confederation of individual models, or what some call a modeling framework (MF) (Howells et al., 2013).
In this paper we explore opportunities and challenges of coupling existing models into a MF with the goal of assisting planners and decision makers to consider linkages among FEWS and the implications of management strategies to promote resilience in the face of a changing climate. Our focus is on frameworks that link existing models to provide information at the regional scale of watersheds or multiple states (e.g., New England). These encompass both strongly coupled models (i.e., integrated assessment models) and soft-linked models, or modeling frameworks (MFs). The development and application of MFs for FEWS give rise to many challenges (Webler et al., 2011; Kling et al., 2017; Fisher-Vanden and Weyant, 2020). These include challenges to validating coupled models, providing meaningful information to decision makers, the “inertia” of existing models whose features may be difficult to modify, built-in assumptions and input and output parameters that may not align well with the interests of policymakers, and ensuring appropriate “hand-offs” of outputs from one model as inputs to another model. In addition, scientists and stakeholders may have different ways of conceptualizing FEWS (Villamor et al., 2020). Roles of stakeholders in developing modeling frameworks and scenarios can vary and present their own set of challenges (McBridge et al., 2019; Villamor et al., 2022).
The context for our study is the C-FEWS project (Climate-induced extremes on the linked food, energy, water system), in which a framework is being developed to enable a systematic assessment of future policy options to manage and adapt FEWS to changing climate extremes and other environmental stressors from the present-day to 2100 (Vörösmarty et al., 2023). The C-FEWS framework is based on a semi-coupled confederation of existing models for climate, energy, food, and water systems. The C-FEWS project is representative of MFs.
We interviewed ten modelers associated with the C-FEWS project and ten regional policymakers, NGO representatives, and researchers (henceforth referred to as stakeholders) to gather their perspectives and insights on the roles of MFs of FEWS, the challenges of creating MFs to inform planning, and the information needed to support planning in integrated FEWS. In addition, we analyzed comments of participants in a meeting of the project’s Stakeholder Advisory Group and the discussions among modelers in project meetings.
2 MATERIALS AND METHODS
We gathered information from modelers and regional stakeholders in four ways. First, we conducted semi-structured interviews with ten modelers associated with the C-FEWS project. The interviewer used a series of questions to guide the interviews, but there was room to explore topics as they arose. Interviews typically lasted one hour and were all conducted via the telephone or zoom. After acquiring voluntary informed consent, all interviews were recorded and transcribed. We inquired of modelers’ opinions and experiences about: 
• How specific models and their outputs have been used to inform planners and decision-makers,
• The caveats and embedded assumptions and uncertainties they think are most important for stakeholders to know,
• The primary challenges to developing regional FEWS modeling frameworks,
• What they believe stakeholders in regional sectors want to learn from regional FEWS modeling frameworks, and
• What they hope to learn from engaging with the stakeholders as part of the project.
Second, we interviewed ten stakeholders from New England who engage in regional planning across food, energy, and water systems. Potential interviewees were identified via web searches and key informants. They included staff from non-governmental organizations, researchers participating in regional planning, and staff from government agencies. We told them that we wanted to learn how models can aid in regional policy and decision making across multiple sectors such as food, energy, water, housing, transportation, and habitat management. For the sake of brevity, we focused this study only on the New England region. As with modelers, after acquiring informed consent, we recorded and transcribed interviews. We inquired of stakeholder’s beliefs, opinions, and experiences about: 
• The information that has been or would be most helpful in their regional work across multiple sectors,
• What they think makes regional modeling frameworks helpful to their regional planning work, including opportunities to participate in their development, information produced, and methods of communicating results, and
• Key questions at the regional scale that FEWS modeling frameworks could help answer.
Co-authors independently read and coded interview transcripts (RH, ST and TW) using the qualitative data analysis technique of grounded theory (Glaser and Strauss, 1967; Webler et al., 2011; Corbin and Strauss, 2014). In this approach, segments of text that relate to a theme or idea are identified. A segment of coded text on a given theme is contrasted and compared with other coded segments to find commonalities and differences. We began by coding with the research questions in mind. We included additional topics that emerged in the interviews.
Third, we reviewed comments of 17 participants in a meeting, in November 2020, of a Stakeholder Working Group created as part of the C-FEWS project. The Stakeholder Working Group is intended to engage people from diverse sectors and organizations to co-design and then explore scenarios of how the food-energy-water system responds to climate extremes, such as drought, extreme precipitation events, and increasing temperatures, and how natural and engineered infrastructure can be employed as policy “levers” to minimize environmental and societal damage. During the meeting Stakeholder Working Group members provided initial insights into the kinds of scenarios that would be of interest to explore with the suite of models in response to two questions.
• What are your major concerns regarding the state and trajectories of FEWS across the Midwest and Northeast regions?
• What are policy and management levers you anticipate could be used to realize alternative outcomes?
Finally, we reviewed and coded recordings of a sample of project meetings where processes of linking models and the harmonization of model features such as parameter definitions, time steps, and grid resolutions were discussed and resolved. During January 2020 through September 2021 the project team met 22 times on zoom, which ranged from 2h to a full day (the project team has consisted of 15–20 faculty and graduate students). We coded 15 of those meetings. Similar to the process of coding interview transcripts, zoom meeting recordings were coded using a grounded theory qualitative data analysis approach.
3 RESULTS
In the following sections we present the results of our interviews with modelers and stakeholders. We present them together in four sections, based on themes that emerged from our analysis: 
• the benefits of regional FEWS MFs.
• what information can be gained from regional FEWS MFs
• challenges of linking pre-existing models, and
• suggestions for designing useful modeling frameworks.
3.1 The benefits of regional FEWS MFs
We inquired of the modelers and stakeholders about what they think are the benefits to stakeholders from MFs. Both modelers and stakeholders highlighted opportunities for learning and informing stakeholders’ thinking. The use of scenarios to explore possible futures is a key way to support learning. Both modelers and stakeholders believe MFs are useful to inform policies, but they should not determine policies.
3.1.1 FEWS MFs can help stakeholders make better informed choices about courses of action
Choices can be better informed when consequences and trade-offs of potential actions are understood. A stakeholder we interviewed talked about the role that models can play in helping to understand the implications of particular policy choices. She spoke of an effort to explore the implications of promoting viable and secure local food systems. By exploring different scenarios, MFs could help stakeholders understand the implications of policies for which they want to advocate. However, stakeholders may also find MF outputs do not confirm their beliefs, which can make them less interested in their use because of the questions that they may evoke among other stakeholders, decisions makers, or the public. One stakeholder we interviewed put it this way:
“The modeling could help [us understand the system response better] but could also lead to a lot of unpleasant questions and concerns.”
The modelers agreed with the point made by the stakeholders that MFs can help stakeholders better understand consequences of potential actions. Modelers highlighted the power of stakeholders to use MFs to explore future consequences of actions, such as new regulations, management approaches, or new technologies. As one modeler explained, MFs can help people
“Translate where we are now with land cover distribution to particular issues that people are wanting to find out for some time in the future.”
An aspect of exploring future consequences is the consideration of how actions in one sector or region may impact other sectors or regions. The idea of exploring trade-offs across food, energy, and water systems is central to the goal of the C-FEWS framework and members of the modeling team suggested that MFs could help stakeholders understand these tradeoffs across systems.
“[The MF could] look at an improvement [in the agriculture sector] to get irrigation but it’s not an improvement to have irrigation [if there is] a dry spell. Somebody will be pumping water out of the river to feed the corn, and they are not feeding downstream the power station that is producing hydro [energy] or needs cooling water. One sector's benefiting so its reliability goes up or its risks go down but downstream users’ risk goes up and their reliability goes down in their systems … take a look at your sector, realize that you’re not the only sector and then [through the modeling] unveil the set of pinch points or tradeoffs.”
Another modeler described it this way:
“I argued that if they rolled out a carpet and understood what’s going on across the carpet, they would get a better indication of where there were opportunities to do sustainable development versus non-sustainable development [….] Yeah, all the politics are local, however infrastructure build [creates] opportunities for planning things out at the regional scale, in fact that’s what we would like to do, right? Maybe we can design an experiment to show that if you think locally, you might optimize but you lose the regionality. That would be a very good scenario for the group to consider.”
Stakeholders also spoke about the ways that MFs can help improve policies. For example, they suggested using models in different ways, such as forecasting and backcasting to explore how desired futures can be achieved as well as helping to understand system dynamics. For instance, one stakeholder interviewee mentioned that she wants to understand the implications of a decarbonized electricity grid, which is a question of forecasting. Another stakeholder was interested in backcasting to explore how to achieve a desired outcome:
“I do think that sitting down and sketching out in 50 years, “this is what an ideal world would look like,” would be great. And then backtracking to this point.”
Participants in the Stakeholder Working Group meeting emphasized how these approaches can be used to better understand the impacts of a changing climate and the role policy levers, new technologies, and management systems play in shaping outcomes. They also talked about how MFs could make trade-offs among policy goals more transparent.
Stakeholders who are active in state or national politics and policy making sometimes explained that they used models to help understand the opportunities and challenges of a future system state. In other words, they are more interested in the so-called “30,000 foot view” and not “fine-tuned modeling.” What they want from models are general trends over longer periods of time or models that help them understand what a significantly altered system is like.
3.1.2 FEWS MFs can help stakeholders explore scenarios to enhance understandings
Modelers described the important role of examining a range of scenarios to help stakeholders understand the dynamics of coupled food, energy, and water systems and the implications of different management strategies. As one modeler put it:
“You do want to consider […] multiple scenarios, because it really depends on what humans do in the next century […] and how much temperature change and climate change we’re going to have. So we look at a range of scenarios.”
Given that scenarios are important, we inquired about the role of stakeholders in defining those scenarios. A modeler made a distinction between stakeholders helping to develop the MF versus helping to define scenarios that can be explored by the framework:
“I think their major role is, is to work with us, to codesign the scenarios, the storyline. What do you guys want in terms of answers to your questions? There’s no time for us to sit down and codesign the computer code to do that so you'll have to trust us that we have some competency there but what are you, what's your worry 30 years from now? Are you worried about heat waves? Are you worried about fuel mix? Are you worried about cost per kilowatt? What's your concern as we go into the future? I think the codesign of the scenarios is where we engage them, not at the level of the model building.”
Another modeler felt that scenarios defined by a modeling team could help stakeholders understand the capabilities and limitations of a MF. In his words scenarios could “demonstrate some results to give a taste for what we could do.” The modeler went on to say that it can also be beneficial to present scenarios to stakeholders to provoke discussion:
“There’s some hand holding that has to be done. We can say, ‘We looked at this scenario versus this scenario and we revealed this. Have you thought about this in your operations or in your planning or in your management strategies?’ That’s pretty targeted because you have to know ahead of time what it is they might be interested in and make sure the results are sound enough that they’re not gonna say well this does not make sense because you did not do x, y, and z.”
A stakeholder made a similar point but emphasized that achieving better understandings of possible future scenarios and the capabilities and limitations of a MF depends on transparency about goals, intentions, and assumptions.
3.2 What information can be gained from regional FEWS modeling frameworks
Stakeholders emphasized that useful MFs should provide information that has value to them. For example, if a model reports information on projected corn production, but the stakeholder is interested in alfalfa production, there is obviously a mismatch.
The stakeholders we interviewed and participants in the Stakeholder Working Group meeting emphasized that they wanted model outputs that relate directly to the decisions and policies they make or that they are trying to influence. They highlighted their desire for information about spatial and temporal factors and about trade-offs relevant to their decision making and planning. For instance, one stakeholder mentioned that her organization wants to understand how the transition to clean electricity will improve air quality and reduce greenhouse gas emissions. It is understood that there will also be downsides to policy change. In this case, jobs, grid reliability, or electricity prices may change. Information about such impacts was important to this stakeholder.
3.2.1 Information about economic costs
Cost of a policy option was a variable of widespread interest among stakeholders and the regulatory and political officials with whom they need to collaborate. This stakeholder emphasized that regulators at the state are hyper-focused on cost:
“[…] the mentality of regulators tends to be how much is it going to cost people today? And how do we do it the cheapest way?”
Stakeholders who communicate directly to publics noted the importance of being able to tell people what a given policy action would cost:
“The problem is that a lot of these federal or even regional policies—at least as advocacy is concerned—we're really interested in being able to tell people, how is this going to affect them personally, and so on, being able to translate that to, this is going to cost you X number of dollars.”
3.2.2 Information about distributional equity
Some of the data that stakeholders seek are about justice and distributional equity. One stakeholder pointed out how past policy actions have sometimes made injustices worse:
“There are a lot of people that have been historically oppressed by environmental actions. So I think that we need to really consider that as we move forward. So yeah, looking at the diversity, equity and inclusion piece of it is also important.”
Another stakeholder focused on land justice - how much and which parcels of agricultural land are owned by people of different races:
“When you deal with climate change, land is a critical entity, and ownership and access to decision making on land is disproportionately, you know, like, the more wealthy white people. So that’s a big issue.”
3.2.3 Information about uncertainty
A thread through many discussions about the value of information for stakeholders was about the value of reporting uncertainty information. Modelers had different opinions about whether stakeholders wanted this information. For example, a modeler said:
“I think if we got to the point where ‘Hey this result is interesting and it could be used to inform planning’, but what is the uncertainty around it? I think uncertainties are very important. We had some ways to address it in terms of standard methods that are in the literature, but I think that capturing the effect of uncertainty on an outcome in a model is getting a lot more attention and has a lot more value and I think planners are becoming more and more aware of that too.”
Other modelers reported that, in their experience, many stakeholders are uninterested in uncertainty information:
“We present [information about uncertainty] but my impression was that they were not particularly keen about that, they were not demanding that as I recall, they were just demanding well “what”s the loss of capacity’ and then we say ‘oh it’s about 12% give or take’ but they were not demanding that and it's really funny to me that among the modelers we’re super concerned about uncertainty … I think we’re more concerned about that than [stakeholders] we’ve worked with … ”
“What we think is important may not be so important [to them]. They just want the number.”
In contrast to the view of the modeler, all the stakeholders we talked to expressed a desire for MFs that can characterize uncertainties related to food, energy, and water systems (production, distribution, supply, etc.) as a result of climate change and the implications of uncertainties for decision making. They emphasized the importance of disclosing uncertainties in conjunction with outputs because uncertainties can affect planning about, for example, water management and water storage capacity.
For some stakeholders, uncertainty is about not knowing what people would do. For example, when we asked one stakeholder about how important it was for him to know about uncertainty, he mentioned the uncertainty of knowing whether urban migration to rural areas would change. Another mentioned uncertainty about Federal Government programs. Uncertainty in this sense is more akin to scenario design than it is to data stochasticity. In models, many variables are not point estimates, but are probabilistic.
3.2.4 Information about relevant regions, scales, and sectors
Modelers recognized that the value of models lay in providing information that is relevant to decision makers, and that means information that is at relevant spatial and temporal scales:
“We quickly learned that we need to break down the science by what people, again really want to know for their particular interests. So, if you're from the Midwest, you want to know what’s happening in the Midwest, you want to know what’s likely to happen in the Midwest, you probably care a little less about what’s going on in the rest of the country. You know maybe you have some interest in, maybe you have relatives in California so you’re interested in the West or the Deep South or something, but you’re primarily gonna be interested in the Midwest. Let’s say you work on energy or transportation or water issues or you’re a farmer, … they’re gonna be interested in how we look at particular sectors of society.”
Stakeholders in the working group meeting and in our interviews also emphasized the value of outputs at relevant spatial and temporal scales. While modelers may struggle to downscale from 100 to 4 km2, users sometimes wanted model output on scales even finer than this. For instance, some local planners wanted models to provide useful information about individual properties. FEMA floodplain maps were brought up in one interview as an example of the granularity that some stakeholders need. But even as FEMA’s maps provide sufficient spatial precision, they do not provide the temporal granularity that some stakeholders sought (even as they understood this was not the task Congress allocated to FEMA). FEMA’s maps do not predict future flood risks; they are based entirely on historical rainfall and storm surge data. Thus, they lack the temporal dimensions of interest to some stakeholders. For flood risk, some stakeholders sought spatial granularity and high-confidence future projections.
The desire for information at fine scales is in part driven by the question of where decisions are being made that affect food, energy, and water systems. This point was further emphasized by interviewees that advocated for MFs to provide information at the scale of states, because it is at the state level that many policies and regulations are proposed and enacted. While describing a New England regional food system planning initiative one interviewee noted that,
“The work is at the state level with all of the different state actors. How are we going to contribute to this? To which we can say here’s what Vermont's contribution should be because we have a lot of farms, we have more farmland, here’s what they need to do … [the work] is going to need to happen more at the state level and even the local level, as opposed to on a regional focus … it’s got to happen on the state level, because you're dealing with every state has some kind of a Department of Agriculture, and they have grant funds, and they have access to them, they have different regulations, and all that kind of stuff.”
3.2.5 Information about thresholds and inflection points
Stakeholders reported an interest in understanding sensitivities, thresholds, and inflection points. An interviewee explained that causal relations might be linear, but only up to a point. After that they may transition quickly to a different slope or even become exponential. For example, it is often noted that transitioning from fossil fuels to renewables is quite feasible up until 85% of demand is met (Denholm et al., 2022). After that inflection point, gains become much more difficult to achieve. If models could help stakeholders locate potential thresholds and inflection points, the policy expectations could be better managed. For similar reasons, some stakeholders desired information about the aggregation of many small scale (individual) decisions. During the Stakeholder Working Group meeting, participants asked how MFs can help make sense of the cumulative impacts of many small-scale decisions and actions for FEWS.
Modelers agreed. Modelers thought that MFs offer an opportunity for stakeholders to learn about thresholds of change. For example, a modeler described a situation related to extreme heat:
“One of the things we often look at is what is the number of days above 95 degrees. Well why? Well, being a Midwesterner, I know that corn seed will not develop if the corn is developing during a period when it’s above 95 degrees and so are 95 degrees days becoming more common? It’s not that common in Illinois right now for example, but by mid-century we could see half a month to a month of 95 degrees and if that happens to be in July when the corn is setting, that will affect production so we know that’s a kind of threshold, that will be of interest. So, we’re always looking for what is the new sense of a threshold that matters.”
3.3 Challenges of linking pre-existing models
The focus of the C-FEWS project is the development of a regional FEWS MF built from a suite of “soft linked” existing biophysical models (Vörösmarty et al., 2023). The core models are connected through the exchange of data inputs and outputs, an approach used in other contexts (Howells et al., 2013). Interviews with the C-FEWS project team members yielded insights into four key challenges of that arise from linking existing models into a FEWS MF. While some of them can related to modeling of complex systems generally, they are exacerbated by linking existing models into a modeling framework.
3.3.1 Complexity of coupling individual models
The effort to link existing water, food, energy, nutrient flux, and climate models takes considerable effort. There are challenges to matching time steps, grid sizes, data resolution, spatial regions, and metrics for input and output variables. The effort required - in time and labor - to address these differences can be significant. The suite of models managed within the C-FEWS modeling framework define parameters and embed assumptions—as all models do—but in ways that are sometimes inconsistent and potentially incompatible to the other models and not well understood among the modelers:
“[Other modelers] are making very coarse statements about the models that were totally wrong. They were not understanding the data set we gave them.”
For example, modelers have to work through key differences in critical definitions such as how to define and measure carbon sequestration or even what defines the Northeast and Midwest regions:
“[Name of modeler] has a different idea of what the Midwest and Northeast is than what we do. We use the national climate assessment states, they’re using something broader because they are worried about the watersheds. We have to communicate better.”
Often, these differences were rooted in disciplinary traditions, as this statement conveys:
“The economists tend to talk about crops, they are really talking about dollars, but they relate that to bushels. And bushels are a kind of a weird unit for us because we are looking at grams of carbon, which you can convert to grams dry weight but bushels are not dry weight necessarily because you’ve got water in there.”
Reconciling differences is obviously vital, and the project team achieves this through regular meetings. However, discovering differences can take time and it is not always easy to find where misunderstandings lie. As one modeler told us:
“We have all these data harmonization issues and these technical wrestling things to the ground, staging them, making sure everyone understands the formats, the different input structures for the different models. [….] the models were developed for different purposes, the models have different time steps, different time horizons, SPARROW is a steady state model and now we’re making it into a time series model so all of these, the minutiae of getting the models set up, running them, harmonizing the data, harmonizing the outputs, all that stuff takes an enormous amount of effort.”
3.3.2 Cascading parameter changes
The effort involved in harmonizing independent component models is exacerbated if a component model is updated or modified. While a change may seem an incremental improvement, it can lead to cascading changes in parameter values in the linked models. This is particularly problematic when the linked models are particularly sensitive to the change and when those changes are unexpected or difficult to see. A modeler spoke to this issue:
“I know from my past experience that anytime a model changes, you think, “Oh it”s a minor change.’ But it has an impact. That’s just the nature of numerics and it’s not necessarily the science”
3.3.3 Long run times and large sets of output data
Component biophysical models of FEWS and models of climate systems and suites of coupled models made up of a set of complex models can have very long run times and very large storage requirements:
“The complicated models, as you know, take months to set this stuff up and to run it god knows how long, and then you have to check, and then if something is wrong you have to re-run it.”
Such lengthy run times compromise the utility of the model to some stakeholders, especially as they need to be tested and validated.
In addition, they often require significant computer storage. One modeler suggested that the fundamental limit to MFs is not the data or knowledge of the system, but the computing power to run these extremely complex models:
“There is not enough computer storage in the world to deal with everything we can produce so we’re always struggling with that ourselves. What is the minimum we can get away with, because then we can do more runs if we do not have to store as much. And yet for their model runs they need a certain amount of information.”
The last quote hints at another issue: when results are generated, the volume of data produced can be overwhelming if modelers and stakeholders do not work closely together to determine the value of information being generated. A modeler reflected on his experience, saying that stakeholders:
“… would like to have it on a finer time scale. They would like to have it almost as fine as you can give it to them but then when you dump hourly data or even daily data on them, that's too much, it’s a lot of information.”
3.3.4 A multiplicity of output options
The question of how MFs can be useful for regional stakeholders is tied up with assumptions that modelers and stakeholders make about appropriate purposes of MFs and, as the previous sections demonstrate, preferences for information in particular contexts.
Stakeholders may desire information about questions that MFs are not capable of providing, and this is especially relevant in the context of linking existing models for which there is constrained flexibility to configure models to answer stakeholders’ questions. For example, during the Stakeholder Working Group meeting, one person wanted to know more about the impacts of urban flooding on local transportation and energy systems. Others wanted to learn about adoption and diffusion rates for new technologies and the implications of population and demographic shifts in the Northeast. Interviews with stakeholders revealed a strong interest in the distributional impacts of policy and technology changes (i.e., equity). These are issues that the models cannot shed detailed light on.
A modeler put the challenge this way:
“When we found out that one of the stakeholders was interested in street flooding, well immediately we have to say that we do not have that capability. But would you like to talk about the frequency of flooding events, how often they happen? Is there more extremity in the future that we’ll see compared to today? Something like that we could talk about. There are certain things that are off the table. We could have designed a high-resolution flood model, or set ourselves up to accommodate an existing algorithm, like the US Army Corps of Engineers’ HEC-RAS model. We could have done that, but it would not be in the spirit of what we're trying to do regionally.”
A more general issue raised by modelers we interviewed relates to transferability of models from one area to another:
“The crop models are notorious for being perfect at a particular site, but then once you move them to a different site, same crop, if you go from the US to Europe for example, they do not do well.”
Modelers’ perceptions of what is interesting or useful are based on what they think stakeholders want to know, although some modelers recognized that what might be preferred actions to modelers may not be what stakeholders prefer:
“We could come up with a […] very practical solution. Say, go use the land resources more than the water resources. Get off the once through circulating power stations and get into the land use question with solar and wind and at the end of the day, that’s probably a better outcome at least in a theoretical sense, right? But if you’re working with a stakeholder, you can actually take what would be satisfying theoretically to us as scientists and you could practically say, ‘Hey you better think about this, maybe use the land a little bit more sensibly or [what if] you use the land instead of the water?’ That is a message you can directly transfer into the world of the stakeholder.”
At the same time, some stakeholders were open to considering information from models they do not customarily use, as was summarized in this imaginary dialogue one interviewee shared:
Modeler: “What kind of information are you interested in?”
Stakeholder: “What kind of information can you give me?”
While such a conversation may seem promising, modelers emphasized to us that this was not an easy question to answer, as models may incorporate thousands of variables.
3.4 Suggestions for designing useful modeling frameworks
During the course of our interviews, modelers and stakeholders expressed four ideas for how to make MFs more useful to stakeholders. While the suggestions apply to MFs generally, they raise challenging questions for MFs based on linked existing models.
3.4.1 Simplify to help stakeholders make sense of outputs
Modelers realized that stakeholders do not want to learn and understand all the details of the science behind the models. They also do not want to be presented with a dozen or more output variables that move in different directions. While they may elect to learn more detail, at first, all stakeholders want are summary statistics, according to the modelers:
“I learned early on that it’s useful to develop special metrics that might be useful to people that want to understand the science but do not have the background to fully understand the science. That, in a sense, simplify the science for them”
Cost is assumed to be an obvious summary measure of interest to many stakeholders, although stakeholders expressed interest in measures that cannot be reduced to dollar values, such as equity:
“I think you’ve got to boil it off into ways a policymaker would be interested. For better or for worse, because this makes the world goes round, you’ve got to look at it in terms of economic value … You know if you see one portfolio yielding $26.8 billion and the other yielding $19.4, you can boil off all that detail that [the models calculate] that would be completely irrelevant to the planners, but they see $19 vs. $26, that says something to them.”
To be useful, stakeholders also spoke of their desire to acquire an intuitive sense of how the model works such that they are not surprised at the results of running different scenarios. This is an issue that also speaks to simplification and relates to transparency and clear presentation of outputs. Several stakeholders expressed a need for transparency in models, noting that this quality becomes vital when policy decisions need to be justified to the public or to elected officials with decision making authority. Transparency does not mean that the mathematics behind the models have to be understood by everyone. Instead, it refers to honesty about the strengths and limitations of the model and–importantly–what assumptions are built into the models and what impact those assumptions have on the outputs.
However, it is possible to overly simplify. Interestingly, stakeholders rarely suggested a desire for simplified models or outputs, in contrast to the modelers’ expectations of what stakeholders want. Instead of highlighting a need for simplification stakeholders emphasized what makes information obtained from models useful or actionable.
3.4.2 Use multiple metrics of interest to intended stakeholders
While cost is viewed as relevant to most stakeholders, some modelers discussed risk or climate resilience as possible variables of interest:
“One of the things that could capture what the stakeholders might be interested in is […] risk or maybe resiliency so that they would see that you know their particular sectors gets more—okay here’s one thing so let’s say the food sector is getting hit by a lot of droughts so they invest in irrigation right so what does the irrigation do? It reduces the risk of having a catastrophic crop failure.”
Another example of a summary statistic assumed to be helpful for stakeholders is the direction and magnitude of change of values:
“What they are really interested in is the direction of change. Are things getting better or worse, that’s where the threshold kind of comes in as a secondary issue and so like you may be doing great till you reach a certain spot, and then things start dying off, so things are not so great.”
3.4.3 Make the model outputs readily accessible to users
Additionally, modelers and stakeholders recognized that the format of output data also matters with graphic outputs having strength as communicative tools. A modeler put it this way:
“You’re always looking for ways of how you simplify this science … graphics of such and such, you know temperature change, they can get that. They are not gonna understand how you got that, but they can understand temperature change or precipitation change or you know things that we simplify the science down to something that you can easily take a bite out of. Metrics are useful that way, certain types of graphics are useful that way, it’s always a matter of how do you translate things into what people can then really grasp because they do not have the scientific background you have.”
Modelers also emphasized the importance of data being made available and accessible in models.
“People want “just the facts,” you know? They want to be able to make decisions for themselves. And so this is where I think that modeling is actually useful, because we’re able to produce data, and often-times just enormous amounts of data, probably way more data than they would ever need. The real key to this is getting the data, the data that people actually need, and then presenting it in a way that’s nice and clear.”
3.4.4 Integrate dynamics created by human and organizational behaviors
Reviews of integrated assessment modeling have repeatedly pointed out the absence of sophisticated modeling of socio-economic factors and human and organizational behaviors, including adaptive responses, implementation dynamics, and feedbacks to the climate and FEWS (Weyant, 2017; Kling et al., 2017; Nielsen et al., 2020; National Academies of Sciences, Engineering, and Medicine [NAS], 2021). The absence of information about human and organizational behaviors is related to the challenge of answering the questions of interest to stakeholders. Stakeholders that we interviewed expressed an interest in understanding the cumulative impacts of many individual actors, such as private property owners of woodlots in New England and farmers in the Midwest.
A modeler, reflecting on the need for input about human and organizational responses, noted,
“We should think about how humans are changing agriculture practices. That’s the major point. Implementation of those practices in the model is not a challenge or issue, but discussing and thinking about how the humans are changing their behavior is the challenging part. That part we are not discussing. We are only discussing the outcome of the model if you change this or change that, but we are not actually thinking about how the humans are changing their behaviors.”
Some assumptions might seem quite trivial, but as this modeler pointed out, the entire credibility of model can rest on those assumptions having lasting validity:
“All bets are off if agriculture stops selling our products abroad because whatever, we’ve found we cannot produce enough for ourselves or vice-versa.”
4 DISCUSSION
The C-FEWS project is representative of integrated MFs that couple existing climate, energy, water, food, nutrient, and chemical balance models to provide information about regional dynamics and explore how to mitigate impacts from climate extremes by interventions. Interventions can include a mix of engineered and natural infrastructures, emerging technologies, efficiency gains, and policy and regulatory instruments. A regional modelling framework is valuable because many dynamics of FEWS manifest at regional scales. Mitigation strategies, for example, can span multiple jurisdictional boundaries.
The modelers and stakeholders we interviewed agree that MFs should provide policy and decision makers with valuable and actionable knowledge. Some stakeholders we interviewed reported relying on many kinds of models in their work but had yet to be exposed to an MF. Still, they recognized the value of a MF that could operate across conventional policy and governance domains and they understood that the tight coupling of systems makes the response of FEWS to a stressor more complex.
The results of our study reveal much overlap in the beliefs of modelers and stakeholders about the benefits of regional FEWS MFs and the information that would be valuable and actionable. Differences were more a matter of emphasis or reflect a focus on particular contexts. Stakeholders we interviewed, for example, agreed with modelers that economic value can be a useful metric for comparing the impacts of different policy or technology interventions. However, stakeholders also expressed interest in measures of distributional impacts and equity. While some modelers acknowledged the importance of these issues, non-economic value trade-offs were either not a central focus in their efforts to create an MF or they adopted a utilitarian ethic that assumes important tradeoffs can be measured by monetary values. Similarly, some modelers felt that stakeholders do not want to know about uncertainties, whereas all the stakeholders we interviewed indicated it is very important for them to gain knowledge about uncertainties. Finally, modelers emphasized the need for simplification of modeling results, while stakeholders did not view simplification as important as obtaining actionable information and demonstrating credibility. The broader concerns of stakeholders we interviewed, in contrast to modelers, are consistent with prior observations about the limited scope of integrated assessment models. For example, Villamor et al. (2022), pg. 7 note that in integrated assessment models, “biophysical dimensions continue to take precedence; integration of social fields currently takes place primarily through the lens of economics, with less attention given to fields including law, policy, and stakeholder participation.”
4.1 Challenges to developing MFs to inform policy making
In developing the C-FEWS framework we found that several challenges arose and many can be traced back to the decision to employ a suite of existing models. A key challenge is the considerable effort for modelers to learn about each other’s models and assess the compatibility of assumptions, parameter definitions, and analytic approaches (e.g., statistical or mechanistic models). Reconciling inconsistencies and differences takes a great deal of work and coordination. This is also true for assessing the capabilities and validity of integrated or semi-coupled models, a challenge that received a great deal of attention from the modeling team. One of our interviewees described it this way:
“There’s lots of sumo wrestlers around that table right? All the modelers are sumo wrestlers the way I would look at it. It is like a dance, like we’re around that circle and here comes TEM [one model in the C-FEWS framework] and it’s got its spatial resolution, it’s got its temporal context and here comes TP2M [another model in the C-FEWS framework], it’s got another set of time steps or space resolution and it’s organized differently because it's a drainage basin model. Here we’re trying to get useful outputs from the sumo wrestler called TEM and the other sumo wrestler which is TP2M and then we get in the ring and we try to figure out what the time steps should be and what information we share…. On top of it, we’ve got the climate datasets which everyone is sharing and then we’re discovering as we probe the whole thing there’s issues with the way the models run, there's continuity, missing values of things, funny crazy step functions, you know all this stuff that it needs to fit into all the other pieces of the project and as you saw, it takes an enormous amount of effort to get [the couplings and connections] right.”
Another set of challenges revolve around the capabilities of MFs to provide the information that stakeholders desire. First, modelers do not and cannot know with great certainty what stakeholders will want to know in every particular case. Instead, our interviews demonstrate anew what has been found in the past: modelers make assumptions about what stakeholders want to know and, while these are often reasonable and based on experience of working with stakeholders, they are not always accurate (Webler et al., 2011). Second, stakeholders themselves may not agree about what kind of information is useful as their preferences for information are context dependent. This is particularly relevant to regional FEWS models that address multiple sectors and many different decision and policy contexts. While in principal modelers may want to provide information that is useful for stakeholders, it is not a simple question to determine what is useful from regional MFs for stakeholders with regional interests.
While a large literature emphasizes that models designed with stakeholders’ input are perceived by stakeholders to be legitimate, credible, and salient (Gray et al., 2016; Weyant, 2017; Villamor et al., 2022), achieving a sense of ownership and designing models around stakeholder questions are more difficult when pre-existing models are used. Legitimacy, credibility, and saliency are attributes that have long been recognized as relevant to the ways that scientific information informs policy making (Berkhout et al., 2002; Cash et al., 2003; Pahl-Wostl, 2008). When existing models are used to build an MF, they are unlikely to be as responsive to decision makers’ needs as would those built from scratch with stakeholder participation (González-Rosell et al., 2020). It may also be difficult to meet the goal expressed by Stern (2021), pg. 873 that “The level of sophistication desirable in a model should be driven by its intended use.” Previously developed models may not be easily modified to meet needs. However, modelers can adopt strategies that overcome these downsides and seek to leverage advantages of MFs based on existing models. Existing models likely have familiarity, credibility, and legitimacy earned from a long history of applications and extensive documentation. There are also likely gains in efficiency (of time and social expenditures) because it is arguably less resource and time intensive to connect existing models than to build new modeling frameworks from scratch.
4.2 A need for talk
These challenges point to a need for talking–talking among modelers and talking among modelers and stakeholders. Modelers and stakeholders need to talk to find the “sweet spot” between what information regional MFs can reasonably provide and what multiple stakeholders with potentially diverse interests and preferences want to know.
To this point, a recent NRC committee recommended dialogue between modelers and stakeholders but went no further than to recommend an analytic-deliberative process; an adaptive, learning-based dialogue that needs to be tailored to the specific context (see also NRC, 1996; NRC, 2008; National Academies of Sciences, Engineering, and Medicine [NAS], 2021). There is no “recipe” for how to best involve stakeholders in such dialogue (Tuler and Webler, 2010). A promising approach is to employ diagnostic questions to guide design (NRC, 2008). The use of diagnostic questions can inform choices affected by modelers and stakeholders having different conceptual models of systems, conceptions of how to make MFs useful in specific contexts, and preferences for how to engage stakeholders.
Diagnostic questions for developing MFs that can provide useful information to stakeholders can build on a framework to understand “decision landscapes” (Webler et al., 2015). Questions should identify potential users, their preferences for information, preferences for engagement, and their capacity to use modeling outputs. They should help modelers match to the extent possible MF capabilities with stakeholder needs. By engaging stakeholders in dialogue modelers can help stakeholders understand what can and cannot be modeled and the implications of choices in the design of the MF. Example questions include.
- Who are the stakeholders that may be interested in the MF, and its particular spatial and temporal scales?
- What kinds of decisions or actions are stakeholders engaged in?
- What are the stakeholders hoping to achieve with the MF (e.g., identifying consequences, exploring trade-offs, forecasting, backcasting)?
- What information (i.e., outputs) do stakeholders want to know to answer their questions?
- What information needs to be shared to demonstrate credibility of the MF?
- What are stakeholders preferences for sharing MF results (e.g., forms of data visualization)?
Another reason for talk among modelers and stakeholders is to design scenarios (Wiebe et al., 2018; McBride et al., 2019; National Academies of Sciences, Engineering, and Medicine [NAS], 2021). Scenarios summarize possible futures and decision pathways and can help decision makers become more aware of the possible consequences of given decisions; coupled with models they are “learning machines” that support exploration and learning (Berkhout et al., 2002; Pahl-Wostl, 2008; Tuler et al., 2017; Dorin and Joly, 2020). Modelers and stakeholders in this study highlighted the important role of scenarios to explore possible effects of climate extremes and the effects of interventions on different sectors and communities.
The articulation of scenarios requires conversation between modelers and stakeholders and transparency about what can be modeled within a particular MF (Videira et al., 2017; Webler et al., 2017). Given the lengthy time periods it can take an MF to run, it is important to put careful consideration into the choice of scenarios. Three aspects of designing scenarios require careful consideration between modelers and stakeholders, including: what is modeled, which of many possible inputs and outputs should be chosen, and how outcomes should be represented, including the representation of uncertainty (Pahl-Wostl, 2008). Choices about what to model (e.g., biophysical systems, socio-economic systems, behavioral responses) and input and output parameters determine what stakeholders can learn about.
One way to approach the challenge arising from coupling existing models into an MF is for modelers to define exemplary scenarios that can demonstrate the capabilities of an MF, followed by dialogue to co-design additional scenarios that are of particular interest to the stakeholders. Another approach, combined with stakeholder participation in the design of scenarios, is to develop models with reduced complexity that mimic aspects of a more complex MF (Dargin et al., 2019; Bokhari et al., 20231). Such models would lend themselves to a more interactive and rapid exploration of elements of an integrated FEWS.
5 CONCLUSION
As anthropogenic climate change drives weather extremes that threaten the productive capacity and resilience of FEWS, policymakers require information that will better enable them to manage risk (National Academies of Sciences, Engineering, and Medicine [NAS], 2021). Integrated assessment modeling frameworks that describe complex interactions in FEWS have grown appreciably over the last two decades. Such frameworks allow policymakers to explore the consequences of proposed actions by revealing trade-offs between subsystems and, through an iterative process, develop policies and decisions that improve resilience of the system to weather-related shocks. The C-FEWS project attempts to capitalize on existing models and to make them broadly useful to a wide range of policymakers by coupling component models in a manner such that region-wide scenarios can be run that examine the impacts of climate adaptation strategies across multiple systems.
In interviews with modelers building the C-FEWS MF we identified challenges that this group of modelers faced while designing and building a regional modeling framework. In interviews with stakeholders who are anticipated users of MF outputs, we learned about their expectations and hopes for MFs. We found that modelers and stakeholders realize they need to speak to each other to ensure that the MF is relevant to the intended users.
While modelers are appropriately focused on the accuracy of the models, communication plays a critical role. Communication within the modeler teams is key to ensure all are using the same definitions, that there is transparency about model inputs, assumptions, and outputs, that there is agreement on how uncertainty is estimated and managed in the models. Communication between modelers and stakeholders is critical to ensure that the meaning of the model outputs is accurately understood, that model outputs are of use to stakeholders, and that modelers are running scenarios of interest and use to stakeholders.
Because they aspire to be relevant to stakeholders across a large geography, MFs about FEWS face the challenge that it is not possible to meet the needs and preferences of all stakeholders with different roles and agendas across diverse sectors in a region. Instead, modelers and stakeholders need to talk within and among themselves to identify that “sweet spot” where MFs provide much of what most stakeholders need, minimize significant changes to existing models, and make reasonable demands on computer capacity.
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Integrating social equity considerations into analyses of the food-energy-water systems nexus (FEWS) could improve understanding of how to meet increasing resource demands without impacting social vulnerabilities. Effective integration requires a robust definition of equity and an enhanced understanding of reliable FEWS analysis methods. By exploring how equity has been incorporated into FEWS research in the United States and countries with similar national development, this systematic literature review builds a knowledge base to address a critical research need. Our objectives were to 1) catalog analysis methods and metrics relevant to assessing FEWS equity at varying scales; 2) characterize current studies and interpret shared themes; and 3) identify opportunities for future research and the advancement of equitable FEWS governance. FEWS equity definitions and metrics were categorized by respective system (food, energy, water, overall nexus) and common governance scales (local, regional, national, global). Two central issues were climate change, which increases FEWS risks for vulnerable populations, and sustainable development, which offers a promising framework for integrating equity and FEWS in policy-making contexts. Social equity in FEWS was integrated into studies through affordability, access, and sociocultural elements. This framework could support researchers and practitioners to include equity in FEWS analysis tools based on study scale, purpose, and resource availability. Research gaps identified during the review included a lack of studies effectively integrating all three systems, a need for publicly available datasets, omission of issues related to energy conversion facilities, and opportunities for integration of environmental justice modalities into FEWS research. This paper synthesized how social equity has previously been incorporated into FEWS and outlines pathways for further consideration of equity within nexus studies. Our findings suggested that continued exploration of connections between FEWS, equity, and policy development across scales could reduce social risks and vulnerabilities associated with these systems.
Keywords: food-energy-water systems, nexus, systematic literature review (SLR), assessment tools, social justice and equity, decision-making, governance
1 INTRODUCTION
Global demands on food, energy, and water systems (FEWS) are expected to increase by 35%–50% by 2030 (Endo et al., 2017). The growing human population and increasing affluence are important drivers for increased FEWS resource use, environmental impact, and social inequities (Hinrichs, 2014; James and Friel, 2015). The demand for increasingly productive and efficient FEWS has led to a growing focus on biophysical and engineered solutions, yet less focus has been on integrating social components within the FEWS framework (White et al., 2017). Based on these efforts, the concept of a FEWS nexus, emphasizing interdependencies between the production/conversion, distribution, and consumption of food, energy, and water resources, has emerged and garnered much attention over the past decade (Proctor et al., 2021).
The FEWS nexus is a growing research field involving systems thinking and integrated decision-making frameworks to balance tradeoffs between social, economic, and environmental goals (Kaddoura and El Khatib, 2017; Sodiq et al., 2019). FEWS research usually entails multidisciplinary studies, including tradeoffs and risks between systems (Zhang et al., 2019). The FEWS nexus concept has been successful as an analytical tool for optimizing select biophysical processes. However, it has been less successful as a tool to inform integrated policy and governance (Srigiri and Dombrowsky, 2022). Proctor et al. (2021) emphasized the need to incorporate aspects of sustainability, environmental equity, and resilience while criticizing the FEWS concept for merely rebranding existing paradigms, including the concept of sustainable development. Although improving sustainability is often an expressed purpose of FEWS research in many academic definitions, the methods and foci can be misaligned and fail to capture important aspects of sustainable systems necessary to guide coherent policy agendas (Endo et al., 2017; Srigiri and Dombrowsky, 2022).
The FEWS nexus has also been promoted as a valuable framework for confronting pressing climate and social changes (Endo et al., 2017). As FEWS research has grown over the last decade (Wang et al., 2022; Zhou et al., 2022), the majority of research efforts have focused on technical solutions to biophysical challenges of FEWS production, conversion and use (as per Newell et al., 2019). FEWS relationships have been well studied in many complex contexts, such as the relationship between food production and water use, as well as the interdependencies between energy demand and climate change impacts on food and water resources (Kaddoura and El Khatib, 2017). However, even with the growing body of literature, few studies incorporating social elements have emerged, and strategies for integrating the FEWS framework with social contexts remain scarce (Newell and Ramaswami, 2020).
FEWS are tightly linked to human activities, as their flows are essential influences on health, wellbeing, safety, economic opportunities, and sustainable development (Romero-Lankao and Gnatz, 2019). Understanding FEWS interactions from a sustainable system perspective while integrating social and economic factors is vital in the face of new and increasingly complex societal risks (White et al., 2017). Yet work by Newell and Ramaswami (2020) highlighted the lack of social equity and justice research relative to FEWS resource allocation, access, and affordability. To better account for these concepts, Proctor et al. (2021) demonstrated the need to integrate social science into quantitative FEWS analyses to understand power and equity dynamics that help to shape decision-making. FEWS nexus governance with coherence across sectors and scale while fostering principles of equitability, participation, sharing and empowerment is a framework highlighting the critical intersection between FEWS and social equity in this context (Yuan and Lo, 2022). Beyond including elements of social equity and justice into analytical frameworks, it is necessary to explicitly incorporate these considerations into policy and governance to better account for tradeoffs and identify inclusionary pathways to sustainable FEWS (Proctor et al., 2021).
To conceptualize equity in a FEWS context, various dimensions of social equality and justice must be considered. Social equality is a state of even distribution of resources across all people (Romero-Lankao and Gnatz, 2019). Social justice is a similar but more encompassing concept focusing on resource distribution and less quantifiable dimensions such as fair treatment and equal protection. As Smaal et al. (2020) epitomized, “the ‘what’ of justice [is] economic redistribution (equal share), cultural recognition (equal respect) and political representation (equal say)" (p. 712). Race, ethnicity, gender, and socioeconomic status are some of the identities that can act as cultural barriers to both distributional justice and effective participation or equal say in FEWS policy development (Romero-Lankao and Gnatz, 2019).
In an equitable system, high-quality FEWS resources are accessible regardless of power and assets of social, political, economic, or spatial nature. We consider equity analyses to entail explicit incorporation of social identity aspects and an attempt to measure the fair distribution of sufficient, affordable, and reliable FEWS resources (Romero-Lankao and Gnatz, 2019; Proctor et al., 2021). Additionally, a challenging but important consideration is cultural preferences, perceptions, and beliefs around FEWS resources, which can inform a more comprehensive understanding of FEWS equity (D’Odorico et al., 2018).
Interactions and interdependencies exist across spatial and temporal scales of social and biophysical systems, making scale a particularly important consideration for policy and decision-making related to FEWS equity (Garcia and You, 2016). Indeed, spatial scale is often cited as a challenging yet critical component of FEWS governance because resource management typically occurs across several policy scales (Pahl-Wostl et al., 2021). One study focused on governance outlined the importance of scale, finding that large-scale FEWS analyses generally supported policies that contextualized system interconnections yet missed impacts on communities and individuals, while smaller-scale analyses had the opposite strength and limitation (Tye et al., 2022). Another analytical governance framework used the perspective of overlapping centers of control (polycentricity) to explore biophysical and institutional interlinkages that support organization across scales for effective FEWS governance (Srigiri and Dombrowsky, 2022). Linkages between the respective FEWS exist at specific scales representing dependencies ranging from direct (e.g., local or regional energy use for pumping water to irrigate agricultural fields) to indirect (e.g., global virtual water exchanges via commodity crop trading) (Bijl et al., 2018). Furthermore, policy directives aimed at improving social equity outcomes are inherently scaled to the jurisdiction of the governing entity, such as in the United States, where often federal, state, and local governments have distinct roles in setting, implementing, and evaluating policy. Therefore, scale is an essential factor to include when evaluating social equity in FEWS.
Meaningful integration of social equity into FEWS research requires a robust understanding of how equity is defined and a toolbox of methods across spatial scales and applications. In this literature review, we collected and analyzed studies in the United States and countries with similar development that incorporated equity into FEWS research to build a knowledge base that begins to address the question of how to analyze social equity in the context of FEWS. Our objectives were to 1) catalog analysis methods and metrics relevant to assessing FEWS equity at varying scales; 2) characterize current studies and interpret shared themes; and 3) identify opportunities for future research and the advancement of equitable FEWS governance.
2 MATERIALS AND METHODS
A systematic literature review (SLR) was conducted to achieve the study objectives. SLRs are widely used for environmental studies, especially those addressing controversial or sensitive topics (Mariano et al., 2017). To avoid and mitigate potential selection bias, we followed a procedure developed by Mariano et al. (2017) that utilizes the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines (Page et al., 2021). The procedure includes four iterative steps: define protocol, collect references, evaluate data, and interpret findings (Figure 1).
[image: Figure 1]FIGURE 1 | The process schematic for this social equity in FEWS analyses systematic literature review (SLR) followed PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) and a framework developed by Marianao et al. (2017). The four-stage process is iterative and constructed to reduce bias in article selection. The notation “n =” refers to the number of articles reviewed at each stage of the process.
During the SLR process, papers were assessed, sorted, and analyzed based on working definitions of FEWS and social equity. Since these definitions served as a basis for inclusion (or exclusion) in the full SLR, it was important to establish a consensus between co-authors to maintain consistency. Indeed, Cairns and Krzywoszynska. (2016) found that FEWS can be an ambiguous concept often used to elicit normative reactions rather than serving as operational conceptual models for capturing interactions between the three systems. In the review process, we used the Food and Agriculture Organization (FAO) definition, which recognizes FEWS as a helpful concept that addresses interconnected food, energy, and water systems to better manage global resource systems to meet social, economic, and environmental aims (FAO, 2014). Similar to Allen. (2010), our working definition of FEWS equity is shared power and resources within the systems such that individuals and communities have defined needs adequately and sustainably met, with considerations for security and dignity.
While our focus was on attaining an operational concept of equity in specific relation to the FEWS nexus, we were hindered by a lack of studies that effectively connect the systems—a common finding among reviews of the FEWS field (Endo et al., 2017; Albrecht et al., 2018; Newell et al., 2019). Nevertheless, our approach followed a similar methodology to that of Tye et al. (2022) where we include nexus studies along with those focused on an individual sector with provisional relations to the other two. Including these individual system studies enabled a more comprehensive review of 49 studies, versus only six found for the overall nexus, and supports the identification of the most promising social equity integration methods across disciplines. However, the lack of integrated nexus studies does have implications, as discussed in Section 3.5.
2.1 Research protocol definitions
Our objective was to use SLR methods (Figure 1) to enhance understanding of how equity has been incorporated into recent FEWS analyses across scales. We assembled an advanced keyword search of three topics and one set of keywords. The topic keywords included three main categories: FEWS (food, energy, or water), analysis, and equity. Additionally, we searched for “system” and “nexus” as keywords to narrow our focus to only articles that used a systems approach. Relevant and synonymous keywords were also added as search terms (e.g., justice, equality) to establish a more comprehensive scope of material. An iterative search term approach was used; for example, “or agriculture” was added to the original “food or energy or water” search term to ensure that the food production stage was included. All search terms can be found in Figure 1.
All included articles met the following criteria: 1) articles published from 2000 until June 2021; 2) analyses focused on systems of food, energy, water, agriculture, and nexus (defined as any combination of the systems); and 3) analyses that tested or proposed methods for assessing, indexing, or modeling social equity using metrics. Although conceptual models or frameworks to enhance understanding of system dynamics without incorporating measurements were common, these studies were not included as they are not directly applicable to building FEWS analysis tools. Additional exclusion criteria included 1) self-contained case studies, 2) review articles, 3) articles not from a peer-reviewed journal (governmental and organizational reports or news articles), and 4) articles with full text not available in English.
To distinguish issues of social equity from disparities related to national development, we used the 2020 Human Development Index (HDI) value as a proxy to select nations at a similar development level (UNDP, 2020). The HDI is positively associated with increases in infrastructure services such as safe drinking water and electrical supply, thereby providing an indication of the degree of national development related to FEWS infrastructure (Kusharjanto and Kim, 2011; Amador-Jimenez and Willis, 2012; Bahadur, 2014; Mohanty et al., 2016; Liu et al., 2023). Our objective was to understand FEWS equity analyses at common scales (community, city, county, state, region) for application in the United States. Therefore, we evaluated articles that focused on countries with a similar 2020 HDI score to the United States (UNDP, 2020). We completed an in-depth analysis of articles containing countries with an HDI within the same decile as the United States (≥ 0.9) or an HDI ranking ≥ #27 (Figure 2). Literature associated with global analyses or that included countries both inside and outside the HDI range was included for full analysis. Articles corresponding to countries with lower HDI values were retained, but only diagonal readings (i.e., skimming the introduction, figures, tables, and conclusions of each paper; Mariano et al., 2017) were completed (n = 45).
[image: Figure 2]FIGURE 2 | Number of articles from each country that were included in the literature review. Only countries with a Human Development Index (UNDP, 2020) of 0.9 or above were included.
2.2 Reference collection, data evaluation, and interpretation
Reference collection involved an advanced search in three widely used science databases (Scopus, Web of Science Core Collection, and Web of Science CAB Abstracts). Initial search terms resulted in 557 unique articles. Using co-author consensus at each stage, we filtered articles according to our inclusion and exclusion criteria (Figure 1). We logged important article characteristics relevant to our objectives to analyze and identify trends across all sample articles. Characteristics cataloged included FEWS focus, assessment tool, analysis method, system scale, data type, FEWs and equity metrics and equity integration. These characteristics were then used as the basis to identify emergent themes, research gaps, and opportunities for future work.
3 RESULTS
The 49 FEWS equity articles that met all inclusion criteria focused on food systems (n = 21), energy systems (n = 10), water systems (n = 12), or a combination of two or more systems (n = 6), referred to as the FEWS nexus. Each article incorporated social equity into system analyses (as an assessment, an index, or a model) at a given scale: local (n = 20), regional (n = 13), national (n = 10), and global (n = 6). This section addresses the first two objectives of the review by cataloging analysis methods and metrics, followed by characterizing equity topics across scales, providing an interpretation of equity integration methods and examining the relationship between scale and FEWS equity.
3.1 Analysis methods and metrics
The FEWS equity analyses we reviewed used quantitative, qualitative, or mixed (i.e., a combination of quantitative and qualitative) methods (Table 1). Most studies (n = 37) exclusively used quantitative data at national and global scales, nine used mixed methods, and the remaining three used qualitative data at these scales. All three studies that exclusively used qualitative data were food system-focused, though the study scale varied (two local and one global). Energy-focused articles exclusively used quantitative methods, whereas mixed methods were used for water at a regional scale (n = 2) and the nexus at a global scale (n = 1) (Supplementary Material).
TABLE 1 | Distribution of articles by FEWS focus (food, energy, water, nexus) and scale (local, regional, national, global). Each shape represents the methods used [square symbol used to denote quantitative methods, circle to denote qualitative methods, and triangle to denote mixed methods (quantitative and qualitative)]. The notation “n =” denotes the number and proportion of articles for each category.
[image: Table 1]The FEWS-related analysis tools found in the SLR were grouped into three types: assessment, model, or index. Each identified specific metrics or measures, setting a “tool” apart from a “framework.” An assessment was the most straightforward tool evaluating a relationship between FEWS and equity, such as studies involving qualitative appraisals or linear regressions. An index is a mathematical combination of measures or metrics indicating a proportional relationship. The most complex tool was a model representing interactions within a system. Most articles created an index (n = 33) to evaluate system interactions. However, the majority of articles focused on food systems used an assessment (n = 11) due to the types of data commonly associated with food systems. Occasionally analysis tools were used in combination; for example, Guo et al. (2019) created a water system model to predict technological changes for irrigation water efficiency based on shared socioeconomic pathways by incorporating standardized indices to conceptualize water security and water stress based on a variety of factors.
The most common metric for incorporating social equity across FEWS was demographic data which were generally integrated using census or survey demographics. Depending on study scale, the census often included household data by census block or county (e.g., Herrera et al., 2009). Other studies primarily used economic data to incorporate FEWS equity (e.g., Jacobson et al., 2005). In addition to census metrics, survey demographics included perceptions of personal and community health, measurements of food insecurity, agricultural work practices and pesticide use (e.g., Dean and Sharkey, 2011).
Other equity metrics incorporated external variables such as spatial data, including a neighborhood walkability index, land use, distances from farmers’ markets, community gardens, bus stops, and grocery stores (e.g., Lowery et al., 2016). Policy metrics were used only in food system-focused analyses. At the city scale, these included government spending on healthy local food, community gardens on city properties, grocery store area per capita, and the number of SNAP (Supplemental Nutrition Assistance Program) electronic benefit transfer operators (Freudenberg et al., 2018). At the national scale, these included a Healthy Food Policy Project framework that assessed regional food policy plans (Calancie et al., 2018). Other qualitative metrics included community wellbeing, risk probabilities, and perceptions (Simonovic, 2001).
Most analyses included specific metrics to characterize FEWS infrastructure for a given area, such as piped water leakages, water quality impairments, and complete plumbing access (e.g., Meehan et al., 2020). Land use was also incorporated with measures of agricultural land, livestock density, area of cropland, land area cleared for agriculture, rural population density, fertilizer use, and agricultural production (e.g., Tole, 2004; Schaider et al., 2019). Some studies also included environmental impact measures such as water quality, soil carbon density, correlation coefficients for land use, clusters of land use types and ecological benefits, energy balance, climate stabilization, clean air, biodiversity, and resource conservation (e.g., Zurek et al., 2018).
3.2 Equity topics across scales
Across scales of the reviewed FEWS articles, primary equity topics included the cost and affordability of resources, drinking water quality, access to healthy food, energy efficiency, exposure to environmental toxins, tradeoffs between climate goals and equity, and the ability to absorb risk and adapt to a changing climate (Figure 3). Disadvantaged or marginalized communities often experience barriers related to the cost of FEWS resources, which take up a disproportionately larger share of low-income households’ financial resources and leave less for other necessities such as healthcare and education (e.g., Cory and Taylor, 2017). Inordinately, toxic environmental exposures affect minority and under-resourced populations through contaminated drinking water (e.g., Balazs et al., 2011; 2012), poor labor conditions (e.g., McCauley et al., 2001), or proximity to pollution-inducing resource extraction (e.g., Burbidge and Adams, 2020). Many articles focused on equity related to climate change; efforts to meet emissions goals can exclude the poorest and most disadvantaged people, regions, and countries from growth and development or leave them without the ability to adapt to changing conditions (e.g., McEvoy and Wilder, 2012; Chakravarty and Tavoni, 2013).
[image: Figure 3]FIGURE 3 | Major themes for food (green), energy (yellow), water (blue) and their nexus (red) identified for local, regional, national, and global scales.
Food system analyses at the global scale focused on the equitable allocation of resources by assessing the relationship between land-use efficiency, food supply (Duro et al., 2020), and concerns related to the scarcity of phosphorus for crop production (Cordell and White, 2015). Articles at the national scale focused on food system policies (Calancie et al., 2018; Zurek et al., 2018; Hossain et al., 2021), the use of big data in agriculture (Fleming et al., 2018), and access to land for crop production (Tole, 2004). Issues related to pesticide exposure for migrant laborers (McCauley et al., 2001) and equitable access to food (Dean and Sharkey, 2011; Mui et al., 2020) were addressed at the regional scale. A range of analyses was conducted at the local scale, including food access and affordability (Herrera et al., 2009; Freedman et al., 2013; Freudenberg et al., 2018; Boyer and Ramaswami, 2020; Murrell and Jones, 2020; Smaal et al., 2020; Ong et al., 2021), food production in community and residential gardens (McClintock et al., 2016; Butterfield, 2020), availability of local produce at farmers’ markets (Lowery et al., 2016), and access to organic foods (Garcia et al., 2020).
Energy articles focused on global climate change either by examining policy scenarios (Rozenberg et al., 2014) or by evaluating inequities in energy access arising from efforts to meet climate goals (Duro and Padilla, 2006; Chakravarty and Tavoni, 2013). Climate change was also addressed nationally; Tomás et al. (2020) analyzed carbon footprints versus municipal population sizes, and Xu and Chen’s (2019) study examined barriers to accessing energy-efficient appliances and technologies. Regional studies included issues arising from shale gas extraction in the United Kingdom (Burbidge and Adams, 2020) and equitable distribution of renewable energy conversion facilities (Sasse and Trutnevyte, 2019). Locally, energy system articles explored energy access and affordability (Bartiaux et al., 2018), household energy consumption based on economic factors (Jacobson et al., 2005) and energy efficiency of multifamily rental units (Pivo, 2014).
All articles evaluating water systems were at the local (n = 5) or regional (n = 7) scales. At the regional scale, water pricing, and affordability issues were recurring topics (Ward and Pulido-Velázquez, 2008; Goddard et al., 2021), along with strategies for equitable water management or allocation (Simonovic, 2001; Kim et al., 2018; Gullotta et al., 2021). Issues of drinking water contamination spanned scales, with nitrate exposure disparities studied regionally (Talley et al., 2016; Goddard et al., 2021) and locally (Schaider et al., 2019). Arsenic exposure disparity was also considered regionally (Balazs et al., 2011), and tradeoffs due to the cost of removal treatments at the local scale were investigated (Cory and Taylor, 2017). Additional articles at the local scale focused on rural citizens’ exposure to contaminants (Delpla et al., 2015), inequities in urban water infrastructure (Meehan et al., 2020), and water insecurity caused by climate change (Krueger et al., 2019).
Studies of the FEWS nexus focused on sustainability, resource allocation, and the effects of climate change. Schlör et al. (2018) explored metrics of equity and resilience of FEWS at a global scale and developed an index for comparing outcomes. National-scale articles described tradeoffs between sustainable growth and scarcity of FEW resources (Lee et al., 2021), interdependencies between food consumption and environmental impacts by demographic group (Bozeman et al., 2019), and equitable allocation of ecosystem services (Mullin et al., 2018). At a regional scale, McEvoy and Wilder. (2012) studied the compounding effect of energy-intensive desalination to solve water scarcity linked to climate change. Similarly, vulnerabilities to the consequences of climate change were studied locally to identify disparities in risk for varying demographic groups (English et al., 2013).
3.3 Equity characterization and integration
Understanding how equity, equality, and justice are defined and integrated into analyses in the context of FEWS provides insight into themes across systems and scales. “Equity” was the most widely used term among papers in the SLR, followed by equality and justice (Figure 4). There were many similarities in definitions, including a strong focus on resource access (n = 8) and distribution (n = 5) across both space (intragenerational) and time (intergenerational). Most articles that used “equity” as the primary term emphasized access, distribution, and affordability (e.g., McClintock et al., 2016). Resource quality was a significant component of many equity definitions, with healthy food, efficient energy systems, (Pivo, 2014; Freudenberg et al., 2018), and treated water specified as critical attributes of an equitable system (Ward and Pulido-Velázquez, 2008). Some articles that used “equity” also referenced the importance of inclusion and fair distribution across space and time (e.g., (Simonovic, 2001). Many articles that used “equality” used economic indicators and definitions to quantitatively measure resource distribution within FEWS (e.g., Lee et al., 2021). Articles using the term “justice” focused on distribution and qualitative definitions such as fair treatment and equal protection (e.g., Xu and Chen, 2019; Smaal et al., 2020).
[image: Figure 4]FIGURE 4 | Equity terms found in articles included in this literature review, with number of articles using each and the system focus (food, energy, water, nexus) for each article.
3.4 Interpretation of equity themes
In the articles we reviewed, social equity was linked to FEWS in three major ways—affordability, access, and sociocultural context (Table 2). Affordability and access are accepted equity categorizations often used in conjunction with availability (Azuma et al., 2010; Kim and Blanck, 2011). However, in this review we found sufficient similarities between studies of access and availability to justify grouping them into a single category, while the analyses of complex issues related to sociocultural barriers to FEWS equity warranted their own category. Affordability (economic equity) is the simplest of the three, defined through economic metrics of income, wealth, or ability to pay for resources. Access is more complex and refers to the spatial proximity, availability, or even quality of the FEWS resource available to obtain and utilize. Finally, sociocultural context incorporates social and cultural preferences, perceptions, beliefs, and barriers. These themes offer a framing device for practical FEWS analyses and interventions as they span all systems and scales.
TABLE 2 | Equity integration in FEWS analyses in three categories based on metrics used and characteristics of affordability, access, and sociocultural equity. The scale, tools, and metrics listed are not comprehensive but represent examples commonly used.
[image: Table 2]Articles that were focused on affordability and economic factors (n = 8) commonly used gross domestic product (GDP) to compare equity in countries at a global scale (Chakravarty and Tavoni, 2013; Duro et al., 2020) and household income to compare households in neighborhoods at regional and/or local scales (Jacobson et al., 2005; Tomás et al., 2020). While affordability studies often eschewed complex data inputs, analysis methods were more complex, with all studies involving either an index or model. Simple metrics such as income and GDP are relatively easy to collect, publicly available in many countries, and favorable inputs for statistical modeling. Economic disparities can highlight inequity hotspots in FEWS and serve as a useful basis for further investigation. Additional value can be gained by considering the cost of the resource in relation to income (a measure of affordability), as done by Goddard et al. (2021) who analyzed the affordability of California’s water system to identify tangible policies and solutions. However, a more powerful approach may be to combine these metrics with additional analyses that incorporate social, cultural, historical, and spatial considerations (Jacobson et al., 2005).
In the second category, article authors assessed quantitative data to explore spatial, quality, or quantity elements of FEWS access. Access equity was incorporated in 30 articles in our sample, with 12 studies at a local scale, eight at a regional, seven at a national and three at a global scale. These studies employed all analysis tools (assessments, indices, and models), with assessments being slightly more common (Table 2). Spatial elements of access capture essential nuances related to location (e.g., Garcia et al., 2020), such as the well-known phenomenon of food deserts (e.g., Murrell and Jones, 2020). Elements of quantity and quality were also used to indicate availability, such as whether a community or individual has access to enough of a high-quality resource. Access assessments are helpful for determining where to allocate additional resources or improve existing systems, as in the assessment by Balazs et al. (2012), which found that treatment facilities in low-income communities were ill-equipped to treat harmful arsenic in drinking water. Although indicators of access can be challenging to measure [food miles or environmental impacts as per Boyer and Ramaswami (2020)], the quantitative nature lends some ease to analysis allowing for statistical analysis and modeling. While access is an important element of equity that incorporates additional nuances, insights into sociocultural factors, such as social capital and personal preferences, are typically not captured (Mullin et al., 2018).
The final theme was the sociocultural context of FEWS equity. Sociocultural analyses usually require primary data collection through surveys, focus groups, and interviews. Close to one-quarter of the articles (n = 13) incorporated sociocultural equity, including ten studies at local and regional scales and three at national and global scales. These studies often use qualitative and quantitative data to understand multiple dimensions of access and equity beyond the biophysical context of FEWS equity. Analysis methods lean heavily towards assessments, reflecting the challenge of incorporating qualitative data in numerical and statistical modeling (Table 2). However, some studies overcame dual challenges related to data collection and analysis to model sociocultural elements of FEWS equity. For example, one study incorporated individual perceptions not easily determined using secondary datasets available at large scales, resulting in a model relating food insecurity to perceived disparity and social capital (e.g., Dean and Sharkey, 2011). Several of the studies in this category addressed risks and vulnerability associated with environmental factors and the ability of communities to adapt to changing climate conditions (McEvoy and Wilder, 2012; Krueger et al., 2019). Data collection for this type of analysis can be much more challenging and may require partnerships with organizations that have previously established relationships with local communities (e.g., Ong et al., 2021).
3.5 Relationship between scale and FEWS equity
Differences between where FEWS resources originate and how they are produced or converted have implications for the appropriate scale used to study social equity. Food system studies in our literature review included trade occurring at local to global scales. Energy systems were primarily studied regionally based on the electricity plants themselves; however, climate change impacts associated with the production and distribution of energy are global. Water systems were studied at the local (community water treatment plant) or regional (water source or watershed) scales and included water security metrics such as water use reduction and desalinization. Nexus articles most often studied equity in FEWS at the national scale and focused on environmental or ecosystem impacts of equitable systems.
Overall, the majority of studies assessed FEWS equity at local and regional scales, indicating that localized FEWS governance heavily influences equity outcomes. Local and regional studies were more likely to capture household-level nuances related to equity of access and sociocultural barriers to reduce inequities (Figure 5). For example, Meehan et al. (2020) found disparities in access to household plumbing between renters and homeowners, highlighting the need for policy coordination between city and state governments to address inadequacies in infrastructure and housing stock.
[image: Figure 5]FIGURE 5 | Local- and regional,-scale study topics, locations and interactions by type of equity integration (affordability, access, sociocultural). The colors in this figure follow those in Figure 3 and Figure 4: Green denotes food articles, yellow denotes energy articles, blue denotes water articles, and orange denotes nexus articles.
While energy and water systems are often inherently local, elements that influence equity in food systems also require consideration at smaller scales, such as cultural preferences and distance from sources of healthful foods. The underrepresentation of nexus studies at local and regional scales points to a lack of integrated FEWS planning tools for local governance. Careful selection of appropriate scale and further development of localized nexus tools could help bridge the gap between the nexus as a concept and implementation of solutions to address FEWS equity. By examining decision-making and policy implications for FEWS equity studies, pathways to address these challenges across scale can come to light.
4 DISCUSSION
This review focused on how equity was studied across the FEWS nexus with an emphasis on opportunities for future research and improved governance. We found differences between the systems and the scale at which they were studied that have implications for decision-making and policy development. Furthermore, the strong connections to sustainable development concepts and major emphasis on climate change offers insights into how social elements of risk and vulnerability can be incorporated into future FEWS resource planning. However, many of the studies we reviewed lack comprehensive integration between respective FEW systems, which limits understanding of how system intersections affect social equity. Additionally, the FEWS lens can obscure the complexities of respective systems in favor of broad-scale resource planning and allocation. This deficit leaves opportunities for future research to understand methods for the holistic inclusion of equity within the FEWS framework. While the approach taken in this review is not an exhaustive study of social equity, our findings can help to inform a more comprehensive understanding of social equity in the context of FEWS governance and address current research gaps.
4.1 Decision-making and policy implications
Although the articles we reviewed covered a wide range of topics and drew ideas from around the world, the FEWS nexus also spans many intersecting scales (geographic, temporal, political, institutional). This breadth presents a unique challenge for analyzing or improving FEWS, as implications or negative impacts often do not correspond to political or geographic boundaries (e.g., hypoxia, acid rain). In the United States, there are critical federal funds and policies implemented nationwide to address environmental challenges across local and state boundaries (Farm Bill, Clean Energy for America Act, and the Clean Water Act). However, most food, energy and water systems are administered at smaller decision-making scales, such as at the city scale for urban spaces (Newell et al., 2019).
Many countries included in this assessment have a free-market food system (private companies/entities distributing food to consumers). In contrast, water and electricity distributed to consumers are generally government-owned or regulated utility companies that are, in some cases, obligated to provide information to government agencies and researchers (e.g., United States EPA Safe Drinking Water Information System, Residential Energy Consumption Survey). These differences in distribution channels have unique social equity implications. For example, consumers may be able to travel to obtain food from several nearby grocery stores based on cost, personal choice, and convenience, whereas many consumers do not have choices about sources or quality of energy or water in a given location. Energy markets from sustainable sources (wind or solar) are becoming more common across the United States but are not the norm for most households (Alola and Yildirim, 2019). Unlike food availability, both energy source options and water quality are usually tied to housing locations.
Context-specific (place-based) studies are of particular value and can inform sound decision-making across FEWS (White et al., 2017). Framing FEWS equity findings in terms of governance is a pathway toward practical analyses (Newell and Ramaswami, 2020). Food systems were the only focus area where an evaluation of city plans or self-assessments from food policy councils were used as proxies to assess the food system without validation to confirm their impacts (Calancie et al., 2018; Mui et al., 2020). Relying on plans and self-assessments can also be problematic because many city plans and pledges are voluntary (MUFPP, 2015). Yet, the interactions between FEWS resource planning and policy are also consequential for equity planning in these sectors (White et al., 2017). Linking sustainable FEWS development to research informed by local stakeholders is vital to finding solutions that hold up under realistic conditions (D’Odorico et al., 2018). These findings highlight the likelihood of increased inequity across FEWS without substantial social investments in infrastructure, welfare, and new technologies.
4.2 FEWS equity connection to sustainable development
Many of the FEWS studies we assessed expressed their equity analyses within the broader construct of sustainable development (e.g., Kim et al., 2018; Zurek et al., 2018; Smaal et al., 2020). Sustainable development has been defined as “development that meets the needs of the present without compromising the ability of future generations to meet their own needs” (Brundtland, 1987). The 2030 Agenda for Sustainable Development created sustainable development goals (SDGs) and provided a framework in which FEWS goals (zero hunger, affordable and clean energy, and clean water and sanitation systems) can be tracked together with equity goals (reduced poverty, good health and wellbeing, reduced inequalities, sustainable cities and communities, and climate action) (United Nations, 2020). This agenda was often used to assess FEWS, such as in the index developed by Schlör et al. (2018), which offers novel insights into equity synergies and tradeoffs.
The stated purpose of the FEWS nexus, according to one review, was to inform decision-making for sustainable population and economic growth (Kaddoura and El Khatib, 2017). All FEWS studies are directly or indirectly connected to sustainability principles (Sodiq et al., 2019). However, for this approach to be an effective tool for sustainable development or poverty alleviation, research should be conducted within an environmental justice framework and explicitly identify winners and losers (Biggs et al., 2015). Combining the triple-bottom-line approach to incorporate environmental, economic, and social goals with the U.N. Sustainable Development Goals (SDG) framework could offer a way to merge biophysical systems with human wellbeing (White et al., 2017; Proctor et al., 2021). For example, the New Urban Agenda set targets for SDG 11 (focused on urban development) and could support development of these integrated policies (Romero-Lankao and Gnatz, 2019). Sustainable development in FEWS must integrate these three vital resource systems and relevant science, technology, environmental, and socioeconomic systems (Sodiq et al., 2019). For effective decision-making, diverse (by knowledge, experience, and values) stakeholders should be involved in the governance of these systems to mitigate risks (Dobbie et al., 2018). Without equity and other vital social dimensions, the FEWS framework would not be an effective tool for sustainable development.
4.3 FEWS equity in a changing climate
More than a fifth of the papers reviewed (n = 11) explicitly focused on the effects of climate change on FEWS resources. Most of these papers discussed the intersection of emissions goals and social equity (e.g., Rozenberg et al., 2014; Bartiaux et al., 2018; Tomás et al., 2020). For example, Chakravarty and Tavoni (2013) found that global energy poverty could be reduced substantially without impairing climate goals via targeted policy initiatives. Global energy use produces significant greenhouse gas emissions, thereby accelerating climate change and impacting precipitation and temperature (IPCC, 2018). Although energy conversion is directly connected to climate change, food and water provisioning systems are also highly energy intensive. In the United States, food systems account for 14%–19% of total energy use (Canning et al., 2017). Furthermore, water supply efforts under changing weather regimes can lead to increased emissions and uneven social impacts, as shown in a 2012 case study of a proposed binational desalination plant near the United States and Mexico border (McEvoy and Wilder, 2012). These interactions across the FEWS nexus cumulatively increase climate change impacts more than individual systems do.
The FEWS lens has been discussed as a potential method for viewing challenges in a changing climate (Proctor et al., 2021). However, to be sustainable, approaches must account for increased social vulnerability and inequity due to unequal climate risk and the ability to mitigate environmental hazards (Romero-Lankao and Gnatz, 2019; Sasse and Trutnevyte, 2019). Shared socioeconomic pathways have been developed to connect biophysical systems to sociopolitical decisions to show how both shape future climate change impacts (Riahi et al., 2017). The degree to which an individual or community is vulnerable to risks associated with climate change depends on their capacity to adapt to changing conditions, with notable disparities observed based on race/ethnicity and socioeconomic status (English et al., 2013). For example, in the United States, individuals who identify as People of Color often have increased vulnerability to climate change, especially those who identify as Black or African American (EPA, 2021). Although social impacts are unequal, mitigating climate change through effective FEWS management is not charity; it invests in our shared future (Robinson and Shine, 2018).
Even as calls for urban ecological modernization encourage approaches that equally weigh social equity, green living environments, and job creation, equity considerations are not often treated as an equal concern (Sodiq et al., 2019). For example, despite widely accepted social vulnerability literature that connects social inequalities to increased climate risk and vulnerability, social equity is seldom part of climate change adaptation plans (Romero-Lankao and Gnatz, 2019). The FEWS nexus research we reviewed lacks explanations of interactions between these FEWS components, despite their inextricable links across scales (Endo et al., 2017). Some cities choose to confront less complex challenges than social equity to avoid plans that conflict with economic and climate change mitigating priorities, disregarding the potential for mutually beneficial synergies (Romero-Lankao and Gnatz, 2019).
4.4 Research gaps and future directions
Although we searched for articles focused on the FEWS nexus, these made up a relatively small proportion (n = 6) of all articles compared to those in which each system was studied individually, showing a lack of integration across FEWS at this time. Further, many articles (n = 16) initially collected referenced equity as a vital FEWS issue but had to be excluded from our review because they did not incorporate an analysis of equity. The lack of comprehensive FEWS studies incorporating equity leaves a large gap in understanding the effect of interactions between the systems and appropriate methods of study. Future research could focus on case studies of FEWS at varying scales emphasizing how reciprocal feedback impacts social equity outcomes.
While food system studies comprised the largest group of articles assessed in this literature review, many studies did not incorporate critical social and economic dimensions of food insecurity (Ong et al., 2021). Rather, they relied on spatial proximity data such as distance to grocery stores or community gardens as a measure of food system equity, despite evidence that food deserts do not capture sociocultural barriers to food access or preference in the United States (Sullivan, 2014; Usher, 2015). The use of proximity data could be due to the lack of robust and publicly-available food system data at functional scales in the United States, which may be a factor in the relatively large number of qualitative studies. A challenge in collecting food system data is that distribution channels are unlike energy and water systems where resources are often supplied to households via a publicly owned utility compelled to publish data. Future research to develop transparent and publicly-accessible United States food system datasets across scales would facilitate more robust analyses and better inform FEWS governance.
Within energy systems, there were few studies of the association between proximity to fuel refineries or energy conversion facilities and associated health concerns due to contaminated air or water. Marginalized communities historically have had lower political capital, leaving them unable to prevent the construction of refineries or power plants in their neighborhoods (Kaswan, 2009). Moreover, a lack of financial capital to move away from sources of harmful pollutants results in individuals within these communities experiencing intergenerational impacts of chronic exposure (Hajat et al., 2015; O’Brien et al., 2018). Also missing were studies focused on equity concerns centered around “green energy” conversion technologies, such as wind turbines and electric cars, which require rare earth elements. Mining rare earth elements can produce toxic and radioactive mine tailings that contaminate surface and groundwater (Filho, 2016). Finally, an additional crucial element related to equity and energy is the generation of nuclear power and the associated risks to communities near the reactors or their waste products (Kyne and Bolin, 2016). Future research to address these concerns may investigate whether the FEWS framework can be applied to find solutions that meet increasing energy demands while preventing exposures to toxic byproducts from energy facilities.
Elements of water system equity missing from the reviewed publications were related to water quality, flooding, and the impact of agricultural production on water resources. For example, the catastrophic lead exposure in Flint, MI reflects a widespread problem of environmental injustice that minority and marginalized communities face in obtaining clean drinking water that was not represented in the FEWS studies we reviewed (Wright et al., 2003; Flint Water Advisory Task Force, 2016; Sampson and Winter 2016). Flood risk and recovery were missing from the studies we reviewed but can also inequitably affect certain communities, such as United States Hispanic populations in or near 100-year flood zones (Maldonado et al., 2016), who also experience reduced monetary compensation for homes lost to catastrophic flooding (Muñoz and Tate, 2016). Additionally, our review lacked analyses that directly addressed the linkage between water quality and food systems—such as contamination of water supplies by farm chemicals. In the United States surface waters were found to be contaminated with pesticides in up to 10% of tested samples (Gilliom et al., 2006), and similar studies in Denmark found widespread contamination from herbicides and insecticides with concentrations up to twice the allowable amount in all sampled locations (McKnight et al., 2015). These gaps may be addressed by connecting the well-established field of environmental justice to the FEWS framework, which could provide many established methods and analysis tools for considering equity.
5 CONCLUSION
Social equity in FEWS was integrated into studies through affordability, access, and sociocultural elements. This framework could help researchers and practitioners consider which method of equity integration best suits their FEWS analysis based on study objectives, data availability, and scale. Additionally, we found a lack of tools for context-specific, integrated analyses of how the FEWS nexus intersects with social equity. However, implementation of local FEWS planning and governance provides a practical application for the nexus concept that can identify and address equity issues. Further exploration of equity issues identified as gaps in this review, along with additional validation of methods to assess equity in FEWS using a variety of data types (quantitative and qualitative), are important next steps. An analysis to understand FEWS equity issues in countries with lower HDI values would also be of great value to effectively incorporate equity into FEWS analyses worldwide.
Ultimately, climate change is projected to increase risks for vulnerable populations due to scarcity of FEWS resources and greater environmental hazards caused by changing weather patterns. Climate change impacts are connected to social equity and can reduce sustainable development at all scales because resource-poor individuals, communities, and countries will not have equal or sufficient capacity to adapt. Further exploration of FEWS governance, policy options, and social investments are necessary to reduce FEWS poverty and increase social equity given a changing climate.
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There is a rapidly growing need to communicate to the public and policymakers on the nature and impact of climate change and its associated extremes, which manifest themselves across essential Food-Energy-Water Systems (FEWS). The complexity of this nexus demands analytical tools that can capture the essence of FEWS with the climate system, which may be difficult to stage and implement from a computationally efficient point-of-view. Reduced Complexity Models (RCMs) can synthesize important facets of a system quickly and with less dependence on difficult-to-assign inputs. We report on the development of an RCM framework for the FEWS nexus, to serve as a basic research tool in facilitating parameter sensitivity experiments as well as a means to establish more insightful dialogue with stakeholders through joint scenario construction. Three stand-alone and coupled models at the basin scale have been configured using Stella Architect software to simulate: 1) major flows and storage of water, 2) power plant operations and subsequent impacts on river reaches; and 3) nitrogen (N) mobilization and transport from atmospheric and landmass sources to riverine receiving waters. The Delaware River Basin is chosen for a contemporary simulation test case. Modeled results are calibrated and validated using observed stream gauge data, indicating reliable model performance at the monthly and annual time steps (0.57 < NSE < 0.98). A set of single and multi-factor climate, technology, and policy experiments are then explored using the RCM framework. Basin-scale system sensitivities are investigated across a set of intensified climate extremes, revealing the crucial roles of sewage treatment and energy infrastructure for climate resilience, significant exacerbations as well as mitigations of thermal and N pollution under opposing climate extremes, and important tradeoffs between river temperature and electricity production that are explored with technology and policy scenarios.
Keywords: FEWS, climate extreme, RCM, hydrology, thermoelecric, nitrogen, Delaware River Basin
1 INTRODUCTION
The provision, consumption, and security of food, energy, and water define a critical juncture of sustainable human development and the natural environment (UN General Assembly, 2015; Nerini et al., 2017). One of the most significant challenges for the 21st century is the management and distribution of these increasingly constrained resources to meet the growing and shifting demands of global populations and economies (Liu et al., 2018; Grasso, 2019). This challenge is also contextualized in and further exacerbated by an unpredictable and changing climate, which is increasing the frequency and severity of extreme weather events such as droughts, heat waves, cold waves, and extreme precipitation (Brown et al., 2015; USGCRP, 2018; Weiskopf et al., 2020). An interdisciplinary and holistic approach to this local-to-global challenge is offered in the nexus of Food-Energy-Water Systems (FEWS), describing the complex and interdependent linkages among shared natural resources and sector productions and consumptions (Nerini et al., 2017).
In the United States, over 400 billion gallons of water are withdrawn daily for domestic, agriculture, energy generation, and other uses (Copeland and Carter, 2017). The supply and quality of water resources are crucial factors in assessing climate and anthropogenic impacts on the FEWS nexus as well as the tradeoffs that emerge from the diverse uses of the competed resource (Cai et al., 2018; D'Odorico et al., 2018; Izaurralde et al., 2010; Brutsaert, 2005). Water use for thermoelectric power, irrigation, and public supplies amount to 90% of total withdrawals in the U.S., with the two largest sources of water use being thermoelectric power and irrigation (Dieter, 2018). Thermoelectric power plants, which account for nearly 85% of electricity generated and 41% of total water withdrawals in the U.S., rely predominantly on freshwater resources to cool reactors and transport waste heat in order to maintain optimal production efficiencies (Miara and Vörösmarty, 2013a; Miara and Vörösmarty, 2013b; Diehl et al., 2013; Miara et al., 2013; Stewart et al., 2013; Miara et al., 2017). Depending on the cooling technology and water source utilized, power plants primarily discharge waste heat directly into natural water bodies (Once-through Cooling) or consume a fraction of the water, that is, used for cooling (Recirculating Cooling System), resulting in elevated water temperatures and reduced water flows in nearby rivers and coastal zones (Miara and Vörösmarty, 2013a; Miara and Vörösmarty, 2013b; Diehl et al., 2013; Miara et al., 2013; Stewart et al., 2013; Miara et al., 2017). These compounding impacts along shared waterways can manifest not only in reduced cooling efficiencies and subsequent power losses for downstream power plants, but also in the impairment of waterways for downstream aquatic ecosystems by adversely affecting migration patterns, nutrient concentrations, and water visibility (Minshall et al., 1980; Caissie, 2006; EPA, 2015). Recognizing these imperative issues, environmental regulations like the federal Clean Water Act (CWA) impose river temperature thresholds to prohibit intense disruptions to the thermal regime of river systems (Copeland, 2016).
Simultaneously, agriculture and water distribution and treatment, which account for 40% and 12% of total water withdrawals in the U.S. respectively, depend on reliable and affordable energy supplies (Hitaj and Suttles, 2016; Copeland and Carter, 2017). The agriculture and water sectors, together with the industrial sector, also share an additional tradeoff in the form of nitrogen (N) pollution in waterways. Intensive agricultural and industrial development have accelerated productions of reactive N (e.g., synthetic fertilizer use, livestock waste, fossil fuel combustion, materials manufacturing), while poor waste management and population growth have driven reactive N loading through human sewage disposal (Green et al., 2004; Davidson et al., 2012; Baron et al., 2013; Passeport et al., 2013; Khan and Mohammad, 2014). As a result, the U.S. N cycle has been altered to a greater extent than the global average, with anthropogenic sources of N amounting to four times that of natural fixation sources (Davidson et al., 2012). Contaminated waters from excess point and non-point source N pollution have impaired one third of all streams and two fifths of all lakes in the U.S. due to the increased prevalence of hypoxic, turbid, and eutrophic waters (Davidson et al., 2012; Baron et al., 2013; Khan and Mohammad, 2014). These biochemical implications pose severe consequences for commercial fishing, in-land recreation, water treatment costs, human health, and aquatic biodiversity (Baron et al., 2013; Khan and Mohammad, 2014). Potential mitigation strategies include strengthened regulations of N oxide emissions, improved drainage systems and efficient fertilizer use in agriculture, and advanced sewage treatment technology and infrastructure (Davidson et al., 2012; Passeport et al., 2013).
The resource linkages, technologies, policies, and human-nature interactions described here are illustrations of the complex FEWS relationships that are the focus of integrated assessments of the FEWS nexus, which have rapidly gained recognition in the last decade as essential to understanding and promoting socioeconomic and climate resilience (Proctor et al., 2021). A growing body of FEWS modeling literature at many spatiotemporal scales has explored the impacts of technology and infrastructure advancements, opportunities to evaluate tradeoffs among competed resources, and the development of informed strategies and partnerships among public and private stakeholders (Cai et al., 2018; D'Odorico et al., 2018; Proctor et al., 2021; Albrecht et al., 2018; Bazilian et al., 2011a; Dargin et al., 2019; Chang et al., 2016; Keairns et al., 2016; Mohammadpour et al., 2019). While reviews of integrated resource assessment models focused on FEWS substantiate the progress and achievements made in capturing the complex dynamics of individual and coupled systems, a critical limitation is revealed in the application of these modeling tools at local scales and for decision-making purposes (Bazilian et al., 2011b; Leck et al., 2015; Dargin et al., 2019). Modeling tools with greater complexity generally offer more comprehensive analyses with the capacity to study intricate FEWS linkages and features, but they are notably limited by the constraints of model complexity and uncertainty, including the availability of intensive and high-resolution data inputs, reliance on extensive model calibrations, and high computational resource demands and turnaround (Kaddoura and El Khatib, 2017; Dargin et al., 2019). These limitations prove most challenging when engaging with stakeholders, who may work in a wide range of sectors (e.g., government, business, NGO, CSO), have different skillsets and time constraints, and seek assessments and solutions for certain spatiotemporal scales and domains of relevance (Brugnach et al., 2008; Bazilian et al., 2011b; Leck et al., 2015; Kaddoura and El Khatib, 2017; Dargin et al., 2019).
Comparisons of simplified (alternatively ‘moderately-complex’ or ‘reduced complexity’) models with more comprehensive and complex models reveal, unsurprisingly, that simplified modeling is inherently limited in its capacity to simulate more complete spatial distributions and sophisticated features of resource systems. However, when tailored to and calibrated for more specific system applications and spatiotemporal domains, simplified models can demonstrate predictive accuracies on par with or better than their complex counterparts, while benefiting from greater input and feature flexibility and quicker turnaround speeds (Michaud and Sorooshian, 1994; Singh and Marcy, 2017; Birhanu et al., 2018; Nicholls et al., 2020; Nicholls et al., 2021). Simplified water-based models configured in Stella, a dynamic computer modeling package with an easy-to-interpret visual interface (ISEE systems, 2022), have also demonstrated the strong potential of simplified models as practical resource management tools at the basin-scale, with the ability to more seamlessly couple FEWS linkages (Izaurralde et al., 2010), explore socio-environmental scenarios (Izaurralde et al., 2010; Chichakly et al., 2013; Yang et al., 2015), and evaluate multi-objective optimized solutions for tradeoffs (Chichakly et al., 2013). Simplified models working in tandem with complex models can offer an optimal methodology for integrated climate and resource assessments, which both offsets the limitations and highlights the advantages of each modeling approach (Dargin et al., 2019; Nicholls et al., 2020; Nicholls et al., 2021). A diversity in model computing demands, spatial and temporal resolution requirements, and complexities of simulated features, therefore, lends a more applicable set of frameworks in which to design experiments and proposals for the FEWS nexus and seek insightful dialogue with stakeholders.
In this paper, the development and application of a suite of stand-alone and coupled Reduced Complexity Models (RCMs) is presented as part of a larger modeling framework studying Climate-induced extremes on FEWS (C-FEWS) (Vörösmarty et al., 2023). The RCM framework was designed primarily as a diagnostic tool that can be used to more dynamically understand and explore FEWS linkages, where the existing C-FEWS models are otherwise limited by higher computational burdens and spatiotemporal resolution requirements. We aim to configure the RCMs through simplified adaptations of the working and validated functionalities of more complex models, allowing the RCM framework to report on the most significant and generalized assessments produced by these respective counterpart models. With the benefits of coarser resolution characteristics and simplified representations of socioenvironmental features, the RCM framework can also be employed as an experimental tool for scenarios and parameter sensitivities in stakeholder engagement efforts, for which rapid and dynamic model processes are exceptionally valuable (Dargin et al., 2019). Building on the reputed ‘three-way tradeoff’ concept in modeling (Levins, 1966), our principle task in configuring each RCM is to achieve sufficiency among four tradeoffs of model building: realism of bio-geophysical processes being simulated; simplicity in understanding, debugging, and altering simulation conditions; precision in creating reasonable quantitative approximations; and flexibility to spatial, temporal, and input changes. Guided by this methodology, many potential linkages, spatial and temporal scales, and outputs were considered for RCM configuration based on their significance within the FEWS context as well as the potential for formal coupling across individual models. We present here the first stage in our exploration of FEWS dynamics with RCMs, focused on the basin-scale dynamics of hydrology, thermal pollution and energy, and nitrogen mobilization and transport within a linked modeling framework.
Three mass and energy balanced RCMs were adapted in part from three respective complex, fully spatially distributed counterpart models used in the C-FEWS framework: Water Balance Model/Water Transport Model (WBM/WTM) (Vörösmarty et al., 1989; Vörösmarty et al., 1998), Thermoelectric Power & Thermal Pollution Model (TP2M) (Miara and Vörösmarty, 2013a; Miara and Vörösmarty, 2013b; Miara et al., 2013; Stewart et al., 2013), and SPAtially Referenced Regression On Watershed attributes (SPARROW) (Moore et al., 2004; Ator et al., 2011; Hoos et al., 2013; Saleh and Domagalski, 2015). A global constituent transport model developed by Green et al., (2004), which is not used in the current C-FEWS framework, is also an essential part of the RCM adaptation methodology. The three standalone RCMs are coupled via first order linkages using shared hydrological characteristics of a river basin system to simulate: 1) major fluxes and stocks of the terrestrial water cycle, including snowmelt and rainfall runoff, evapotranspiration, river discharge, and reservoir operations at the daily time scale; 2) the impacts of power plant operation on downstream river temperature, water consumption, and power generation at the daily time scale; 3) nitrogen mobilization and transport from atmospheric and landmass sources to riverine receiving waters at the annual time scale. It is important to note that while the food aspect of FEWS is not explicitly simulated in the RCMs (e.g., crop yields, irrigation, etc.), the framework captures N loading attributed to the agricultural sector (i.e., industrial fertilizer application and livestock waste). The RCM framework is built in Stella Architect modeling software, which provides a visual interface of model functionalities, that is, both engaging for unfamiliar users and undemanding when tailoring and exploring new features and scenarios of interest (ISEE systems, 2022). The RCMs also deliver results and analyses in near-real time, with turnarounds ranging from a few seconds to a minute, providing valuable feedback to internal modelers and external stakeholders alike.
The RCM framework is then applied in a simulation test case of the Delaware River Basin. We aggregate climate, infrastructural, social, and hydrological inputs of varied spatial resolution (12 km grid cells to county-level reports) to the basin-scale. The RCM framework is calibrated and validated within a 15-year period (1995-2009) using observed data available for river discharge, river water temperature, and riverine N concentration. The framework is then explored in single and multi-factor experiments in the form of intensified climate extremes (i.e., drought, heat waves, and extreme precipitation), regulatory thermal pollution control by the CWA, power plant cooling technology, and sewage treatment infrastructure. These scenarios are devised to demonstrate the exploratory capacity of the RCM framework in assessing basin-scale system sensitivities to progressive impacts on the FEWS simulated. The multi-factor experiments reveal a multitude of impacts from climate extremes on the Delaware River Basin’s water supply and quality, primarily through the opposing effects of the drought and extreme precipitation climate scenarios. Climate and sewage treatment infrastructure are simulated to have impacts of similar scale regarding N concentration levels downstream of the basin, suggesting that climate-infrastructure links may play a significant role in N pollution abatement. Power plant cooling technology and environmental regulation (CWA) are found to outweigh the impacts of climate with respect to thermal pollution and electricity production in the basin, supporting contemporary shifts from OTC to RCS technologies in the basin. The experiments emphasize, above all, the importance of infrastructure advancements as a beneficial climate resilience strategy.
2 MATERIALS AND METHODS
2.1 Case study: Delaware River Basin
The Delaware River Basin comprises portions of 4 Northeastern states (New York, Pennsylvania, New Jersey, and Delaware), 42 counties, and 868 municipalities, with a total area of 13,549 sq. miles. The basin’s 2,000 tributaries flow into the 330-mile long Delaware River, including the Schuylkill and Lehigh Rivers in Pennsylvania (Delaware River Basin Commission, 2019; Schmidt, 2019). The basin supports a valuable water-based economy (e.g., recreation, water supply, fishing, ecotourism, and agriculture) that generates over $21 billion per year and supports 600,000 jobs (Kauffman, 2011; Kauffman, 2016; Kauffman, 2018; Delaware River Basin Commission, 2019; Schmidt, 2019). The Delaware River is home to a number of freshwater aquatic habitats that support perennial trout fisheries, the migrations of native fish species including striped bass and Atlantic sturgeon, and the breeding of horseshoe crabs (Delaware River Basin Commission, 2019). Land cover in the basin can be broadly described as tree canopy cover in the northern half and developed and agricultural land cover in the lower half (Delaware River Basin Commission, 2019; Schmidt, 2019). The northern section of the Delaware River, 200 miles above Trenton, NJ, is non-tidal, while the river segment below Trenton, including the Delaware Bay where the river meets the Atlantic Ocean, is tidal with a mix of saline and freshwater (Delaware River Basin Commission, 2019; Schmidt, 2019).
The basin is an ideal candidate for our RCM study because it is characterized by socio-environmental conflicts surrounding FEWS linkages, namely, competition for freshwater use. Water withdrawals in the basin total roughly 6.6 billion gallons per day, primarily for thermoelectric power, public supply, and industrial uses, with almost 1 billion gallons of water consumed or diverted as inter-basin transfers (Delaware River Basin Commission, 2019; Schmidt, 2019). The basin’s water supply serves a population of over 13 million people, including water distributed to about 5 million people in New York City and northern New Jersey (Delaware River Basin Commission, 2019; Schmidt, 2019). Owing to the complexity of competing political interests, the nation’s first federal-interstate agreement to regulate basin-scale water management was established in 1961 to create the Delaware River Basin Commission (DRBC) (Delaware River Basin Commission, 2019; Schmidt, 2019). The basin also has a history of water quality issues arising from point and non-point source nutrient pollution, including human and livestock waste and fertilizer and pesticide runoff, that previously stimulated the development of hypoxic dead zones in the Delaware Bay (Kauffman, 2010). Following the passage of the Clean Water Act (CWA), upgraded waste treatment plants and water quality monitoring gauges strongly curtailed nutrient concentrations since the 1970s and largely restored economic activity in the basin (Kauffman, 2018; Delaware River Basin Commission, 2019). However, water quality continues to be a prevalent issue today, with about 97% of rivers and streams in Delaware (downstream of the basin) categorized as impaired for all uses, more than any other state in the U.S. (EIP, 2022).
We compose six sub-basin regions in the Delaware River Basin using 12-digit and 8-digit Hydrologic Unit Boundary (HUC) areas based on the confluences of major rivers in the basin (Figure 1). This allows the RCM framework to simulate human-water activities for each of the major river systems in the basin as individual sub-basin modules within the RCM framework. The modules interact in the order of streamflow direction, transporting discharge, thermal impacts, and N flux downstream of each respective sub-basin region (i.e., regions 1 and 2 flow into region 3 which flows into region 4, and regions 4 and 5 flow into region 6). The remaining estuarian and tidal waters of the basin below region 6, along with their respective catchment areas, are excluded from our study. We simulate infrastructure operations for 8 major reservoirs regulated by the DRBC, as well as 26 instream thermoelectric power plants. The operation of sewage treatment plants is uniformly applied in each sub-basin region using county-level population statistics to determine sewage extent. Two sets of climate data are aggregated to the basin-scale for use in the RCM Framework. Inputs from prescribed climate forcings from the North American Land Data Assimilation System Phase 2 (NLDAS-2) (Xia et al., 2012a; Xia et al., 2012b) are used for a contemporary 15-year simulation test case (1995-2009), used for all model validations and calibrations. A set of intensified climate extremes (drought, heat wave, and extreme precipitation) is then produced for the last decade of a 40 year period (1980-2019) using repeated 3-year intervals beginning at the onset of intense climate extremes (Supplementary Appendix SA1).
[image: Figure 1]FIGURE 1 | Map of the Delaware River Basin identifying six numbered sub-basin regions, major tributaries (thin blue line), and the Delaware River (thick blue line). The locations of 8 major reservoirs (blue triangle) and 26 thermoelectric power plants (red diamond) simulated in the RCM framework are shown. The tidal waters and corresponding catchment areas of the basin below region 6 are excluded from our study.
2.2 RCM methodology and structure
Following extensive literature reviews, the features and equations used in the respective complex counterpart models as well as a series of parameter sensitivity analyses guided the specification of simplified conditions, assumptions, aggregations, and weighted averages in the development of the three deterministic RCMs. The first goal of our RCM configurations was to sufficiently capture expected system behaviors (i.e., for hydrology, thermal pollution and energy, and nitrogen mobilization and transport) for a theoretical river basin, while remaining flexible to future spatial, temporal, and input changes. The models were ultimately fitted with equations and feature attributes, in a mass and energy balanced framework, that perform reliably well under a generalized parameterization at the basin-scale while achieving a dynamic steady state. All inputs are ultimately represented as sub-basin region-wide values, including real terrain characteristics, climate variables, soil and sediment portfolios, geometries of rivers and contributing streams, and the specifications of power plants, sewage treatment plants, and reservoirs (Supplementary Appendix SA2). Spatial aggregations of input variables and parameters were performed in QGIS, calculated as zonal means using shapefiles for each of the six sub-basin regions identified for the Delaware River Basin. Model validations are performed using two statistical variance comparisons: Nash-Sutcliffe model Efficiency coefficient (NSE) (Hirsch and De Cicco, 2015) and modified Index of Agreement (d) developed by Willmott et al. (2012). Model calibrations were performed using Stella Architect’s calibration feature, with available observed data as well as results from the complex counterpart models that used identical climate, land cover, and other inputs. The USGS gauge stations selected are situated on the major river segment of the sub-basin regions, with continuous data availability within the 1995-2009 validation period (USGS, 2021). Three gauge stations provide observed river discharge with positions near the downstream of the sub-basin region (corresponding to regions 2, 3, and 5) and two stations provide ambient water temperature (corresponding to regions 2 and 3). LOADEST software is made available by USGS and provides validated nutrient concentration estimates at the daily time scale based on observed data from water quality monitoring stations (corresponding to regions 2 and 5) (USGS, 2016). Since daily concentrations are not available as a continuous time series, the R software package EGRET is used to calculate long-term trends in total N concentration. Observed USGS river discharges are then applied to these concentrations to compute annual N flux for sub-basin regions 2 and 5 (Hirsch and De Cicco, 2015). All sources and equations used in the following methodology sections are found in the Supplementary Materials (Supplementary Appendix SA3.1–3.3).
2.2.1 RCM “hydrology”
The “hydrology” RCM is derived in part from WBM/WTM (Vörösmarty et al., 1989; Vörösmarty et al., 1998), a water balance and transport model organized by geospatially referenced grid cells and river networks. The RCM adaptation uses aggregated variable inputs (daily averaged precipitation, daily averaged air temperature, annual land cover) as well as parameter inputs (sand-silt-clay soil composition ratio, soil rooting depth, river channel length, basin latitude) at the basin-scale. A number of parameters related to soil characteristics are estimated from ranges associated with each respective sand-silt-clay soil composition (porosity, saturated hydraulic conductivity, saturated and residual water content, field capacity, and wilting point). Land cover is aggregated into four major land cover categories (developed, agricultural, natural, and open water), and a runoff ‘Curve Number’ is estimated from ranges associated with each respective land category. Other parameters are either estimated or calibrated, using reasonable ranges or as defined in technical reports and journal papers when available (river channel width, maximum depth, slope, and roughness; aquifer depth, slope, and porosity; hydraulic head; and a number of associated coefficients). All model outputs are at the daily time step, but are averaged to the monthly and annual scales for validations and reporting. A single river stock for each respective sub-basin region represents the water storage of the major river segment in the sub-basin region, with the assumption that all interconnected streams flow instantaneously to the river segment present.
The RCM simulates distinctly arrayed flows and storages corresponding to each of the four categories of land cover, first distributing precipitation as rainfall or snow (depending on a monthly temperature condition of −1.5°C) to an accumulated snow pack or surface water storage (Figure 2). Within each respective land cover representation, the distributed snowmelt and rainfall are transported as runoff to a collective river storage, or as infiltration to the land cover-distributed soil storage, where deep percolation transports the water to a collective shallow groundwater storage with a base flow to the collective river. River discharge is then computed using a function based on the volume and physical characteristics of the river. Using interacting sub-basin modules, contributing river flows to the river stocks of consecutive downstream sub-basin regions are in the direction of streamflow (i.e., the river stock in sub-basin region 6 receives the collective discharge from all upstream sub-basin regions). Soil evapotranspiration and infiltration are determined from soil retention functions based on soil moisture and precipitation conditions, computed potential evapotranspiration, and a soil drying function. Evaporation is assumed to be equal to the rate of computed potential evapotranspiration and is applied to all above-ground water stocks. A simplified linear reservoir function, which uses storage capacity and residence time to compute inflows and outflows, is used to simulate reservoir operations for an aggregate reservoir. The storage capacity of the aggregate reservoir is equal to the sum of the capacities of each major reservoir present in a given sub-basin region. Due to the spatial variability of reservoirs, with the RCM reporting only the total downstream discharge in a sub-basin region, a weighted average of catchment areas (sum of consecutive HUC 12 areas in the direction of upstream flow) corresponding to the reservoirs is performed using weighted reservoir storage capacities to determine the relative inflow available to the aggregate reservoir, which is used to compute an aggregate residence time. The annual average residence times for the river, soil moisture, and shallow groundwater storage in each sub-basin region are computed using annual average storage and inflows for each respective stock.
[image: Figure 2]FIGURE 2 | Configuration of the “Hydrology” RCM for each sub-basin region, showing primary model functioning in a schematic diagram of the water balance cycle (A), where boxes represent storage stocks, arrows represent water flows, and arrayed boxes show land-cover distributed storage stocks. (B) Sub-basin module in Stella Architect’s visual interface, displaying interconnected variables and parameters.
2.2.2 RCM “thermal pollution and energy”
The “thermal pollution and energy” RCM is adapted from TP2M (Miara and Vörösmarty, 2013a; Miara and Vörösmarty, 2013b; Miara et al., 2013; Stewart et al., 2013), which has previously been coupled with WBM to simulate power plant operations and resulting impacts on power generation and ecosystem degradation in geospatially referenced grid cells and river networks. The RCM adaptation aggregates systems of power plants that are located along a river reach, using power plant specifications (nameplate capacity, power plant thermal efficiency, fuel source, cooling technology, number of power plants, distance between power plants), river specifications obtained from the “hydrology” RCM (river discharge, velocity, depth, and channel length), climate conditions (air temperature, wind speed, and relative humidity), and regulatory constraints (CWA river temperature limits) as inputs. Other input parameters and coefficients (e.g., optimal thermal efficiency) are either estimated from reasonable ranges or obtained from Miara and Vörösmarty, (2013a); Miara and Vörösmarty, (2013b); Miara et al. (2013). For each sub-basin region, the model creates single aggregate power plants corresponding to two widely-used cooling technology categories: once-through cooling (OTC) and recirculating cooling system (RCS). For each cooling technology category in a sub-basin region with power plants in operation, the aggregate plant’s nameplate capacity is taken as the sum of the nameplate capacities of the constituent plants for a given year. Other aggregate plant parameters are computed as weighted averages of the constituent plants’ parameters, with each constituent plant weighted by its respective nameplate capacity. All model outputs are at the daily time step, but are averaged to the monthly and annual scales for validations and reporting. While the RCM has been validated with available observed ambient water temperatures upstream from power plants, there is no observed data available to assess temperature gradients across power plant locations.
The RCM computes the rates of aggregate power generation, heat transfer to the river for OTC, heat dispersion and water consumption in evaporative cooling towers for RCS, alterations to input river discharge, and increases in river water temperature downstream from the river reach simulated (Figure 3). The heat rate on a given day is estimated by considering the derating of a power plant based on climate-water conditions (Miara et al., 2017). The daily power generation and waste heat rejected through the condenser are calculated based on the derating of the plant, using aggregated characteristics including nameplate capacity and cooling technology. Downstream river water temperature is computed using the aggregate thermal effluent rates and the length of the river reach in an exponential decay function, contributing to the upstream river water temperatures in each consecutive sub-basin region in the direction of streamflow, as with river discharge in the “hydrology” RCM. Environmental regulation is simulated using assigned temperature thresholds (the lesser of 1.5°C above ambient river water conditions and an absolute river temperature limit of 28°C). The assigned thresholds are on the more restrictive end of identified CWA temperature ranges in part because of the high spatiotemporal variability of water quality standards within the basin, but also with the intention of yielding more significant impacts of policy on simulated outputs. When daily thermal effluent temperatures, at the outlet of the aggregate plant, are simulated to exceed the CWA imposed temperature thresholds, electricity generation at the aggregate plant is curtailed to a limited generation capacity to minimize thermal pollution and maintain a river temperature below the assumed CWA thresholds, if possible. If the river temperature at the inlet of the plant is already above the temperature limit, the plant is assumed to not be allowed to generate electricity. To assess the degree of thermal pollution in each sub-basin region, the RCM simulates a pristine run without power plants to obtain natural river temperature conditions, and the difference (vs. the run with power plants turned on) represents the increase in river water temperatures due to thermal pollution. The thermal pollution for the basin is reported as the weighted average of each sub-basin region’s resulting increase in river water temperature, weighted by the length of the major river segment in each respective sub-basin region. Electricity production for the basin is computed using aggregate power generation rates with the assumption that all plants are operated with the goal of a 100% capacity factor (24 h and 365 days a year).
[image: Figure 3]FIGURE 3 | Configuration of the “Thermal Pollution and Energy” RCM for each sub-basin region, showing primary model functioning in a schematic diagram (A). The aggregate Once-Through Cooling (OTC) and Recirculating Cooling System (RCS) power plants exchange heat and water with the river to produce electricity. (B) Sub-basin module in Stella Architect’s visual interface, displaying interconnected variables and parameters.
2.2.3 RCM “nitrogen mobilization and transport”
The “nitrogen mobilization and transport” RCM is primarily adapted from the constituent transport model and associated methodologies developed by Green et al. (2004), for a continental and regional scale assessment of reactive N loading using statistical bio-geophysical relationships and geospatially referenced drainage basins. The RCM adaptation aggregates variable inputs (annual N atmospheric deposition, land cover, population, number of livestock, fertilizer application, air temperature), hydrologic specifications obtained from the “hydrology” RCM (residence time for rivers and the combined soil-shallow groundwater storage, runoff-to-precipitation ratio, river discharge), and a number of calculated and calibrated parameters (e.g., N fixation rates, N delivery coefficients, denitrification rates, ammonia volatilization rates, sewage treatment efficiency) to the basin-scale. For each sub-basin region, the model creates distinctly arrayed flows and stocks for four land cover categories (developed, natural, croplands, and grazing lands), distributing spatially uniform atmospheric N deposition to each respective land category, as well as the fixation of non-reactive N for the natural, cropland, and grazing land covers (Figure 4). The model also creates arrayed flows corresponding to organic and inorganic N, as well as point and non-point source loading.
[image: Figure 4]FIGURE 4 | Configuration of the “Nitrogen Mobilization and Transport” RCM for each sub-basin region, showing primary model functioning in a schematic diagram (A). Land cover-dependent N fluxes to the river are represented by four boxes (N load) and arrows (N transport). (B) Sub-basin module in Stella Architect’s visual interface, displaying interconnected variables and parameters.
The RCM computes annual organic, inorganic, and total reactive N flux from atmospheric and terrestrial sources to riverine receiving waters. Each land cover category is simulated to have a unique interaction with the basin-scale N cycle. Livestock waste, determined from total cattle, sheep, goat, horse, and hog numbers by county, is assumed to be deposited directly onto grazing lands with resulting average ammonia volatilization rates for livestock manure, yielding non-point source organic loads. Synthetic fertilizer is applied evenly to croplands with resulting average ammonia volatilization rates for fertilizer, yielding non-point source organic loads. Sewage is estimated from total human populations and applied to developed lands, with the assumption of equal accessibility to sewage treatment plants with uniform treatment efficiencies throughout the basin, yielding point source organic loads. Soil emissions through ammonia loss are deducted from N fixation estimates within natural lands, yielding a net input of N contributing sources in non-point source organic loads. A series of delivery coefficients are applied to N mobilization loads through four respective hydrological pathways (soil-shallow groundwater, lakes, reservoirs, and rivers), along with tunable parameters that are used for calibrating the respective flows. Downstream river discharge and N riverine flux are used to compute average N concentration for each sub-basin region’s major river segment. River discharge averaged to the monthly time scale is also used to downscale annual fluxes and concentrations to the monthly time scale.
3 RESULTS
3.1 Model validations
RCM performance is evaluated using available observed data corresponding to three sub-basin regions in the Delaware River Basin, with NSE and Willmott “d” values reported (Figure 5). The validation exercise reveals overall that each standalone RCM is capable of simulating real basin-scale dynamics to a reliable and accurate degree, an impressive feat considering the many spatial aggregations and feature assumptions incorporated in the respective models. River discharges are validated at the monthly and annual scales for sub-basin regions 2, 3, and 5 (0.57< NSE <0.86 and 0.67 < d < 0.83), highlighting the stark differences in model performance by region and time scale (Figure 5A). Modeled discharges are shown to capture the monthly and annual variability of observed discharge very well despite underestimating observed values in most of the plots, perhaps indicating the model’s overestimation in water lost to evaporation and evapotranspiration. Water temperatures are evaluated at the monthly scale for sub-basin regions 2 and 3, evaluating ambient water temperatures (Figure 5B). The water temperature validations for sub-basin regions 2 and 3 are 0.93< NSE <0.98 and 0.88 < d < 0.93, but should not be mistaken for validations of water temperature gradients across power plants (i.e., thermal pollution). The exercise demonstrates that the RCM is able to simulate river temperature conditions, with which thermal pollution and electricity generation metrics are directly calculated. N flux is validated at the annual scale for sub-basin regions 2 and 5, showing a similar regional difference in validation performance as river discharge since the observed N fluxes are also scaled and interpolated using observed river discharge (0.66< NSE <0.80 and 0.67 < d < 0.77) (Figure 5C). In addition to comparisons with observed data, the predictive accuracies of the RCMs were also evaluated using outputs from the respective complex counterpart models where available, as discussed in Supplementary Appendix SA4.
[image: Figure 5]FIGURE 5 | RCM validations shown in scatter plots with best-fit line and NSE and Willmott “d” index statistics; RCM outputs on the x-axis and observed values on the y-axis. Plots for sub-basin regions 2, 3, and 5 are ordered from top to bottom across the 3 panels. (A) Annual (left) and monthly (right) averaged discharge; (B) monthly river water temperature; (C) annual N flux, shown as monthly averages of annual flux (Mkg/month).
3.2 Single and multi-factor experiments
The annual and decadal averages (2010-2019) for three RCM outputs are compared across the baseline climate and three intensified climate extremes (drought, heat waves, and extreme precipitation) (Figure 6). The single-factor climate experiment illustrates basin-scale system sensitivities to climate in the Delaware River Basin by evaluating total downstream river discharge at the mouth of the basin, thermal pollution in the form of river temperature increases above ambient river water temperatures (due to power plant operation) for each respective climate, and total downstream N concentration at the mouth of the basin. As the first impact source of input changes within the coupled RCM framework, modeled river discharge and implied water supply immediately reflect the impacts of the intensified climate extremes in the basin. Relative to the baseline climate, the decadal average of discharge decreases by roughly 25% under the drought climate (Figure 6A), which has the lowest annual discharges of all climates for 6 out of 10 years (Figure 6B). The heat wave climate shows similarly low discharges, with a 16% drop in decadal average discharge relative to the baseline climate. On the contrary, decadal average discharge under the extreme precipitation climate increases by roughly 15% relative to the baseline climate, which is emphasized in the three repeated annual discharge peaks of about 755 m3 s-1, which is more than double the annual discharge for the drought climate in 2011.
[image: Figure 6]FIGURE 6 | Decadal average (2010-2019) (left) and annual average (right) for three RCM outputs applied with four climate scenarios: baseline climate (blue), drought (brown), heat wave (red), extreme precipitation (green). Plots are shown for (A, B) basin downstream river discharge, (C, D) thermal pollution as basin averaged river temperature increases from the ambient conditions of each respective climate, (E, F) basin downstream N concentration.
The substantial climate-induced impacts on the basin’s hydrology translate intuitively to changes in river temperature from the thermal pollution of power plants, although these impacts are attenuated by the large temporal scales reported here (decadal and annual averages). Lower river discharge under the drought climate bolsters the transport of thermal effluents downstream of power plants. This results in the drought climate having decadal average thermal pollution levels greater than that of the baseline climate, by 0.2°C (Figure 6C), while also having the greatest annual thermal pollution levels of all climates for 8 out of 10 years (Figure 6D). Thermal pollution under the extreme precipitation climate experiences the opposite effect, with higher river discharge limiting annual thermal pollution levels to just 0.6°C for 3 out of 10 years, which is nearly half the thermal pollution experienced under the drought climate in 2011. Similar relative changes across the four climate experiments are observed in the decadal and annual averages for N concentration (Figures 6C, D). While the extreme precipitation climate should increase non-point source runoff and loading to the basin’s waterways as compared to the other climates, these impacts are diluted by increased river flows in the computed N concentration levels, leading to a 13% decrease in decadal average N concentration relative to the baseline climate.
The multi-factor impacts of four non-climate scenarios are then assessed across the four climate extreme experiments, reporting the decadal averages of N concentration, thermal pollution, and total electricity production from the basin’s power plants (Figure 7). N concentration considers a ‘No Sewage Treatment’ scenario that simulates the complete absence of sewage treatment plants in the basin, forcing the disposal of human sewage in soils where they are transported to water ways through runoff and groundwater flows (Figure 7B). The importance of sewage treatment infrastructure is immediately realized in the average 40% increase in N concentration when treatment plants are removed for all climates, relative to the ‘Climate Only’ scenario with all treatment plants in place. These results express the prominence of point source pollution in the estuarian and coastal water qualities downstream of the Delaware River Basin, as well as emphasize the important mitigation efforts that target sewage treatment efficiency. This experiment also depicts a fascinating interplay between climate and infrastructure with respect to N pollution abatement. The increased water flows under the extreme precipitation climate are shown to partially mitigate amplified N fluxes without treatment plants, holding relative increases in N concentration to an average 0.7 mg L−1, compared to the average 1 mg L−1 increase under the drought climate. Interestingly, N concentration levels are nearly equivalent for the extreme precipitation climate without sewage treatment plants (2.45 mg L−1) and the drought climate with treatment plants (2.44 mg L−1). This suggests that the prevalence of opposing climate extremes may be as consequential to pollution mitigation efforts as the implementation and advancement of sewage treatment infrastructure.
[image: Figure 7]FIGURE 7 | Decadal average (2010-2019) of four RCM outputs applied with four climate scenarios in comparative bar charts: baseline climate (blue), drought (brown), heat wave (red), extreme precipitation (green). Plots are shown for (A) basin downstream river discharge, (B) basin downstream N concentration, (C) thermal pollution as basin averaged river temperature increases from the ambient conditions of each respective climate due to power plant operation, (D) annual electricity production. (Solid) fill: “Climate Only” impacts without additional scenarios; (checkered) fill: climate with “No Sewage Treatment” scenario for N concentration; (dotted) fill: climate with “CWA” Temperature Limits; (diagonal stripes-right) fill: climate with all “OTC” plants in the basin; (wide diagonal stripes-left) fill: climate with CWA temperature limits and all OTC plants in the basin “OTC-CWA”.
We also explore three technology and policy scenarios for thermoelectric pollution and electricity production in the form of “CWA” environmental regulations that impose strict river water temperature limits on the basin’s power plants, an “OTC” scenario that converts all cooling technologies in the basin to Once-Through Cooling only, and a combined “OTC-CWA” scenario (Figures 7C, D). We first demonstrate that the current cooling technology mix in the basin (11% and 89% for OT and RCS by power generation capacity, respectively) is fully adequate to curb the impacts of both intensified climate extremes and CWA temperature limits, exhibited by very minor decreases in electricity production (average 1.6% decrease for the ‘CWA’ scenario relative to “Climate Only”). When all plants are restricted to once-through cooling only, thermal pollution rises intensely, with a near 10-fold increase across all climates and an average 9.4°C increase under the drought and heat wave climates, relative to the current technology mix. The severe thermal stresses on the basin’s river systems are reflected in the average 4.4% decrease in annual electricity generated relative to the plants’ full generation capacity, due to thermal efficiency losses alone. The significant rise in thermal pollution for the “OTC” scenario is elaborated in a breakdown by sub-region in Supplementary Appendix SA5, which demonstrates that thermal pollution in sub-basin region 5 (corresponding to the Schuylkill River) drives most of the temperature increase represented by the basin-wide average of thermal pollution. The aggregate power generation capacity in region 5 is the greatest of all 6 regions (43% of the basin’s total power generation capacity) and is entirely attributable to RCS plants during the 2010-2019 simulation period. When these characteristics are considered alongside region 5’s low river discharge (2nd lowest average river discharge of all 6 regions), the “OTC” scenario reveals the sub-basin’s heightened sensitivity to temperature changes that arise from cooling technology deployments. Results from the “OTC” experiment effectively endorse the sub-basin’s 100% utilization of RCS for power generation during the contemporary simulation period, from the standpoint of thermal pollution mitigation. This can also be extended to the Delaware River Basin as a whole, due its considerable dependence on RCS plants for power generation.
If we then apply the CWA temperature regulations to this once-through cooling scenario (OTC-CWA), the elevated thermal pollution levels are truncated to permittable temperature thresholds, but at the cost of significant declines in electricity production. An average 74% loss in annual electricity production is seen across all climates, relative to the full generation capacity of the plants. We also see the only significant differential impacts of climate extremes on electricity production in this scenario, such as the strong exacerbation of the drought climate that causes a 21% loss in electricity produced, relative to the baseline climate. The extreme precipitation climate, instead benefitting from relatively high water flows, experiences 13%, 29%, and 42% more annual electricity produced than the baseline, heat wave, and drought climates, respectively. Similar to the climate-infrastructure interplay discussed for N pollution, this multi-factor experiment highlights important links between climate, infrastructure, and policy in thermal pollution abatement, which are realized more clearly through socio-economic tradeoffs with electricity production. The experiment further stresses the importance of contemporary shifts towards RCS in the Delaware River Basin as well as the regulatory safeguards of the CWA.
4 DISCUSSION AND CONCLUSION
The preliminary but overarching goal of the work presented here is to demonstrate, through the acceptable validations and scenario-experimentation of three linked socio-environmental models, that the RCM framework can sufficiently subdue the complexity of FEWS linkages and synthesize important results with region-specific domains, input and feature flexibility, and rapid turnaround. In achieving and surpassing these considerations, the first stage of our development of an RCM framework for FEWS was a resounding success, holding great promise for expected applications of the framework in the future. The individual and coupled models built in Stella Architect preserve model validity and the realism of bio-geophysical processes simulated at the basin-scale, while lending an exploratory capacity to users in which to assess the progressive impacts of climate, infrastructure, technology, and socio-economic drivers on FEWS. In particular, the RCM framework’s capacity to compute outputs in near-real time will be of enormous value in ongoing stakeholder engagement efforts, complimenting the more comprehensive but stringent analyses of existing models in the C-FEWS framework.
The second goal of this paper is to apply the RCM framework through a set of single and multi-factor experiments, designed to assess impacts on the FEWS features captured by the models for a simulation test case of the Delaware River Basin. We demonstrate that important links and tradeoffs emerge among natural (climate extremes) and anthropogenic (infrastructure and regulatory policy) factors, with relevant implications for basin-scale management. The opposing climates of intensified droughts, heat waves, and extreme precipitation are shown to significantly exacerbate as well as mitigate thermal and N pollution in the basin. This suggests that climate-infrastructure links, with respect to sewage treatment infrastructure and power plant cooling technology, play a critical role in understanding and achieving climate resilience in the basin. We also investigate tradeoffs between thermal pollution and electricity production, which can be influenced sizably under combinations of parameters and input variables. This provides the motivation for multi-objective optimization studies that are currently being exercised, such as an evaluation of optimal cooling technologies, spatial distributions of power plants, and regulated river temperature constraints to maximize electricity production and minimize thermal pollution. Importantly, the RCM results reported here are only a fraction of the current framework’s full set of output variables (e.g., reservoir operations, water consumption by power plants, point and non-point source distinctions in N pollution, etc.). Therefore, a more extensive and detailed study of the framework can yield more intricate analyses and unexplored tradeoffs with respect to climate and anthropogenic scenarios.
Future stages of the RCM framework could investigate basin-scale system responses to a variety of socio-environmental levers including land use changes, population growth, sewage treatment efficiency, hydropower implementation, and evolving power plant technologies. These scenarios can be extended into the future with mid-century and late-century climate scenario projections. The current configuration of the RCM framework only considers first-order hydrologic linkages between three respective models, but these can be elaborated to simulate more complex two-way linkages inherent in the FEWS nexus. The RCM framework can also configure additional simplified adaptations of other models used in the CFEWS framework, such as the Terrestrial Ecosystem Model (TEM) (Kicklighter et al., 2023), which simulates land-based infrastructure services including carbon sequestration, and the Integrated Science Assessment Model (ISAM) (Lin et al., 2023), which simulates food and bioenergy crop dynamics. Expanding the RCM framework to the regional scale, as with the models in the C-FEWS framework, would equip the RCMs to study FEWS linkages across the important Northeast and Midwest regions of the U.S. This would also allow for a local-to-regional integration of RCM capabilities that could be streamlined based on stakeholder interests and feedback.
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The rate and extent of anthropogenic alteration of the global nitrogen cycle over the past four decades has been extensive, resulting in cascading negative impacts on riverine and coastal water quality. In this paper, we investigate the individual effects of a set of management, technology, and policy mechanisms that alter total reactive nitrogen (TN) flux through rivers, using a modified, spatially detailed SPARROW TN model, between 1980 and 2019 in the Northeast (NE) and Midwest (MW) of the United States. Using the recalibrated model, we simulate and validate a historical baseline, to which we compare a set of climate and non-climate single factor experiments (SFEs) in which individual factors are held at 1980s levels while all other factors change dynamically. We evaluate SFE performance in terms of differences in TN flux and willingness to pay. The largest effect on TN flux are related to reduction in cropland area and atmospheric nitrogen deposition. Multi-factor experiments (MFEs) suggest that increasingly efficient corn cultivars had a larger influence than increasing fertilizer application rate, while population growth has a larger influence than wastewater treatment. Extreme climate SFEs suggest that persistent wet conditions increase TN flux throughout the study region. Meanwhile, persistent hot years result in reduced TN flux. The persistent dry climate SFE leads to increased TN flux in the NE and reduced TN flux in the MW. We find that the potential for TN removal through aquatic decay is greatest in MW, due to the role of long travel time of rivers draining into the Lower Mississippi River. This paper sheds light on how a geographically and climatologically diverse region would respond to a representative selection of management options.
Keywords: nitrogen pollution, water quality model, climate chage, mitigation strategies, green/grey infrastructure
INTRODUCTION
Nitrogen is a fundamental nutrient for ecosystem function and deeply intertwined with the food-energy-water nexus. Shifts in its distribution and increases in its rate of application have resulted from population growth, increasing reliance on industrial fertilizers for agricultural production, and energy demands being primarily met by fossil fuels (Krempa & Fickinger, 2017). These trends in nitrogen (TN) loading into human-impacted systems are connected to cascading ecological stress including inland eutrophication, hypoxia, and harmful algal blooms in upland and coastal waters (Rockstrom, et al., 2009; Mrdjen, et al., 2018). A portion of the TN applied to the land inevitably enters rivers and streams, and eventually reaches shores, however, how much is determined by climate, topography, management (including green and grey infrastructure), and hydrology (Valigura, et al., 2000; Green, et al., 2004; Alexander, et al., 2008).
Previous studies on the recent trends in TN pollution in waterways in the United States suggest that rates of fertilizer use, nitrogen fixation, and atmospheric deposition have plateaued since the 1980s compared with previous decades (Howarth, et al., 2002; Byrnes, et al., 2020). Meanwhile, cropland area has either remained the same or decreased (Zhen & Chaoqun, 2017) and crop nitrogen use efficiency has increased (Mueller, et al., 2019). In this paper we present the recent historical trends in N flux as a reflection of trends in sources, land-to-water delivery factors, and aquatic transport taken together in order to more clearly assess which have had the greatest impact on TN flux and how they are impacted by extreme climate conditions. This provides insight into the ability of mitigation strategies to address nitrogen pollution challenges.
Successful mitigation of TN water pollution, and its accompanying ecological and economical burdens, requires a systemic view. Water quality models have been developed to estimate the impacts of various sources and natural/human-made factors determining the movement of various nutrients (Smith, et al., 1997; Arnold, et al., 1998; Green, et al., 2004; Alexander, et al., 2008; Sinha & Michalak, 2016; Shih, 2022). Models can be used to isolate the effects of individual factors including traditionally engineered infrastructure, land management, and water quality policy, and simulate their effectiveness within the context of a changing climate (Vorosmarty et al., 1997).
Here, using the Climate-induced Extremes on the Food, Energy, Water Nexus (C-FEWS) framework, we apply the Spatially Referenced Regression of contaminant transport on Watershed attributes (SPARROW) model to assess the impact of key strategies for reducing N water pollution in the Midwest (MW) and Northeast (NE) of the contiguous United States (Vorosmarty et al., 2023, this issue). To do so, we develop a set of technology, management, and policy-related “dials” which we use to gauge their individual impact on TN flux between 1980 and 2019 (see Table 1 for a description of the experimental conditions). The SPARROW model approach allows us to expand upon previous studies in trends in N, by estimating how these trends have been reflected in water quality within two economically diverse regions of the United States. We find that reductions in cropland area and atmospheric nitrogen deposition have the largest impact, decreasing TN flux in the NE and MW combined. To a lesser degree, corn cultivars and wastewater treatment have led to reduced TN flux throughout, while slightly increased rates of fertilizer application and population growth have increased TN flux. We then test the response of the system to persistent extreme climate within the study region and find that the wettest scenario resulted in higher TN flux, while the hottest scenario resulted in lower TN flux across the study region. Scenarios with persistent drought and persistent cold temperatures had varied responses.
TABLE 1 | Describes the experimental conditions for this study.
[image: Table 1]METHODS
Study region
We conduct this analysis on the Northeast and Midwest of the United States, because they represent a large and structurally/economically diverse portion of the country. They house nearly 40% of the United States population and GDP (BEA, 2022; USCensus, 2022). They are examples extensive human impact, comprising of the most densely populated and most intensively cultivated lands in the country (Mecray, et al., 2018; Swanston, et al., 2018). The region of study has a combined estimated flux of 820 million kg of nitrogen per year (Mkg N yr−1), dominated by human sources in the NE and by agriculture in the MW (see Supplementary Figure S1). Additionally, the NE and MW offer unique hydrological and meteorological environments. In the NE, modelled TN flux is transported to 250 points along the Atlantic coast, with nearly 50% being delivered at the mouths of the Susquehanna, Delaware, Hudson, Potomac, and Connecticut Rivers (see Supplementary Figure S2). All of the rivers in the NE have an average length and drainage area of 56 km and 1,601 km2 respectively. In the MW, on the other hand, the region can be divided into three major rivers, the Missouri, Ohio, and Upper Mississippi Rivers, all of which drain into the same terminal point of the lower Mississippi River at the intersection of the Missouri, Arkansas, and Tennessee state boundaries. These have a mean length of 2,706 km and the entire drainage area (2.3 million km2) drains into the same point. Thus, this region serves as an ideal living laboratory for assessing strategies for dealing with TN flux in a complex environment and within the context of climate change.
SPARROW nitrogen transport model
We recalibrate the SPARROW model using a non-linear regression of contaminant flux observations from 425 monitoring stations on watershed characteristics, including TN loading, land-to-water transport factors, and stream network articulation and transport factors (Alexander, et al., 2008; Maxfield, et al., 2021; Shih, 2022). It is calibrated to represent steady-state conditions for the continental United States over the period of 1985–1994. The model uses nitrogen source inputs (population, atmospheric deposition, crop nitrogen/manure application/biological fixation, and extent of crop and natural lands. Land-to-water delivery factors are soil permeability, temperature, precipitation, stream density, cropland drainage, and the frequency of extreme conditions (hot, cold, wet, and dry) (Alexander, et al., 2008; Maxfield, et al., 2021; Shih, 2022). In-stream processing is determined by water time-of-travel and reservoir hydraulic load. Spatial resolution of the model is based on E2RF1 catchments as defined by the United States EPA (at the CONUS-level there are over 60,000 ERF1-2 reach catchments) (Nolan, et al., 2002).
Model uncertainty
The statistical significance of the calibrated model is determined based on parametric bootstrapping (see Supplementary Tables S1, S2). Error comes from uncertainty in model coefficients and uncertainty from flux variation not explained by model variables (Schwarz, et al., 2006). Confidence intervals are determined by 200 bootstrap iterations, for which random weights are applied to model observations to generate a coefficient. The uncertainty is assumed to be constant throughout the period of model simulation. To assess model uncertainty, we calculate the magnitude of the 90% confidence interval (see Eq. 1).
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where M is the magnitude of the confidence interval at reach i, CU is the upper bound 90% confidence interval and CL is the lower bound. Flux is the estimated N flux at each reach i. The mean values of Mi are 1.86 (first quartile = 1.67, median = 1.82, third quartile = 2).
Model simulation
For the period 1980–2019, we generate a historical baseline of TN flux dynamically with a decadal timestep (1980–89, 1990–99, 2000–09, and 2010–19) using historical inputs (for greater detail on simulation data preparation and model validation see Supplementary Material, Supplementary Figure S3, Table S3). The TN flux of the baseline is compared to that of ahistorical simulations in which experimental factors are held constant, while all other factors are simulated dynamically (for a list of experiments, see Table 1). Experiments are conducted on either single factors or multiple factors, termed single-factor experiments (SFEs) and multi-factor experiments (MFEs). The experiments are classified as those relating to non-climate (nc) factors (e.g., land use, wastewater treatment) and those relating to climate conditions (c) (e.g., persistent drought or heatwave conditions). Thus, non-climate single-factor experiments, climate single-factor experiments, non-climate multi-factor experiments and climate multi-factor experiments are referred to as ncSFEs, cSFEs, ncMFEs, and cMFEs respectively. For two hypothetical ncSFEs, wastewater treatment and aquatic processing are turned off. This experiment addresses the magnitude of an important grey infrastructure (wastewater treatment) and green infrastructure (naturally occurring filtration).
Experiment assessment
For non-climate experiments, we measure the sensitivity of the system to experimental conditions by computing a delta (Δ) for each experiment using the equation below.
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where ΔncSFE for a non-climate experiment i, showing the strength that this variable has on the assessment model outputs and evaluated during the 1980s and 2010s (T1 and T2) of the historical time series (Vorosmarty et al.2023, this issue). Total nitrogen flux of each nsSFE (TNncSFE) is compared with the baseline TN (TNbaseline). The same formula is used to compute the Δ of ncMFEs (ΔncMFE).
For climate-related experiments we use the following, slightly different equation.
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where ΔcSFE is calculated for the last decade (2010–2019). The same equation is used to compute the ΔcMFE values.
The Δ values provide a standardized value between −1 and 1. Negative values indicate an experiment that results in lower TN flux, and positive values indicate experiments resulting in higher TN flux. The advantage of the Δ value is that the magnitude of negative or positive values are comparable to one another (unlike percentage change). A Δ value less than 0, such as those for fertilizer application, indicates that the 1980s rate of fertilizer application was lower than contemporary fertilizer application rates. Positive values, as in the experiment of corn cultivars, indicate that 1980s levels of nitrogen use efficiency resulted in higher TN flux than 2010s levels. The cSFEs and cMFEs indicate the same concept, but the climate used is based on the most extreme period of a given meteorological condition.
We compute Δ values at the ERF1-2 reach catchment level to provide a spatial interpretation of shifts in TN flux resulting from experiments. A regional Δ is computed for NE and the MW based on the TN flux out of each region. TN flux from the NE was calculated as the total flux from 250 river/stream outflows to the Atlantic coast. TN flux from the MW is calculated as the riverine flux from the Upper to the Lower Mississippi River (defined as the intersection of the Missouri, Arkansas, and Tennessee state boundaries) (see Supplementary Figure S2).
In the cases of the ncSFEs for grey infrastructure [municipal treatment turned off (NT)] and green infrastructure [in-stream natural biological decay turned off (ND)], the resulting Δ will only be positive. Using these Δ, we characterized the relative effects of green and grey infrastructure in a single metric for each region. The difference between the Δ values (ΔNT–ΔND) gives a number between 1 and −1, with positive numbers indicating stream reaches dominated by grey infrastructure and negative numbers indicating catchments dominated by green infrastructure.
Economic evaluation
The cost of ncSFEs is determined based on the household willingness to pay (WTP) to use a water body due to changes in its water quality. Values are to maintain water quality at baseline levels based on total nitrogen and total phosphorus concentrations (Chang et al., 2023). For this, TN and TP flow-weighted concentrations are computed using SPARROW model (Maxfield, et al., 2021). These are summarized using areal means at the county level. The valuation tool first takes in water pollutant concentration inputs to produce a “Water Quality Index” (WQI) estimate, and then employs a benefit transfer methodology to calculate monetary values associated with people’s willingness to pay (WTP) for a water body’s WQI (Johnston, et al., 2005; Alvarez & Vorotnikova, 2016; Johnston, et al., 2017; Johnston & Bauer, 2020). The WTP metric reflects how much a water body user would be willing to spend to either keep water quality from worsening from the baseline or improve water quality. For further elaboration, (see Chang et al., 2023).
RESULTS
Non-climate single-factor experiments
The factors with the largest Δ throughout the entire region are land use/land cover change and atmospheric deposition (see Figure 1). Total flux reduced by 99 Mkg N yr−1 (Δ = 0.019) and 64 Mkg N yr−1 (Δ = 0.012) for land use/land cover change and atmospheric deposition respectively. In the NE, ΔLU is 0.014, while in the MW it is 0.021 (see Table 2). The regional difference is explained by the relatively small agricultural industry in the NE compared to that of the MW. There is a more marked geographic disparity in ΔAD with 0.029 in the NE and 0.008 in the MW which is explained by the staged implementation of the Clean Air Act and other policies aimed at reducing nitrogen dioxide emissions from power plants (EPA, 2022). The maps in Figure 2 show the clear geographic difference between the MW and NE for atmospheric deposition, which is less marked for land use/land cover change. In addition to showing the largest overall impact, they also both have positive deltas, indicating that both cropland area and atmospheric nitrogen deposition declined between the 1980 and 2019.
[image: Figure 1]FIGURE 1 | Shows the absolute values (|ΔncSFEs|) for the entire region (blue), MW (orange), and NE (grey). The values are based on the furthest downstream catchment flux for each region.
TABLE 2 | Shows a summary of the results of each experiment.
[image: Table 2][image: Figure 2]FIGURE 2 | Shows the ΔLU (left) and ΔAD (right). Shades of blue indicate positive values, meaning that historical conditions of a given Δ resulted in higher TN flux than those of the present. Shades of brown indicate negative values indicating that historical conditions resulted in lower flux.
Fertilizer application, crop tile drainage, and population growth all have negative deltas indicating that, for each factor, TN flux worsened between 1980 and 2019. For the entire region, deltas of fertilizer, tile drainage, and population (ΔF, ΔTD, and ΔP) are −0.005, −0.007, and −0.006 respectively. Corn cultivars and wastewater treatment showed improvements over the same period (ΔC = 0.007 and ΔT = 0.005 respectively).
The WTP evaluation shows treatment as the largest ncSFE for the entire study area ($305 million) and for the MW ($158 million) and NE ($147 million) individually (see Table 3). This is indicative of the increase in relative value of contaminant concentration in waterbodies near densely populated areas, such as those with greater density of wastewater treatment facilities. In the NE, atmospheric deposition ($140 million), population ($136 million), and land use/land cover change ($128 million) show similarly high WTP, meanwhile fertilizer ($83 million) and corn cultivars ($67 million) are far lower. In the MW the range is far narrower, with corn cultivars ($142 million) ranking last.
TABLE 3 | Shows household willingness to pay to return to baseline conditions in each non-climate experiment.
[image: Table 3]Non-climate multi-factor experiments
Over the 40-year study period, both nitrogen application and corn cultivar nitrogen use increased. For the entire study area, the combined effects of cultivars and fertilizer (ΔC&F = 0.001) suggest that corn cultivar technologies more than kept up with changes in fertilizer application (see Figure 3). This is most prevalent in the MW where the majority of corn production takes place. Population growth (i.e., raw sewage inputs), on the other hand, slightly outpaced wastewater treatment, particularly in the MW (ΔP&T = −0.002). Meanwhile, in the NE, where population is the largest source of TN, the effects of improved treatment outpaced the negative effects of population growth (ΔP&T = 0.003), although this pattern is far from geographically uniform (see Figure 4). The most impactful ncSFE throughout the total study region has been the reduction of cropland area, which has outpaced increased fertilizer application (ΔLU&F = 0.011) and use of cropland tile drainage (ΔLU&TD = 0.011).
[image: Figure 3]FIGURE 3 | Shows the effects of combining opposing non-climate single-factor experiments. Positive values indicate that combined factors resulted in net increase in TN flux, while negative values indicate that combined factors resulted in net decrease in flux.
[image: Figure 4]FIGURE 4 | Shows the combined effects of wastewater treatment and population kept to 1980s levels. Blue values represent positive Δ values, having higher TN flux, brown values are negative, indicating a reduction in TN flux.
Climate single-factor experiments
Scenarios of consecutive hot and wet climates have the most notable impact on TN flux. Persistent wet years increase TN flux, with ΔWet of 0.044 and 0.013 for the NE and MW respectively (see Table 2). Meanwhile, persistent hot years have the opposite effect, reducing TN flux with ΔHot of −0.025 and −0.015 for the NE and MW respectively. Persistent dry years had differing effects on TN flux in the NE (ΔDry = 0.014) and MW (ΔDry = −0.011).
Climate multi-factor experiments
The management strategy of reducing nitrogen fertilizer to 1980s levels does not overcome the impacts of consecutive years of heavy precipitation in the NE (ΔWet&F = 0.033) (see Table 2). In the MW, on the other hand, the management strategy outpaces the period of extreme precipitation. Meanwhile, the increased TN flux that results from keeping wastewater treatment to 1980s levels is offset by persistent hot and dry weather in the MW. This is not so in the NE. This speaks to 1) the increased importance, and thus effectiveness, of fertilizer management in determining TN flux in the MW; and 2) the increasingly dominant meteorological risk associated with heavy precipitation in the NE.
Hypothetical experiments: Green vs. grey infrastructure
Turning off the effects of wastewater treatment and aquatic decay have much larger effects on TN flux than any other experiment (see Table 2). The significance of each is highly dependent upon its location (see Figure 5). Given that the NE has generally smaller rivers, limiting the travel time of TN to the mouth of any river it has a far lower ΔND (0.075) than the MW (0.255). Treatment, on the other hand, is the dominant factor in the NE (ΔNT = 0.283) and less so in the MW (0.166). Figure 5 shows the catchments dominated by grey infrastructure are those downstream from major urban centers, while green infrastructure-dominated catchments are along the longest stretches of rivers such as the Upper Mississippi and Missouri rivers.
[image: Figure 5]FIGURE 5 | Shows ΔND (A) and ΔNT (B). To identify catchments dominated by natural-based (NBI) or traditionally-engineered (TEI) infrastructure, we subtract the two (C). Positive numbers are are dominated by TEI and negative numbers are dominated by NBI.
DISCUSSION
Model confidence and limitations
Common concerns with using a model to assess systemic sensitivity to the anthropogenic and climate-driven changes include model uncertainty, the occasional need for modeled inputs, and the potential non-inclusion of potentially important factors. The uncertainty, as described in Materials and Methods is determined by coefficient and model error. Improvements of such error would require more monitoring locations against which to calibrate the model (Schwarz, et al., 2006).
This study represents an application of the C-FEWS framework, in which models of carbon sequestration [Terrestrial Ecosystem Model (TEM)], agriculture yield [Integrated Science Assessment Model (ISAM)], and hydrological conditions [Water Balance Model (WBM)/Thermoelectric Power and Thermal Pollution Model (TP2M)] were fed the same conditions in order to assess sensitivity across systems (Vorosmarty et al.2023, this issue). Land use, a major factor of non-point source nitrogen, is an output of the TEM model (Kicklighter et al., 2023). Similarly, river residence time, key for determining aquatic decay, was an output from the WBM (Vorosmarty et al. 2023, this issue). For this reason, simulated conditions using historical data are presented as counterfactual representations in order to illustrate systemic sensitivity.
Finally, it is important to note the limitations of model construction and experimental design. To avoid subjectivity, for SPARROW, the inclusion of a given factor is driven by both process and empirically-based considerations (Schwarz, et al., 2006). However, there factors and strategies such as cover crops, no-till agriculture, and engineered/natural wetlands that have been touted as effective at reducing the transport of non-point source nitrogen (Meisinger and Ricigliano, 2017; Cheng, et al., 2020; Zhang, et al., 2020). Future iterations of the model, capable of estimating nutrient flux at a finer resolution, should be sensitive to nuanced elements of N processing in order to highlight these management practices.
Other publications
Numerous assessments have been conducted to determine the amount of N flowing through United States waterways and its sources. In watersheds within the MW, the downward trend in N flux was also found in a recent assessment of the Mississippi River Basin (Dale, et al., 2010). However, their findings suggest that the largest factor was increased removal of N during crop harvest, while we found the largest factor to be reduced cropland extent (though increased uptake of N by crop cultivars was significant in the region). The large impact of changes in cropland extent reflects the downward trend based on the HYDE model (Zhen & Chaoqun, 2017). A land use change scenario showing constant or increasing cropland extent (such as NLCD) for experimental analysis could potentially lead to a higher impact by all other agriculture-related factors (Homer et al., 2020).
In a 2003 article it is argued that water quality (particularly as it related to N) in the NE would be most improved by improvements in point sources (Driscoll et al., 2003). Recent studies in the NE have identified reductions in N pollution in major watersheds including the Delaware River and the Chesapeake Bay watersheds (Shoda and Murphy, 2022; Ator et al., 2019). Reductions in the Chesapeake Bay watershed were dominated by improvements in point sources (80% of reductions) and atmospheric deposition (Ator et al., 2019). These findings show agreement with our results, while the overall role of point sources is somewhat diminished due to the model being limited to freshwater (thus we do not include improvements in point-sources that flow directly into tidal waters).
Our findings suggest that higher N-use efficiency of cultivars are removing N from soils at a faster pace than the increase in fertilizer application rate is largely a function of a plateauing of the fertilizer application rates since the 1980s relative to the decades prior (Cao et al., 2018). Meanwhile, during the same period, corn crops (where the highest amounts of nitrogen fertilizer is used in United States agriculture) are increasing are showing increasing nitrogen use efficiency from less than 20 kg N kg yield−1 in 1976 to over 30 kg N kg Yield−1 in 2015 (Mueller, et al., 2019). The effects of this are most notable in the MW given the predominance of corn relative to the NE.
Our findings of simulated wet and hot extreme conditions are consistent with recent assessments. Sinha et al., determined that precipitation extremes dominated TN flux in the United States, suggesting the importance of leaching of non-point N to rivers and streams in a wetting climate (Sinha & Michalak, 2016). Warming temperatures have been known to have the opposite effect, leading to a let loss of N attributed to denitrification (Liao et al., 2018). Our mixed results related to extreme dry conditions may be a factor of a few things. Importantly, despite the expected increase in drought in a changing climate, many places (including the NE) are expected to experience increased precipitation which may dominate TN flux. This is further complicated by competing processes taking place during extreme dry conditions. Persistent dry conditions reduce leaching of TN from soils to rivers and streams and may lead to low-flow conditions which would increase aquatic processing (Wollheim et al., 2008; Green et al., 2004). However, extreme drought has also been connected to unusually large pulses of nitrogen during subsequent precipitation events (Lee et al., 2021). Further study is required to better disentangle the role of extreme climate conditions on TN flux.
Potential applications
We used the SPARROW model to provide insight into how policy, infrastructure, and management-related strategies could be applied to reduce TN flux. Each scenario is based on recent historical conditions, thus reflect an attainable level of control over TN loading onto land and their movement into and through rivers and streams. The notable gains in water quality attained via reductions in atmospheric deposition are a testament to technological shifts away from high-emission, coal burning power plants. Air-quality policy can have TN flux impacts at a national scale. Meanwhile, wastewater treatment facilities are able to address conditions of the highest value waterways, though their effectiveness depends on populations residing within sewer service areas, which is counter to trends of suburbanization occurring in many portions of the MW (Heider & Siedentop, 2020).
CONCLUSION
Mitigation of TN flux requires a regionally specific approach that considers the most effective strategies and a changing climate. TN flux in the NE is dominated by point-sources located on portions of rivers that are too small to offer significant processing-related attenuation. Non-point sources are increasingly vulnerable to wet extremes that lead to leaching at a rate that may overpower gains made by curtailing fertilizer application. Historically, the most effective levers for dealing with TN have been reducing atmospheric deposition (related to air quality and energy policy (EPA, 2022; Shih, 2022) and increasing wastewater treatment. In the MW TN flux is dominated by agriculture. Historically, change in cropland extent, use of crop tile drainage, and planting more N-efficient corn cultivars have been the most impactful determinants of TN flux. Population growth, while not as significant as agriculture, has outpaced wastewater treatment. Both dry and hot extremes resulted in reductions in TN flux, alluding to the predominance of green infrastructure in the large rivers in the region (Chang et al., 2023; Vorosmarty et al., 1997).
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As one of the components comprising food-energy-water systems (FEWS), the energy sector, especially electricity production, is intimately connected to water. Climate extremes-related impacts on water resources will directly affect the interdependence of water, food, and energy. A better understanding of the extent of climate impacts on energy sector and the options to improve water-energy security are needed for planning an overall resilient FEWS. Therefore, we are motivated to examine the climate stress on the thermoelectric power supply using the Water Balance Model coupled with Thermoelectric Power & Thermal Pollution Model (WBM-TP2M), which can simulate water-energy linkages at the power plant, river reach, and regional scales. Using the Midwest (MW) and Northeast (NE) regions as our study area, we design a group of single- and multi-factor experiments both for historical climate period (1980–2019) and a case where we create a series of intensified extremes (2010–2019). The results show that power generation over the two regions features a gradually increasing trend in the past four decades, while, in contrast, thermal pollution has been decreasing steadily since 2005. Heat waves created temporary dips in the generation of electricity and peaks of heavily thermal-polluted stream length. The experiments reveal the significant role of cooling towers in reducing thermal pollution without losing much capacity to generate power, one important measure of resilience against climate extremes. Constraints placed on effluent temperature from the Clean Water Act lead to interrupted operations, which reduces (up to 20%) power generation, increases sensitivity to climatic extremes, but only show a small reduction in thermal pollution. Coal, as a fuel source, is subject to low thermal efficiency and high-water demand, which results in clearly decreased power generation. Overall, our findings suggest that replacing a less thermal-efficient fuel mix and environmentally destructive once-through cooling can move the energy sector towards several beneficial outcomes. Chief among these is a more efficient power production system that uses less water and does so while fostering clean, less carbon-intense technologies (e.g., combined gas cycle turbines, cooling towers, renewable energy), thus linking positive outcomes that simultaneously and positively impact aquatic ecosystems, regional airsheds and human health.
Keywords: thermal power production, thermal pollution, heat wave, drought, Clean Water Act, cooling technology, WBM-TP2M
1 INTRODUCTION
Food, energy, and water resources are essential for the benefit of human wellbeing and sustainable development worldwide (UN General Assembly, 2015; Yuan and Lo, 2020). These three sectors are inextricably connected: water is necessary for both food and energy production; energy is needed for food preparation, water pumping for irrigation, and wastewater treatment, etc.; irrigation is required for biofuel production and food is a necessity in poverty reduction. As the two largest water consumers, energy and agriculture sectors may have unintended conflicts when available water is limited (Qin, 2021). In the United States, it is estimated that thermoelectric power accounted for about 48% of the total fresh surface-water withdrawals and irrigation accounted for about 31% as of 2015 (Dieter et al., 2018).
Thermoelectric power contributes 90% to the total production of electricity generated in the United States (DeNooyer et al., 2016). The thermoelectricity generation largely relies on the availability of water resources for cooling (Averyt et al., 2011; Miara and Vörösmarty, 2013; Van Vliet et al., 2016). Thermal power plants boil water to produce steam, which spins the turbines to generate electricity. Cooling is then conducted by withdrawing large volumes of water from surrounding water bodies, e.g., rivers, lakes, and oceans, to condense the steam back to water so it can be returned to the electricity generation cycle (Fleischli and Hayat, 2014). Two common methods for cooling, once-through and recirculating systems, utilize water in different ways. Recirculating cooling systems withdraw relatively less but consume more water (Macknick et al., 2011; Fleischli and Hayat, 2014), since the water is recirculated and evaporated from cooling towers instead of being discharged back to source waters. Once-through systems consume a relatively small amount water but withdraw a high volume of flow from rivers and lakes. A report by the National Renewable Energy Laboratory (NREL) shows that once-through cooling technologies withdraw 10 to 100 times more water per unit of electric generation than recirculating cooling technologies (Macknick et al., 2011). Another drawback of once-through cooling is the thermal pollution generated when water is discharged back to rivers, lakes, and coastal oceans at higher temperatures that may induce degradation of aquatic ecosystems in the receiving waters (Stewart et al., 2013; Fleischli and Hayat, 2014).
The Earth’s climate is changing rapidly, and extreme climate events are becoming more frequent with higher intensity and lasting longer in recent decades (Peterson et al., 2013; Wuebbles et al., 2014; Wuebbles, 2018; Pörtner et al., 2022). These climate extremes, especially heat waves and droughts, inevitably have impacts on water resources, which poses a particular challenge to thermoelectric power generation requiring sufficient cooling (Förster and Lilliestam, 2010; Van Vliet et al., 2012; Barton and Chester, 2015; DeNooyer et al., 2016). Heat waves can cause ambient river temperatures to rise. Because water temperature plays a vital role in shaping the overall health of aquatic ecosystems (Caissie, 2006), it is crucial to manage and prevent the negative impacts of temperature increases on ecosystem dynamics. Therefore, when river temperature has already been elevated by heat waves, there would be less capacity for cooling systems to take effect, leading to the reduced efficiency of power generation (Miara et al., 2018).
During droughts, the stream water flow/volume can be too low for thermoelectric power plants to withdraw for cooling (McCall and Macknick, 2016). What’s more, the limited water available in drought years will inevitably lead to competition between irrigation and energy sectors (Hightower and Pierce, 2008). Failure to consider the sensitivity of water allocation/usage by agriculture and energy under extreme weathers may threaten regional food and energy security. In the future, food, water and energy all will likely be in higher demand as the United States population is projected to grow from 317 to 400 million by 2050 (US Census Bureau, 2012). This, in turn, induces conflict between the energy sector and other water-demanding sectors (e.g., irrigation) as well as with the environmental needs of inland aquatic habitat protection.
Power plants must operate according to policies and regulations, which could also face unprecedented changes in the future. Even today, power plants with once-through cooling are especially vulnerable under the drought and extreme heat weather conditions with increased incidences of shutdowns and curtailments (EPA, 2001; Miara et al., 2018). The warm and dry summers that occurred three times within the single decade of the 2000’s (2003, 2006, 2009) affected many European countries (Förster and Lilliestam, 2010; Van Vliet et al., 2012) and several thermoelectric power plants had to curtail output or shut down (Elash, 2007; Kanter, 2007; Förster and Lilliestam, 2010). A drought event occurred in 2007 caused less power generation due to the shutdowns and curtailments of several thermal generators in the Southeast United States, arising from a lack of surface water for cooling and environmental restrictions on thermal effluents (Kimmell et al., 2009; Macknick et al., 2011; Van Vliet et al., 2012). The Environmental Protection Agency (EPA) enforces Clean Water Act limitations on the temperature of return water discharged by power plants, particularly when background river temperatures are high, to protect aquatic wildlife (EPA, 1988). The river temperature regulation is different for each state and is contingent upon factors such as the local habitat and species, as well as the season for each region. For example, the absolute temperature limits for river/lake within the United States Northeast and Midwest regions range from 28.3°C to 32.3°C during summertime. When river temperatures approach the compliance thresholds because of thermal effluents, power plants are forced to reduce their thermal load and thus their electricity output. Therefore, power generation becomes particularly sensitive near or exceeding threshold temperature defined in the Clean Water Act.
The United States thermoelectricity sector is driven by the evolution of technology and policy while impacted by the changing climate. At present, the effects of extreme climate conditions on thermoelectric power systems are not fully understood, especially when combined with technology and policy. During climate extremes (e.g., heat waves and droughts), the tradeoff between power generation and thermal pollution becomes evident–it is more difficult to generate more power with less pollution. Previous research focuses more on individual generators (e.g., Förster and Lilliestam, 2010), and some assess the reliability of power supply under future projections (Van Vliet et al., 2012; Bartos and Chester, 2015; Van Vliet et al., 2016; Miara et al., 2017). Without a regional-level analysis of climate extremes impacts on power production and thermal pollution, the assessment of vulnerability to climate change remains incomplete.
To this end, this study applies a spatially distributed hydrologic model (Water Balance Model) coupled to a Thermoelectric Power and Thermal Pollution Model (WBM-TP2M) to simulate electricity production dependent upon the available water resources residing in river corridors across two large mega-regions (Midwest and Northeast of U.S). The objectives of this study are to: (1) investigate the retrospective power generation and thermal pollution during summertime and assess the impact of major climate extreme events (heat wave and drought) in the past four decades, (2) evaluate the technology and policy impacts on power generation and length of streams exceeding the violated thermal limits, and (3) examine whether policy and technology can contribute to climate resiliency in extreme events (heat wave and drought). The study is part of a larger study on the Climate-induced Extremes on Food, Energy, Water Systems (C-FEWS) and the Role of Engineered and Natural Infrastructure (Vörösmarty et al., 2023a; Vörösmarty et al., 2023b) that examines the interactions of the food, energy, and water components in the study area for a range of experiments.
The paper is organized as follows. Section 2 describes the methodology including the study area, model and data utilized, designed scenarios and experiments, and evaluated variables and equations. Section 3 summarizes the results from the multiple experiments. We conclude in Section 4 with discussions and insights gained from this study and proposed next steps in the research.
2 METHODOLOGY
2.1 Study area
This study focuses on the United States Midwest (MW) and Northeast (NE) macro-regions, which includes Iowa, Illinois, Indiana, Michigan, Minnesota, Missouri, Ohio, Wisconsin, Connecticut, District of Columbia, Delaware, Massachusetts, Maryland, Maine, New Hampshire, New Jersey, New York, Pennsylvania, Rhode Island, Vermont, and West Virginia. The study area has 444 thermal power plants that require cooling water and thereby generate riverine thermal pollution. About 84% (by number) of these are traditional power plants powered by coal (44%), natural gas (27%), and oil (13%), 8% being biopower plants, and 8% being nuclear plants according to EIA records (EIA, 2022a). The spatial location and distribution of the power plants is displayed in Figure 1.
[image: Figure 1]FIGURE 1 | The study area and the power plant distribution of Midwest (MW) and Northeast (NE) regions of the United States.
2.2 Model and data
To conduct our study, we utilize the coupled Water Balance Model and Thermoelectric Power and Thermal Pollution Model (WBM-TP2M) (Miara and Vörösmarty, 2013; Stewart et al., 2013) within the C-FEWS (Climate-induced Extremes on Food, Energy, Water Systems) modeling framework (Vörösmarty et al., 2023a) to simulate the power plant operations and thermal effluents. The water balance/transport model (WBM) was first introduced by Vörösmarty et al. (1989; Vörösmarty et al., 1997) and modified over time by Wisser et al. (2010a, 2010b). WBM computes the water balance through a soil water budget model, transforming precipitation and potential evapotranspiration into soil moisture, evapotranspiration, surface and subsurface runoff. Surface water is routed by Muskingum-Cunge to calculate the river-reach-level discharge. Coupled with WBM, the thermoelectric power and thermal pollution model (TP2M) developed by Miara and Vörösmarty (2013) can quantify the thermal effluents and estimate efficiency losses of electricity generation. With heat exchange calculation and multiple operational and regulatory constraints, WBM-TP2M computes river temperature changes at the downstream of each thermal power plant (Miara and Vörösmarty, 2013; Stewart et al., 2013).
Compared with previous studies focusing on thermoelectric sector and water resources (Vassolo and Döll, 2005; Förster and Lilliestam, 2010; Roy et al., 2012; Van Vliet et al., 2012), WBM-TP2M not only incorporates fuel type and cooling technology at each power plant, but also considers climatic and hydrological impacts on power plant operations (Miara and Vörösmarty, 2013). In addition, WBM-TP2M is well documented and has been used to examine the interactions among electricity production, cooling technologies, ecosystem services, and climate change (e.g., Miara et al., 2013; Stewart et al., 2013; Miara et al., 2017; Miara et al., 2018). Therefore, WBM-TP2M is suitable for this study with systematic calculations of engineered power production, cooling water withdrawal, water consumption, and water discharged back to receiving waters based on electricity demand.
The simulations are conducted at a daily time step with 0.05° latitude/longitude (approximately 5-km) river network spatial resolution to provide unique operating conditions at each power plant. Historical climate forcings including precipitation, wind speed, specific humidity, air temperature, air pressure, and shortwave radiation from 1980 to 2019 drive the WBM-TP2M are from the North American Land Data Assimilation Phase 2 (NLDAS-2) (Xia et al., 2012a; Xia et al., 2012b). Power plant characteristics including the capacities, fuel types and cooling technologies are from the Energy Information Administration (EIA, 2022a). Electricity demand is downloaded from EIA monthly electricity generation data (EIA, 2022b) and then averaged to a daily time step to serve as input to the model. Thermoelectric power plants that withdraw cooling water from the coastal waters (i.e., Atlantic Ocean for the NE region) are not included in this study.
2.3 Modeling scenarios
To investigate how technology, policy, and extreme climate events influence power generation and thermal pollution, six scenarios are designed as single and multi-factor experiments as shown in Table 1. The Baseline scenario reflects the recorded inputs of climate, technology, and management, including the geospatial positioning of power plants (i.e., which ones are located upstream of others, thereby generating potential plant-to-plant interferences in terms of thermal impacts and consumption of water) (Miara et al., 2018). The Baseline-NI scenario assumes each power plant is operated separately and the upstream plants do not have impacts on downstream plants. The difference in river temperature between Baseline and Baseline-NI scenarios can quantify thermal pollution levels. The Clean Water Act (CWA) scenario applies a strict interpretation from CWA Section 316(a) (EPA, 1988) to the Baseline scenario, and state-defined thresholds are used in the model to limit the increased river temperature from power plants, resulting in curtailments of power output. The Cooling Tower (CT) scenario aims to establish a foundational condition where cooling tower technology is uniformly implemented in all thermal power plants with electricity production increasing throughout the years (i.e., new plants come online with only recirculating cooling towers). The Fixed Coal Fuel (Fixed-CF) scenario represents a control experiment setting to fix the fuel type, which assumes only coal and no new fuel sources (e.g., natural gas combined cycle) have been added to power stations, but other characteristics like cooling technology and power plants number appear as they did in the historical period (1980–2019) record. The extreme climate scenario is designed for the last decade of the time series (2010–2019) with intensified extreme events. This scenario is a hypothetical condition which creates a synthetic time series with an increased frequency of extreme years (Vörösmarty et al., 2023a). In contrast to the historical climate, the intensified climate represents the potential future change on the extremes; and the 10-year simulation (2010–2019) is carried out to examine the regions’ near-current capability to meet the future climate challenges. It should be noted that the design of these six scenarios is intended to help us better understand regional-scale dynamics, instead of creating the actual, on the ground (or day-to-day) management.
TABLE 1 | Modelling scenarios with specific settings and descriptions.
[image: Table 1]2.4 Climate extremes
During the study period of 1980–2019, there were multiple extreme heat wave and drought events happened. These climate events are identified for early, middle, and late of the experiment period in both MW and NE regions. For each climate event, a total five-year period is selected containing 2 years before and after the extreme climate year (Vörösmarty et al., 2023a). The selected event years and their corresponding five-year periods are listed in Table 2.
TABLE 2 | Event year for heat waves and droughts in MW and NE with their five-year analysis periods (2 years pre/post) (Vörösmarty et al., 2023a).
[image: Table 2]In order to investigate how technology, land use, management/regulations influence FEWS performance when confronted with a decade of more intense climate challenges, we use years of 2010–2019, i.e., the first decade before we actually go into the future, to generate climate extremes (Vörösmarty et al., 2023a). The scenarios of intensified heat waves or droughts are created using the identified event year with two subsequent years (e.g., MW heat wave year 2012, with 2013 and 2014) to replicate this 3-year period three times commencing in 2010. As a result, the climate from 2012 to 2014 (2011–2013) for MW and 2016–2018 (2017–2019) for NE triple their frequency of occurrence to represent the intensified heat wave (drought) conditions. Under the intensified climate, the hydrological systems of MW and NE are thus expected to experience three strong heat waves (droughts) in the last decade of the study period. The demonstration of the climate intensification for heat wave is displayed in Figure 2.
[image: Figure 2]FIGURE 2 | The demonstration of the creation of intensified heat wave climates.
Compared with the climate model downscaling products, the current applied scheme for generating extremes allows us to solely increase their frequency with unchanged intensity (or magnitude), which helps to isolate the impact purely due to more occurrences of extremes. Another issue with climate downscaling products for historical study is the need of postprocessing the simulation (form climate model) to eliminate/minimize uncertainties from simulation performance (mismatch with observed climate). With all factors considered, we determined it reasonable to apply the current scheme of generating climate extremes in this study.
2.5 Measurements and equations
This study focuses on summer months (June, July, and August) when electricity generation is at its peak and river temperatures are warmest. Two variables are analyzed and discussed: electricity generation (TW-hr) and thermal pollution (km). Thermal pollution is calculated by subtracting the river temperatures in Baseline-NI (as if no thermal pollution) from Baseline, CWA, CT, Fixed-CF scenarios at grid scale and then quantified by the length of river (km) with an increase in river temperature resulting from thermal effluents (i.e., water discharged back by power plants). To conduct analysis of technology (fuel mix, cooling technology), policy/management (CWA), and extreme climate (repeated heat wave and drought) impacts, this study uses the following equations as shown in Table 3.
TABLE 3 | DELTA (sensitivity) metrics.
[image: Table 3]3 RESULTS
3.1 Historical climate
Figures 3A, B show the time series of simulated power generation during summer from 1980 to 2019 for different scenarios in MW and NE regions. During the historical period, we highlight both drought and heat wave events for each region (event year can be found in Table 2). Note that overlaps between heat wave and drought periods occur often over the past four decades. The Baseline scenario is intended to represent a historic baseline throughout the 40-year period (green) using the WBM-TP2M model. As expected, the energy production is negatively impacted by the heat wave in most of the cases, except the middle period heat wave for NE (2000–2004) and MW (2001–2005) regions. This time period overlaps the economic expansion period after the 2000 US recession while the information technology (IT) was intensively adapted (Fernald and Wang, 2015), and the increases of electric power demand (accompanying production) dilute the impact from the extreme heat wave. This hypothesis will be further discussed in the next chapter.
[image: Figure 3]FIGURE 3 | Electricity generation during summertime (June, July, and August) for different scenarios (Baseline, CWA, CT, and Fixed-CF) under the historical climate from 1980 to 2019 in (A) Midwest (MW) region and (B) Northeast (NE) region with the highlighted heat wave and drought periods. The analysis is operating on climate Approach A (Table 3).
The CT scenario reduces power production slightly relative to Baseline, meaning changing towards the recirculating cooling technology does not have a big influence on power production. The recirculating cooling tower will consume more power, which can lower the output from single power plant. However, this reduction may be offset by minimizing river temperature impact to sustain/improve the efficiencies and power productions by downstream plants. Fixed-CF produces much less electricity compared to Baseline, indicating the fuel mix that optimizes the heat content from the fuels plays an important role on total power production. Compared with others, the CWA scenario generates the least power because it controls the upper limit of river temperature, leading to curtailments in power generation from once-through facilities whenever the river temperature reaches to a certain threshold. These scenarios establish important new foundational conditions for energy production and reflect the price to be paid without historical technology development.
To better assess the impact of climate extremes alone and the compound effects of climate and other factors, we use Equations A1.A.1 and A1.A.2 (Table 3) to calculate the Δ (sensitivity) metrics for power generation. As shown in Figures 4A, B, the heat wave and drought events overall have the expected negative impact on electricity production for all scenarios (Baseline, CWA, CT, and Fixed-CF). Compared to the non-extreme event year (2 years before and 2 years after the extreme climate event), natural river temperatures are higher during the heat wave, the intake water for cooling system is too warm to effectively cool the turbines and the energy production would further be reduced due to the overly warm effluent, which could pose threat to the downstream ecosystem. Note that exceptions of positive Δ can be found in 2003 heat wave in MW, 2011 drought in MW, and the 1989 drought in NE, which are likely due to complex of several factors as later discussed in Section 4.1.
[image: Figure 4]FIGURE 4 | Δ (sensitivity) results of electricity production for each climate extreme: (A) heat wave events in MW, (B) heat wave events in NE, (C) droughts in MW, and (D) droughts in NE.
For both heat wave and drought events, the Baseline (climate event only) scenario exhibits in general the least adverse impact (green bar). In comparison, the additional energy consumption by cooling towers (CT scenario) in most cases leads to more impacts from climate extremes (black bar), since the warmer water requires more energy to cool the plants. The Fixed-CF scenario (red bar) shows slightly less impact than the CT; one of the reasons for this result is that the coal-only fuel input generates less power overall, which exerts less heat than Baseline and CT, consequently leading to less heat being transferred to the river system, with therefore less reduction in power output during heat waves. In the CWA scenario, the threshold of effluent temperature forces curtailment of power generation and shutdowns, i.e., minimal power output, which can be longer and more frequent during heat wave events than normal.
Figure 5 illustrates the monthly mean length (km) of stream where thermal effluents cause 1°C–3°C (1 < TP < 3) and larger than 3°C (TP > 3) increases in river temperature. In the first (1986–1990) and the third (2010–2014) heat wave periods, the proportion of stream length with TP > 3 show local peaks, meaning more river length becomes heavily thermal-polluted. It is also found that the total thermal polluted (TP > 1) stream length starts to decline since 2010 for both MW and NE regions. This is due to the increasing implementation of cooling towers and dry cooling systems installed together with new power plants in the last decade (EIA, 2022a). Not only is the total polluted stream length reduced, the stream length with TP > 3 also decreases in relative to stream length with 1 < TP < 3; in MW region, the latter even surpasses the former in 2017 for the first time in near 30 years.
[image: Figure 5]FIGURE 5 | Stream length of various thermal-polluted levels (1<TP < 3, TP > 3, and TP > 1) during summertime for Baseline with heat wave periods highlighted for (A) MW region and (B) NE region.
Figure 6 shows the total thermal pollution (TP > 1) in river length for the four scenarios (Baseline, CWA, CT, and Fixed-CF). Over the four decades, the CWA and the CT scenarios show consistently lower thermal pollution than the Baseline. However, we find the thermally polluted stream length (km) in CWA to be highly correlated with that in the Baseline scenario but with a slight lower magnitude. In contrast, the CT scenario shows a significant, unconditional reduction in thermal pollution in both regions, which is nearly one-order of magnitude (or more than 90%). In the CWA scenario, the power plant operation is constrained by a river temperature threshold, allowing thermal pollution up to a state-defined threshold (modeled). The CT scenario, on the other hand, features a technology update of the recirculating system which fundamentally reduces effluent temperature and yields the expected result of a considerably reduced thermal pollution when uniformly adopted by all plants. It is noteworthy that the total thermal pollution declines after 2010 for the Baseline, CWA, and Fixed-CF scenarios due to the fuel mix moving away from less efficient coal-fired stations and toward more efficient systems (i.e., combined gas cycle turbines) and where most of the new power stations are outfitted with recirculating cooling towers (EIA, 2022a).
[image: Figure 6]FIGURE 6 | Stream length of thermal pollution with river temperature increased large than 1 Celsius degree (TP > 1) during summertime for different scenarios with heat wave periods highlighted for (A) MW region and (B) NE region.
3.2 Intensified climate extremes
Under the intensified climate (heat wave and drought), we conduct experiments depicting the impact of the Clean Water Act (CWA), changing once-through to cooling tower technology (CT), and fixing fuel mix to coal-fired (Fixed-CT) to investigate system responses from more frequent climate extremes. These experiments consist of three multi-factor experiments (MFEs) — the repeated climate extremes plus CWA, climate extremes plus CT, and climate extremes plus Fixed-CF.
Figure 7 shows the electricity production of these three scenarios under the intensified heat waves in addition to the Baseline scenario under the historical climate (green line, same as Figure 3). For both MW and NE, the intensified heat waves have negative impacts on power production associated with all three regional time series of policy/technology scenarios. Similar to the Baseline simulations, the CWA scenario generates the least electricity. The CT, on the other hand, consistently outperforms the Fixed-CF and CWA scenarios on power production. Such stability from CT indicates at least some capacity to counteract more frequent negative impacts from the heat wave.
[image: Figure 7]FIGURE 7 | Thermal power production of different scenarios (CWA, CT, and Fixed-CF) under intensified heat waves and Baseline under historical climate for (A) MW region and (B) NE region.
Overall, the thermal pollution timeseries reveal interesting system sensitivities that are technology dependent. Figure 8 shows the time series of thermal pollution (TP >1) under the intensified heat wave period. As expected, the CT scenario eliminates virtually all thermal pollution. The Baseline, Fixed-CF, and CWA scenarios all show progress with the same (improving) trend discussed above for Approach A—more efficient and less thermally polluting technologies are implemented in the final decade of the 40-year historical period. In MW region, Fixed-CF and CWA show relatively higher sensitivity to the heat waves, with peaks corresponding to the three imposed heat wave years.
[image: Figure 8]FIGURE 8 | Thermal pollution of different scenarios (CWA, CT, and Fixed-CF) under intensified heat waves and Baseline under historical climate for (A) MW region and (B) NE region.
Table 4 summarizes the Δ values (Equation A3.1) indicating the overall impacts (climate extreme plus the single factor considered) and Sd values (Equation A3.2) representing climate-only effects on power production and thermal pollution, including the intensified climate scenarios and the historical climate change over the 40-year period. As indicated by ΔMFE, the intensified climate extremes exert the strongest impacts relative to the Baseline simulation under CWA scenario followed by Fixed-CF and then CT, which applies to both power production and thermal pollution. The sheer effect from the intensification of climate extremes (Sd) is accounted for by removing ΔNC term, i.e., the non-climate SFE analog operating under the Baseline climate, from ΔMFE. The Sd term also measures the importance of the non-climate factor in overriding (or accentuating) the impact of the climate extreme (heat wave in this case). Here, even though we see the greatest relative impact (quantified by ΔMFE) assigned to CWA, it is almost of the same level of importance in determining power production with cooling technology and fuel mix type, demonstrated by CT and Fixed-CF scenarios.
TABLE 4 | Δ values for power production and thermal pollution with intensified heat wave climate for different scenarios.
[image: Table 4]Figure 9 shows similar results to Figure 7 but with imposed climate event switched to drought. The impact during the event year (the vertical bars) fails to become evident, but local minima are seen in the year immediately following the event. This is due to limitation in the design of the climate scenario, where a heat wave event occurs in the second year of the three-year window and its impact on power generation overwhelms the drought. To more comprehensively analyse the impact from drought, future studies could allow the selection of a time period with only drought as the climate event.
[image: Figure 9]FIGURE 9 | Thermal power production of Baseline and different scenarios (Climate, CT, CWA, and Fixed-CF) under intensified drought climate for (A) MW region and (B) NE region.
Overall, the intensified climate (repeated heat wave) causes the reduction of power generation and increase of river thermal pollution. Moreover, the management and technology factors cause more reduction of power generation compared to the pure heat wave impact. In this study, the strict application of CWA provides the worst-case scenario for power production, where it is cut by 12% and only minimal (4%) thermal pollution is reduced. The cooling technology upgrade is the most desirable scenario from the standpoint of thermal pollution, as it is reduced to minimum with the loss of only marginal power production.
4 DISCUSSIONS
As the largest segment of United States electricity production, thermoelectric power generation is vulnerable to climate change and extreme weather conditions (Carter, 2010; Schaeffer et al., 2012; Van Vliet et al., 2012; Bauer et al., 2014; Van Vliet et al., 2016; Miara et al., 2017). During heat wave and drought conditions, the optimal capacity of power plants may not be attained due to high temperature and insufficient streamflow (Bartos and Chester, 2015). Together with population growth and high electricity demand in summer, this climate-induced capacity reduction poses a great challenge to energy security. A better understanding of the climate extremes on power production and mitigating thermal pollution, as well as options for improving climate resiliency of water-energy systems, is critical for building a sustainable and environment-friendly future.
For practical implications, the outcome from this work can be incorporated into decision-making processes of regional land-use planning and environmental legislation. For instance, the on-going outreach with the stakeholders in our study region is intended to inform the policymakers about the importance of planning variables (e.g., landscape and water use scenarios, choice of power sector technologies) when facing the climate extreme challenges; and they have recognized the capacity of WBM-TP2M to map the thermal impacts by thermoelectric power plants (Vörösmarty et al., 2023a).
4.1 Climate extreme impacts on power production and thermal pollution
The Baseline simulation using WBM-TP2M under the historical climate essentially analyzes the importance of the changes in technology and climate over the past four decades on the thermoelectricity supply. In terms of power generation (Figure 3), a gradual, steady increasing trend that is relatively insensitive to the extreme climate events can be found in both regions driven by a growing demand (EIA, 2022a). On the other hand, thermal pollution (Figure 5) stays relatively unchanged before 2005 and has been decreasing ever since. This distinct change is due to the improved efficiency of thermal plants (i.e., combined gas cycle turbines) and replacement of recirculating cooling systems at new power stations (EIA, 2022a). Moreover, deployment of renewable energy (i.e., wind and solar), which replaces the demand for thermoelectric power, also contributes to reducing the thermal pollution and this trend is expected to continue (Jacobson, 2009; Miara et al., 2019). Climate extremes, i.e., heat waves and droughts, impose temporary reductions in electricity generation (Figure 3) and produce rapid increases in heavily polluted stream reaches (TP > 3 in Figure 5), which allows us to infer resilience by examining the duration and magnitude of impact. The overall negative impact from heat wave events on power generation (Figure 4) is mixed with several positive Δ values due to the following possible reasons. First, the overlap of heat wave and drought shift the local minima away from the event year. Second, the 2-year window (Equations A1.A.1 and A1.A.2) subjectively applied in Δ’s formulations could differ from the real duration under which a system reacts to and then recovers from a climate extreme. For instance, a one-year window may have better captured the 2003 heat wave that we analyzed only during the summer over the MW. Third, the market demand for electricity may overpower the climate impact on power generation (Fernald and Wang, 2015), particularly when electricity can be imported from outside the affected region. Droughts in general also have a negative impact on power production. Exceptions are the 2011 drought in MW and the 1989 drought in NE, mainly due to the overlap with heat wave occurrence. In summary, the impact of climate extremes is identifiable with an overall loss of power generation near 5%, which indicates relatively reliable power supply even without technology development. This finding is similar to Miara et al. (2017), where their study showed the current power supply infrastructure in United States has significant adaptation potential to future warmer climates while maintaining energy security.
4.2 Technology and policy impacts on power production and thermal pollution
The technological evolution represented by growth in the use of cooling towers causes thermal pollution to be one 10th of the current level from the simulation scenarios (Figure 6). What’s more, such environmental benefits do not necessarily come at the cost of proportionally reduced generation capacity or resilience against climate extremes: only a slight decrease over the past 4 decades in the two regions (Figure 3). This small decrement reflects the combined effects of the following two potential factors. First, additional power is consumed to pump the water between the condenser and cooling towers, which is reported by EPA (2001) that the nameplate capacity will decrease by 2% when switching from once-through technologies to recirculating cooling. Second, the reduced turbine efficiencies due to the recirculating cooling system may be offset by minimizing river temperature impact to sustain the downstream plant power output efficiency.
The technology related to fuel type is represented by the coal-only scenario (Fixed-CF) in our study. Compared with the Baseline and CT scenario, Fixed-CF has the least power production, mainly because the coal-fired plants are less thermal-efficient and more water-demanding (Miara et al., 2018), resulting in less capacity compared to other fuel sources (i.e., natural gas, nuclear). In terms of thermal pollution, Fixed-CF shows similar impacts to the Baseline scenario. However, other externalities become important, for example, CO2 emissions by burning coal yielding adverse impacts on air quality and contributing to global warming (Sims et al., 2003).
A hardline limit on effluent temperature, represented by the CWA scenario, is subject to several drawbacks: the interrupted operation leads to a 20% reduction in power generation (Figure 3) and increased sensitivity to climatic extremes (Figure 4). The positive effect of reducing thermal pollution is also limited (Figure 6), because plants are allowed to operate just below the threshold effluent temperature. This demonstrates the limits of solely relying on policy tools to combat the challenges of growing electricity demand and climate change.
4.3 Future directions
This study focuses on the Northeast and Midwest regions of United States, yet the methodology established can be applied and expaned to other areas in the United States because (1) the WBM-TP2M model is open-access and have been applied in Mississippi River basin (Miara et al., 2018) and Continental United States (Miara et al., 2017); (2) all data including forcing data and power plant information (Section 2.2) can be accessed freely for research. For applications in other parts of the world, the data needed for hydrologic simulations (precipitation, wind speed, etc.) can be replaced by gridded global datasets (e.g., GLDAS). The detailed power plants data including the capacities, fuel types and cooling technologies and electricity demand data need to be acquired and processed before implementing the WBM-TP2M model. Findings revealed by our study may not be the same for other regions because modeling results are generated by the unique combination of climate, land use, hydrology, and thermoelectricity sector in the study area. Future studies in other regions are encouraged to adopt the same methodology in order to evaluate the regional resiliency of thermal power production under climate extremes.
This study utilizes two indicators, i.e., electricity generation and thermally polluted river length for the analysis. Future studies could examine more indicators to provide additional perspectives on the sensitivity of power sector to climate extremes. For instance, changes in water quantity (volume or streamflow) are another aspect to assess the water constraints on power generation especially during drought conditions. Similar to high ambient river temperature, low streamflow will also have negative influences on the cooling systems of thermal power plants, subsequently reducing electricity generation. We expect the impact from drought, as revealed by river temperature here, could be more distinct and more clearly separated from heat waves, when change in streamflow is examined. Moreover, reduced water usage by implementing cooling towers (Stillwell et al., 2011) can be quantified by looking at the streamflow downstream of power stations. Adjusted available capacity (AAC) is another variable to evaluate in our future study, which accounts for losses or gains in thermal efficiencies due to the changes in environment (e.g., temperature in air and river, water availability, humidity). The ranges (lower and upper bounds) of AAC at plant and regional scale can provide insights into losses and gained of power generation capacity under different conditions (Miara et al., 2017). Spatial patterns of changes in streamflow, temperature, and capacities will also help identify vulnerable areas that would be heavily affected by climate extremes.
Also, we aggregate the original 5-km, daily output from the model to a regional scale and monthly time steps for all analyses in this study. While we consider the aggregation proper for this study, a valuable signal at finer spatial and temporal scale could be muted. For instance, analyses based on the original model output may reveal how upstream plants with cooling towers can help increase efficiency at downstream plants due to the lowered river temperature.
4.4 Conclusions
Overall, our analyses indicate relatively reliable power supply in Midwest and Northeast regions against extreme climate events, which can be considered in the decision-making process to strengthen regional preparedness for future climate change. Our finding underlines the critical role of fuel mix and cooling technologies, thus encourages the replacement of less thermal-efficient fuel mix and environmentally destructive once-through cooling systems moving towards more efficient, less water-intensive and clean technologies to ensure a sustainable water-energy system. The next phase of our study will incorporate a wider range of experiments to reveal more facets of the interconnections among sectors in the FEWS system.
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The communities of Puerto Rico are highly vulnerable to climate change as the archipelago has experienced a multitude of compounding crises and extreme weather events in recent years. To address these issues, the research, analysis, and design of grand challenge solutions for disaster-prone regions like Puerto Rico can utilize collaborative transdisciplinary efforts. Local non-governmental and community-based organizations have a pivotal role in the reconstruction processes and the building of community and environmental resilience in underserved communities. This paper contributes an empirical case study of an online transdisciplinary collaboration between a group of academics and a Puerto Rican non-governmental organization, Caras con Causa. From participant observation, it includes a document analysis of meeting notes with cohort members who were involved in a collaborative National Science Foundation Project, The INFEWS-ER: A Virtual Resource Center Enabling Graduate Innovations at the Nexus of Food, Energy, and Water Systems, with Caras con Causa between October 2020 and April 2021. Caras con Causa focuses on uplifting Puerto Ricans by creating and administering environmental, educational, economic, and community programs, highlighting disaster relief and resilience to help Puerto Rican food, energy, and water systems. Eight key discussion themes emerged from the document analysis: team organization, collaboration with Caras con Causa, deliverables, team contributions, context understanding, participation outcomes, technology setup, and lessons learned. We analyze each of the emerging themes to explain how academics may use transdisciplinary skill sets in addition to standard disciplinary-based approaches or techniques to enhance the institutional capacity of a non-governmental organization doing community resilience work to benefit local food, energy, and water systems. While the learned lessons in this non-governmental organization-academic collaboration may be context-specific, we provide insights that may be generalizable to collaborations in comparable transdisciplinary settings.
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1 INTRODUCTION
Puerto Rico has become emblematic of regions suffering many compounding crises in recent years (Soto, 2020; Stablein et al., 2022), including major economic policy shifts (Falcón, 1991; Cabán, 2018), demographic changes (Hinojosa et al., 2019; Matos-Moreno et al., 2022), natural disasters such as hurricanes and earthquakes (Zorrilla, 2017; Kishore et al., 2018; Mitsova et al., 2021; Vičič et al., 2022), the COVID-19 pandemic (Garriga-López, 2020), and consequent economic downturns (Lloréns, 2018). These crises have highlighted the vulnerability of Puerto Rico’s communities and food, energy, and water systems (FEWS) to climate change and extreme events (Santiago L. et al., 2020; Welton et al., 2020; Bennett et al., 2021) relative to other regions (Rafael et al., 2021). This unfortunate new reality of dealing with repeated, compounding disasters is likely to continue due to the effects of climate change, especially in tropical regions (Gould et al., 2018; Zscheischler et al., 2018; Stablein et al., 2022). As a result, disaster risk reduction (DRR) becomes crucial in addressing these crises (Wisner et al., 2012; Twigg, 2015), as DRR aims to reduce exposure to hazards and vulnerabilities and to decrease risk while ultimately strengthening resilience (Manyena, 2006; UNISDR, 2011; 2012).
The increasing frequency of disasters calls for a greater need for resilience, or the capacity of the system to absorb shock or disturbance while retaining its function and structure (Walker et al., 2004; UNISDR, 2009; Stablein et al., 2022). Resilience highlights the ability of a social system to respond and recover from disasters by allowing the system to absorb impacts and cope with disaster and post-disaster recovery (Cutter et al., 2008; UNISDR, 2009). Resilience is especially critical in Puerto Rico due to frequent power outages (Santiago R. et al., 2020), lack of recovery times between frequent disasters (Johnson and Olshansky, 2016; Yabe et al., 2021), and lack of trust in government and institutions (Petrun Sayers et al., 2023). In addition, Puerto Rico’s sociopolitical factors, such as its commonwealth status and complex federal laws, have hindered effective response to disasters and reconstruction efforts (García-López, 2018; Rodríguez-Díaz, 2018; Colón-Morera and Cordero-Nieves, 2023). For instance, the U.S. government’s response to Hurricane Maria was insufficient for the level of severity and local needs compared to the response to similar situations in Texas and Florida (Willison et al., 2019), and three years after the hurricane, the allocated funds for disaster recovery were underutilized with only 29% spent (Marxuach, 2021).
Prior to Hurricane Maria, Puerto Rico was already facing rapid financial deterioration because of significant borrowing, inadequate fiscal management, and limited options to renegotiate its debt with institutional investors due to the territory’s legal status, which prevented Puerto Rico from utilizing the U.S. Bankruptcy Code (Meng, 2019). After the U.S. Supreme Court rejected the archipelago’s own attempt to create a restructuring process, the U.S. Congress passed the Puerto Rico Oversight, Management, and Economic Stability Act (PROMESA) in 2016, further constraining Puerto Rico’s ability to manage its fiscal crisis. While PROMESA established a Financial Oversight and Management Board for Puerto Rico to help achieve fiscal responsibility and access to capital markets (Cabán, 2018), the law imposes limitations on how the Puerto Rican government can harness local resources to address crises, ultimately resulting in a curtailed ability to respond to disasters (Rodríguez-Díaz, 2018).
Furthermore, the Merchant Marine Act of 1920, known as the Jones Act, poses additional challenges to Puerto Rico’s ability to provide disaster response. The Jones Act was originally established to enhance national defense by ensuring the availability of vessels during times of national emergency and to stimulate domestic commerce (Rivera, 2018). The Jones Act mandates the use of American merchant ships for all imports to and exports from Puerto Rico, making it the most costly option in the world; as a result, food prices increase by 25%–30%, which is particularly hard on people living in poverty who may already struggle with food insecurity and lack of food storage due to financial constraints (García-López, 2018; Straub, 2021). This sole dependency on the U.S. merchant marine also puts the supply chain at risk, eliminating the possibility of negotiating prices with other merchant marines.
Navigating the vulnerabilities of the FEWS and the challenges posed by compounding human-made crises and climate change requires a comprehensive approach. This approach should integrate DRR, community-based solutions, and collaborative efforts among various stakeholders, including non-governmental organizations (NGOs), civil society, and academics (López-Cepero et al., 2021; Sheppard, 2022). Local NGOs and community-based organizations play a pivotal role in disaster relief and recovery processes, building both community and environmental resilience in underserved communities (Fitzpatrick and Molloy, 2014; Hayward et al., 2019). Civil society plays a key role, as effective DRR is only achieved with active participation from the local community (UNICEF, 2014; Seddiky et al., 2020). Partnerships between NGOs, academics, and other stakeholders facilitate the effective interplay between practice-based data and theory, often leading to knowledge creation. It is important to note that the motivations for collaboration may differ among the NGOs, community members, and academics (Harris and Lyon, 2013), but they share a common need to demonstrate impact (Aniekwe et al., 2012; Stevens et al., 2013). For instance, NGOs may be motivated by funding access and addressing community issues that span multiple disciplines, while academics are interested in tackling complex FEWS issues and collaborating with NGOs to gain context-sensitive experiences (Harris and Lyon, 2013). Such collaborations bring benefits for all participants (Roper, 2002; Zscheischler et al., 2018), and transdisciplinary research has the inherent ability to enhance both human (O’Donovan et al., 2022) and social capital (Gray, 2008).
1.1 Related work
Academic-NGO collaborations bring numerous benefits, such as improved academic and practical project outcomes and the ability to tackle real-world problems and ignite innovation (Aniekwe et al., 2012). For example, working with NGOs hones academics’ applied expertise and provides opportunities to refine theories through access to empirical evidence (Aniekwe et al., 2012). Further, working with stakeholders who may live in areas that often face disasters is a way to develop DRR solutions, empower communities, and control crises (Beaven et al., 2016). For NGOs, academics provide sufficient additional perspective and analytical capacity, which are sometimes unavailable to the NGO’s team (Roper, 2002).
While there are benefits to these types of collaborations, they also come with their own set of challenges. Collaborations between academic institutions and NGOs can be challenging due to issues such as institutional politics, differing timeframes and philosophies, and varying expectations and requirements for outcomes; prior investigators suggest having a better understanding of how these collaborations can improve development interventions, programs, and projects and highlight how effective communication and open dialogue are crucial when collaborating with academics, affiliated organizations, and NGO practitioners (Aniekwe et al., 2012). Similarly, Lokot and Wake (2021) emphasize the importance of recognizing power imbalances and addressing challenges that come with traditional research partnerships in humanitarian contexts. Roper (2002) examined the reasons why academic-practitioner collaborations often fail; one reason is that some projects can be difficult for practitioners to comprehend and are overly complex.
Previous literature highlights how NGOs and community-based organizations can collaborate with academics to enhance FEWS and disaster resilience. Regarding FEWS, Dentoni and Bitzer (2015) note how projects with multiple stakeholders (i.e., NGOs and academics) can be utilized to deal with problems in the global food system. Similarly, Bolañoz-Palmieri et al., (2021) state how multi-stakeholder collaborations are essential for reducing food loss and waste. In Malaysia, a similar collaboration helped to implement sustainable food waste practices (Chan et al., 2022). Further, a study in Bangladesh analyzed how academics and NGOs collaborate to support climate change adaptation and disaster resilience in coastal communities in the Bagerhat District; the study aimed to create a visual representation of the disaster risk and resilience system by illustrating relationships among different groups involved, such as NGOs, government, academic and research institutions, private sector, and community-based organizations (Bollettino and Ferguson, 2020).
Considering that disasters represent inherent failures in the ability of communities to supply FEWS, building bridges between science and practice would seem a viable pathway to address these real-world problems (Marshall et al., 2018). Notably, energy (Shinozuka and Chang, 2004; Tormos-Aponte et al., 2021) and water (Blake et al., 2012; See et al., 2017) are often absent or limited in availability around times of crisis. Depending on the structure of a local supply chain, food may quickly become limiting (Nozhati et al., 2019), contingent upon local approaches to disaster preparedness (Das, 2018). To our knowledge, there remains a gap in the literature on the transdisciplinary interface of academic-NGO collaborations, the FEWS nexus, and the resilience to disaster-related events (Gaillard and Mercer, 2013; Gall et al., 2015; Bendito and Barrios, 2016; Thompson et al., 2017).
1.2 Addressing the research gap
To address this gap, this case study describes a collaboration between an INFEWS-ER (Innovations at the Nexus of Food, Energy, and Water Systems Educational Resources) cohort of graduate students, mentors, and advisors and a Puerto Rican NGO, Caras con Causa (CCC), to improve community DRR as it relates to FEWS. The purpose of this study is to analyze a transdisciplinary academic-NGO collaboration from October 2020 to April 2021, helping to foster the resiliency of communities during post-disaster reconstruction processes in Puerto Rico and increase their disaster resilience capacity (Chen et al., 2008; Hudec et al., 2018). Working with CCC, this cohort identified a common goal and sought to reflectively co-design context-sensitive solutions spanning the boundaries of natural sciences, engineering, and social sciences (Lang et al., 2012; Gaillard and Mercer, 2013; Bendito and Barrios, 2016; Thompson et al., 2017; Matsuura and Razak, 2019; Lawrence et al., 2022). In this case, the cohort created a literature database and funding opportunities document to support CCC’s community-based programs. Considering the symbiotic relationship that defines academia and external stakeholder collaboration, this study addresses how a group of academics and an NGO collaborate to advance community resilience, how different academic backgrounds influence academic-NGO outcomes, and the practices to include and avoid in academic-NGO collaborations. Lessons learned are expected to be useful for academics (students and faculty), NGOs, and those who want to participate in academic-NGO collaborations.
2 METHODS
To understand this transdisciplinary collaboration, we describe our case study (Yin, 2018) and focus on our local collaborator, CCC, and the INFEWS-ER cohort in detail. Document analysis (Bowen, 2009) on meeting notes taken from participant observation (Jerolmack and Khan, 2017) from the academic year 2020–2021 describes how the collaboration evolved over time and how cohort participants from diverse disciplines shaped the results and deliverables.
2.1 Case description
National Science Foundation project, The INFEWS-ER (Innovations at the Nexus of Food, Energy, and Water Systems Educational Resources), is an international training program for graduate students that focuses on challenges within the nexus of FEWS (Koelsch et al., 2019; Rodríguez et al., 2019; 2023; INFEWS-ER, 2022; Marshall et al., 2022). Participation in this program is voluntary. Graduate training modules, topics, and webinars include stakeholder engagement, social justice, cultural intelligence, systems thinking and modeling, communication in transdisciplinary environments, analytics, and high-performance teaming, all of which aim to teach graduate students how to tackle complex or wicked FEWS problems. Generally, cohorts of graduate students are asked to target significant grand challenge scale problems of the day. Graduate students that participate in the INFEWS-ER have weekly meetings with advisors and mentors and are provided a basic guideline regarding project milestones. Within the “Disaster Relief and Resilience” INFEWS-ER cohort, described here, a group of graduate students collaborated with a Puerto Rican NGO, Caras con Causa (CCC), or “Faces with a Cause”; thus, participants of the graduate INFEWS-ER cohort and CCC are co-authors on this paper. From 26 October 2020, to 23 April 2021, our cohort developed a literature database and a list of funding opportunities to support CCC’s environmental citizen science and science, technology, education, art, and math (STEAM) education programs. Approximately midway through this program, cohorts participate in a reflection exercise with other cohorts participating in the INFEWS-ER at that time. This allows cohort members to gauge their progress and lessons learned in the execution of transdisciplinary research efforts and to identify methods that might be useful. It is the intention of this design of cohort experiences that participants observe their development of transdisciplinary skill sets while delivering products to their stakeholder communities. Observations regarding the process of developing transdisciplinary skills for this cohort later became the subject of this study.
CCC works with several disadvantaged communities within the municipalities of Cataño and Guaynabo, Puerto Rico. CCC aims to uplift these neighborhoods by working with local youth to create educational, environmental, and economic opportunities. Through their two main programs, “Community Laboratory” and “Urban Roots,” CCC creates environmental opportunities for communities to better their local ecosystems and generate meaningful environmental data through citizen science. Urban Roots is a horticultural reforestation initiative to cultivate mangroves to sustainably restore local ecosystems. For example, within the Urban Roots program, CCC helps community members participate in educational plantings, allowing students to rehabilitate local reserves that have been negatively affected by urban development (Caras con Causa, 2022). The Community Laboratory (LabCom) initiative gives students access to laboratory equipment to conduct science activities and exercises outside of school, many of which relate to FEWS. These programs provide extracurricular activities for students who may not have access to similar exercises in their school. For instance, public schools in the areas utilize the LabCom facilities “as an annex, having innovative educational experiences and alternatives that meet the academic requirements of the Department of Education” (Caras con Causa, 2022). Puerto Rico’s public schools lost approximately 18,000 students per year due to the economic crises from 2006–2017 (Hinojosa et al., 2019). Since 2016, hundreds of schools have been closed across the archipelago due to disasters, neglect, and poor governance (Katz, 2019). CCC’s programs improve student engagement, foster environmental stewardship, and build community and environmental resilience against future disasters.
These programs led by CCC increase FEWS resiliency in the communities in which they operate through the rehabilitation of the local nature reserves. Mangroves and other trees planted through the Urban Roots program are directly beneficial to disaster resiliency and water quality. Urban forests have been found to provide stormwater management benefits due to evapotranspiration and roots stabilizing nearby soil, reducing runoff and subsequent soil erosion and transport into waterways (Taguchi et al., 2020). In addition, urban forests can help combat the urban heat island (UHI) effect, reducing energy needs for cooling during warmer seasons (Manning, 2008; Livesley et al., 2016; Marando et al., 2019). Mangrove forests, in particular, have been found to offer some protection against storm surges from tropical hurricanes (Dahdouh-Guebas et al., 2005). Through the implementation of the Urban Roots program, CCC is able to improve water resources in the surrounding communities, supporting improved water resource management. Additionally, with their reduction in the UHI effect, urban forests planted by CCC can help reduce the energy needs of the surrounding communities, further contributing to an increase in their FEWS capacity.
Moreover, in relation to FEWS, CCC has a nursery, Vivero Antillano, where they grow native trees and shrubs (endangered and endemic) (Caras con Causa, 2022). The nursery serves as a tool for students and community members to learn more about the environment. From the nursery, CCC plants thousands of trees and plants them within Natural Reserve Las Cucharillas, a nature reserve near San Juan. This nursery serves as an example of what can be achieved in other areas where food and horticultural products are in demand within local communities. There are several other regions around the archipelago where mangroves are to be restored, such as in nurseries from COPI in Piñones (COPI, 2022) and Para la Naturaleza in multiple Puerto Rican cities (Para la Naturaleza, 2022). These nurseries are designed as integrated systems to enhance resilience, collecting and storing rainwater to supplement irrigation systems. A renewable solar power system is currently being designed and developed to drive the irrigation system. Subsystems like these are essential for a reliable system, given the fragility of municipal power and water delivery systems, while providing a learning opportunity for local schools participating in LabCom.
The University of Illinois Urbana-Champaign began working with CCC in 2018 after Hurricane Maria and has a continued, long-term relationship with the NGO. From this relationship, the university created two engineering for disaster resilience courses where students learn stakeholder engagement and engineering techniques to advance FEWS in Puerto Rico. With the help of CCC, the students from these courses can participate in short study abroad programs in the archipelago, implementing engineering systems they created in the course, working on service-learning projects, and helping CCC with their environmental programs. Additionally, the University of Illinois Urbana-Champaign, along with CCC and the University of Puerto Rico at Mayagüez, has led Research Experiences for Undergraduates (REU) projects both in Illinois and Puerto Rico for students to learn qualitative and quantitative engineering skills related to Puerto Rico’s FEWS (Disaster Relief and Resilience, 2022). Moreover, this relationship has been vital for the INFEWS-ER program and its cohorts. For instance, from 2019–2020, another INFEWS-ER cohort (with members and advisors from the University of Illinois Urbana-Champaign) collaborated with CCC (Stablein et al., 2022).
This work effectively utilized the expertise of both the current cohort and CCC; it used the academic resources and diverse research skills of graduate students, mentors, and advisors along with the citizen science, education, and ecological work of the NGO. The 2020–2021 disaster relief and resilience team consisted of 11 graduate students of various academic backgrounds and universities in the United States who completed the INFEWS-ER program. It should be noted that 17 total participants initiated the program. Disciplines represented on the team encompass both the social sciences and STEM fields, with majors including chemistry, water resources science, economics, physics and geophysics, social work, agricultural communications, agricultural and biological engineering, consumer economics, informatics, and sustainability. In addition to the team of graduate students, the cohort also includes five mentors, who were 2019–2020 INFEWS-ER cohort participants (Stablein et al., 2022), and three advisors, providing feedback and guidance during the INFEWS-ER cohort challenge. These terms will be referred to throughout to describe the participation of specific groups within our team.
As the outcome of the collaboration, our cohort produced an academic literature database and a list of funding opportunities to assist CCC with its programs and future funding efforts. CCC specifically requested these deliverables, as they explained to us that they often seek external funding that requires evidence-based literature to back up the claims of the organization. To assist with this, we utilized Zotero (Zotero, 2022) to collect and store literature that supports Urban Roots and LabCom, such as papers regarding STEAM education, citizen science, and environmental science. We taught members of CCC how to use Zotero, and we created a how-to document for them to use the database independently. We also created a list of abstracts of each of the papers we found for CCC, making the material easy to understand and inclusive for non-academics. Furthermore, we created a list of grants and funding opportunities applicable to CCC, highlighting due dates and application requirements for each opportunity. To split up the work based on our interests and backgrounds, three subgroups were made, where five team members worked on finding literature for LabCom, four team members worked on finding literature for Urban Roots, and two team members, our Knowledge Brokers, helped create the funding opportunities list.
Cohort communication and content management included both guided structure and the autonomy for team members to develop their own systems. At the beginning of the cohort, the advisors set up a cohort course website, established a meeting structure with rotating roles of facilitator, notetaker, and timekeeper during meetings, and organized informational sessions on topics and learning modules along with a preliminary meeting with CCC. The cohort was left to figure out the need for and implementation of out-of-meeting communication, team-building activities, and accountability methods. Weekly cohort meetings involved the cohort participants and advisors but not CCC. With the exception of the introductory meeting with CCC, meetings that included CCC were scheduled outside of normal weekly meetings and occurred on three occasions, following the availability of the CCC representatives.
2.2 Research design and analysis
To gain a better understanding of the behavior and decision-making of the cohort during an academic-NGO collaboration, we relied on participant observation for this empirical case study (Jerolmack and Khan, 2017; Yin, 2018). We observed our interactions, decisions, and behavior during the cohort challenge and collected data in the form of meeting minutes. These minutes provided a detailed record of the group’s discussions, decisions, and actions. A set of meeting minutes was taken by a rotating notetaker from the team during every meeting of the collaboration after the initial orientation took place at the end of October 2020. By the end of the project, every team member was a notetaker at least once. As the notetaker role shifted throughout the collaboration, the quality and detail in notes varied. Each notetaker used a default base template to structure the notes. The base template included a space to add the meeting’s purpose, attendance, the identity of that week’s rotating meeting facilitator, notetaker, and time manager, activities and actions conducted during the meeting, and the next steps to focus on. The base template structure was structured according to the P.L.A.N. Collaborative Project Management Framework (The P.L.A.N. Collaborative Project Management Framework, 2020).
In total, 44 individual meeting-minute documents were created from November 2020 to April 2021. Meeting minutes were imported into both NVivo™ (NVivo, 2022) and MAXQDA (MAXQDA, 2020), where two coders conducted document analysis (Bowen, 2009; Frey, 2018) in each program individually. Within these programs, meeting notes were organized into four categories that represent when these were generated: 1) general INFEWS-ER cohort meetings, 2) team meetings with CCC, and team meetings with 3) LabCom and 4) Urban Roots. Classifying the meeting notes in this way gave context to each meeting note, identified who was present at the time of discussion, and facilitated analysis. One previous study that focuses on academic-NGO collaborations also used document analysis to investigate administrative archives from university administrators, society leaders, and public officials to understand more about these types of collaborations in Ecuador (Appe and Barragán, 2017). In our case, we used this research approach to analyze our own meeting minutes to retroactively evaluate our academic-NGO collaboration and the process behind the collaboration.
For this analysis, two coders separately analyzed the documents by reviewing and interpreting the text to gain empirical knowledge and generating a set of codes (or themes). As the codes (or themes) emerged from the text, these codes were applied deductively to all the meeting notes. As an iterative process, the analysis included inductive and deductive analysis of the text content (Bowen, 2009). To strengthen the reliability of data analysis of meeting notes, the two coders compared the emerged codes and agreed on how to code the text content. Afterward, we adjusted the codes based on the agreed coding technique (changing codes from our new shared understanding of how to code) and created the final codebook, highlighting the main themes and noting the number of occurrences for each (Table 1).
TABLE 1 | Themes and sub-themes established via document analysis. Each theme was identified to have occurred with frequency as listed under Number of Occurrences.
[image: Table 1]3 RESULTS
Analysis of the meeting minutes taken during the academic-NGO collaboration revealed eight key discussion themes: team organization, collaboration with CCC, deliverables, team contributions, context understanding, participation outcomes, technology setup, and lessons learned (Table 1). Each will be discussed in turn.
3.1 Team organization, collaboration with CCC, and team contributions
“Team organization” was the most common theme. Discussion on this topic was broad, and there were frequent conversations on how the team and collaboration were organized. Team members would talk about their roles, the project itself, the organization of the challenge and collaboration, how team members wanted to split up into smaller groups, the rescheduling of meetings and absences of team members, the distribution of work, and what it means to be a high-performing team (Tables 1, 2: Team Organization).
TABLE 2 | Examples of each theme taken from the meeting minutes. For some themes, multiple examples are utilized to highlight the meaning and topics discussed that match the theme.
[image: Table 2]The discussion on team organization occurred throughout the project, peaking as the cohort was starting work on the deliverables in earnest in January and February and toward the cohort’s formation, documented by the meeting minutes (Figure 1A). The number of occurrences for team organization followed similar patterns to discussions on how the team collaborated with CCC and the contributions of the team.
[image: Figure 1]FIGURE 1 | Line charts of the number of instances of discussion for team organization, collaboration with CCC, and team contributions (A); context understanding, participation outcomes, and deliverables (B); and discussion for technology setup and lessons learned (C). Meetings began on 2 November 2020, and ended on 23 April 2021. There was a two-week winter break in December, so fewer meetings were held during this month.
The “collaboration with CCC” was the second most common theme. On November 2nd, team members were introduced to previous projects with CCC, and discussions about their own projects with CCC began on November 16th in a meeting with CCC (Figure 1A). Cohort members discussed the project goals and clarification of the project, ideas for the project, tasks to do before directly meeting with CCC, information requests from CCC, and questions for CCC. As with the discussion on team organization, the discussion of collaboration with CCC was greatest toward the cohort meeting minutes commencement (November 2020) and during project commencement (Figure 1A: January and February 2021).
“Team contributions” was one of the most uniformly discussed themes throughout the project, occurring a total of 16 times with a similar occurrence pattern to team organization and collaboration with CCC. The discussion on team contributions peaked in January 2021, similar to team organization and collaboration with CCC (Figure 1A). Team members discussed their different backgrounds, shared skills, how to match students’ skills to the project, and the strengths members brought to the project. Participants also discussed disagreements and the contribution of each team member. These discussions were a formative part of building the transdisciplinary research capacity of the graduate students (Figure 2) as they reflected on how they could best contribute to the group and the value of a transdisciplinary team (Table 2; Theme 4: Team Contributions).
[image: Figure 2]FIGURE 2 | Process flow diagram of the steps towards the outcomes for the cohort (in purple) and the NGO specifically (in orange), incorporating the eight identified themes with placement at their most pertinent parts in the process.
3.2 Context understanding, participation outcomes, and deliverables
For “context understanding,” cohort members talked about Puerto Rico (its culture, history, and political climate), the communities with whom CCC works, how disasters have affected Puerto Rico, governmental corruption across the archipelago, and the importance of context in engineering and community-engaged projects. Most of these discussions occurred in November during the introductory portion of the challenge, where the meetings were structured around learning modules set forth by the advisors, with discussion on the topic ending by February 2021.
Like “context understanding,” “participation outcomes,” was also discussed 12 times, though at different points during the project (Figure 1B). Participation outcome discussions concerned high-performing teams, marketing the cohort challenge experience, the measurements of success, and how to align the project with cohort members’ interests. These discussions occurred throughout the project (Figure 1B), instead of primarily at the beginning as context understanding was.
The third most frequent theme was the “deliverables” of the project to CCC. Cohort members discussed the deliverables’ status, their accessibility and inclusivity, how to define collaborative success, and the ways in which the deliverables should be organized and created (e.g., the ways the deliverables could be easily displayed and handed over to CCC). Conversations on deliverables did not start until after January 2021 as work on the project began, and discussion increased in frequency until the end of the project (Figure 1B). These discussions occurred in an opposite frequency to context understanding, which was heavily talked about early on in the collaboration and decreased halfway through.
3.3 Technology setup and lessons learned
Furthermore, “technology setup” had equal discussion with context understanding and participation outcomes (12 occurrences). For the technology setup, cohort members discussed what technology they were going to use to create the literature database for CCC, online polls to figure out when to schedule meetings, and different means of online communication (e.g., Slack), most discussion of which occurred in February 2021 as the cohort was figuring out how to make the deliverables accessible to CCC.
The occurrence pattern for “lessons learned” was similar to the technology setup, although the lessons learned lagged by a month. It was the least frequently discussed theme; all related discussions were lengthy and detailed (six total occurrences). Cohort members discussed ways to improve future cohort challenges, how to better start the process of working on the project, and their experiences working with the NGO. Discussion on lessons learned (mainly March 2021; Figure 1C) revealed that the cohort was engaging in co-reflection on its own in addition to the scheduled reflection in January built into the cohort challenge. Since the January reflection was mid-way through the project and constructive for moving forward, discussions from this meeting were classified under themes other than “lessons learned.” Co-reflection, such as discussing lessons learned, is considered an integral part of transdisciplinary research (Roux et al., 2010).
4 DISCUSSION
The results provide insights on both advantages and limitations/challenges to the academic-NGO collaborative process, and here we highlight what to include and avoid in these collaborations. Having an established relationship between the cohort leadership and CCC was advantageous, as it enhanced the cohort’s ability to build trust and communication during the collaboration. Further, a structured approach to a transdisciplinary process is especially helpful in FEWS work, as knowledge ordinarily pertaining to many disciplines provides perspectives from both the hard and social sciences, as well as at the community, level. The effectiveness of the collaboration was limited by accountability and motivation within the cohort, communication, and the great investment of time in developing a transdisciplinary process. The size of the team impacted member motivation and caused troubles when distributing work evenly. The cohort experienced communication barriers, and correspondence with CCC was impacted by the ongoing pandemic and related impacts to day-to-day operations. Upon reflection, we discovered that CCC shifted its operations at the beginning of 2021 to prioritize in-person community services and virtual learning in response to the pandemic’s impact on the communities they serve. This coincided with our cohort project and resulted in significant changes to CCC’s availability due to increased workload and longer working hours to meet the population’s needs. For reference, CCC worked with over 380 students in Puerto Rico, 86% of whom lacked access to computers or the Internet, during this time. This posed a significant challenge to ensuring that educational services were consistently and urgently provided through alternative means. As a result, from the perspective of the team, progress was delayed (we later deemed this an inappropriate response, given the reflection on CCC’s situation), and lessons learned only materialized toward the end of the collaboration. As the collaboration took place from 2020–2021, the pandemic was ongoing, and COVID-19 acted as both an asset and a limitation.
4.1 Relationships
The well-founded relationships between advisors and mentors within the cohort (Section 2.1) and CCC at the project’s start created the foundation of trust between the two groups (Figure 2). Based on their past experiences in transdisciplinary research and their familiarity with the NGO, our advisors and mentors were able to offer the team their insight into CCC’s work and organizational structure or on working in transdisciplinary teams, such as how to organize work for a large group. It was clear that the long-lasting relationship benefitted CCC since its members arrived at the start of the 2020–2021 cohort with a defined scope for deliverables, in contrast to the undefined scope and deliverables at the beginning of the previous cohort’s project (Reed, personal communication). This foundation changed and arguably expedited the project definition process for the 2020–2021 cohort.
The existing relationship between the academics and the NGO improved the knowledge and familiarity of one group with the other, facilitating communication and trust between the two groups (Figure 2). As mentioned previously, past participants from the 2019–2020 INFEWS-ER cohort were mentors during the 2020–2021 cohort (Section 2.1). Existing relationships are a common way to build trust in transdisciplinary collaborations through the knowledge that the two groups can work together and through an existing foundation of shared understandings and norms (Harris and Lyon, 2013). The trust foundation from the existing relationship gave both parties confidence that the other would hold up its end in achieving the project outcome.
As seen in the findings, the context of the project was evident from the existing relationship between the cohort and CCC, as much discussion focused on context understanding toward the beginning of the collaboration but went away in three months (Figure 1B; Theme 5: Context Understanding). In general academic-NGO collaborations, it is crucial for both parties to fully understand the project and each other’s roles to ensure that all gaps are addressed, and research tasks are complementary (Aniekwe et al., 2012). According to Stokols et al. (2008), having a history of successful partnerships with a particular organization or community in transdisciplinary collaborations is helpful. This fosters trust between coalition partners and strengthens future collaborations. Maintaining strong relationships through regular communication and socialization builds trust and creates a sense of group identity. Throughout the cohort challenge, the collaboration with CCC was solid and sustaining (Figure 1A; Theme 2: Collaboration with CCC). Therefore, trust was readily established because of the long-standing collaboration. One challenge regarding trust for the team was believing that CCC was still on board throughout the project despite occasional lags in communication response time. When reflecting on the collaboration, we learned that CCC remained committed to the project despite facing operational challenges and resource constraints due to the return to in-person services in 2021 and restrictions imposed by strict COVID-19 protocols. This trust was previously generated by other members of the cohort and enabled the project to move forward, minimizing snags in project completion from issues of lack of knowledge of the other group. Based on prior literature and our own findings, trust is established through knowledge of others, past collaboration, and shared expectations, understanding, and context (Harris and Lyon, 2013).
4.2 Transdisciplinarity
The breadth of disciplinary knowledge and cultural exposure amongst members of the cohort revealed both the disparity in knowledge about the field of CCC’s work and the differences in research terminology. This disparity demanded explicit open-mindedness and effective communication (Theme 1: Team Organization), which is beneficial for stakeholder engagement (Milani, 2019). The team responded to this demand by facilitating communication that crossed disciplinary boundaries; the team was able to overcome challenges with inter-team communication that are common with transdisciplinary efforts (Gaziulusoy et al., 2016). Since team members recognized they had such diversity of backgrounds, due in part to framing from the cohort advisors and learning modules, they acknowledged each other’s differing expertise and were able to have discussions with respectful debate. For example, in January, based on concern that some team members were not interested in the project that CCC had proposed, there was a debate on whether the cohort could perform a second project. Previous literature mentions how having increased debates is common in high-performing teams (Ocker and Fjermestad, 2008).
In addition to what the cohort learned about the cultural, historical, and economic situation of Puerto Rico (i.e., Theme 5: Context Understanding), cohort members who had at one point been residents of Puerto Rico contributed place-based knowledge that strengthened the understanding of the stakeholders for the group. Tandemly, bilingual cohort members also facilitated conversations with CCC where a mix of English and Spanish was utilized. To effectively contribute to decision-making and provide appropriate solutions, it is essential to have a comprehensive understanding of the situation at hand (Heiden and Saia, 2020). By prioritizing a thorough comprehension of the situation, a meaningful impact can be made on the outcomes of the decision-making process.
The breadth of knowledge present in the graduate student team was beneficial in contributing to the human capital and research capacity of the graduate students. The development of the literature review database relied on “soft” research skills gained by most graduate students during their studies, such as reading literature and synthesizing its information, and less on their technical expertise or expertise in the field in which CCC works. As team members worked outside of their field during the production of the literature review, a deliberate checks and balance system was created, where the team would go over each research article to determine if it fit the needs of the review. The main difficulty of the project lay in defining the project’s organization and how sub-groups within the team would work together, which relied less on discipline and more on collaborative/research experience. Even so, team members were able to split into groups and specialize in topics of interest for the literature review (Section 2.1). Team members commonly discussed how their different disciplines could help: the useful contribution of each member was one of the most common discussion points under Theme 4: Team Contributions. As seen in previous literature, field variety has the potential to enhance scientific creativity (Yong et al., 2014; Lee et al., 2015). While discussion on academic backgrounds was common, true disciplinary understanding, as described by Castán Broto et al. (2009), may not have been achieved, nor may not have been absolutely necessary, in the few months of the cohort challenge. Rather than the specific composition of disciplines (e.g., informatics, social work, engineering, etc.), we posit that it was the range of disciplines and diversity of experience that imparted an open-mindedness among the cohort to different perspectives, possibly aiding the group in both understanding the Puerto Rican NGO and in creating an accessible product.
Food, energy, and water systems research is inherently transdisciplinary; FEWS stretches across a variety of disciplines, integrating both social and hard sciences into solving problems related to facets of FEWS grand challenges. Transdisciplinary approaches are at the core of the FEWS fields as they are essential for dealing with the scale, complexity, and interconnectedness of issues in FEWS (Munasinghe, 2001). Inherently, what our team added to CCC’s effort was transdisciplinary, as not only are both disaster relief and resilience transdisciplinary, it is the resources of food, energy, and water that are most limiting in the immediate aftermath of a disaster. A core component of CCC’s mission is to improve community resilience, and these efforts contribute towards this goal. Both transdisciplinary knowledge on how each program will assist the community on a social and economic level, as well as on a natural science and engineering level, were needed in order to better understand and assist with the multitude of benefits these programs bring. The transdisciplinarity aspect of this project is exemplary of the transdisciplinarity in FEWS research, whereas without the diversity of backgrounds the team possessed, this case study would have been significantly less effective and capable of providing our NGO partner with the research and knowledge needed to assist with their issue that our team was charged with. In general, transdisciplinary research involves bringing together individuals from different disciplines and perspectives to collaborate and contribute their ideas. This process of knowledge co-production is essential for effective collaboration (Boon et al., 2014). The CCC project that may emerge later, as a result of the deliverables we created for CCC (e.g., the research database and funding opportunities list), would likely seek to build FEWS-related community resilience either with CCC or in neighboring communities. The provision of community-based, safe, and reliable food, energy, and water are central to resilience.
4.3 Accountability and motivation
The large group size caused some team members to struggle to see how they could contribute and stay motivated (Theme 4: Team Contributions) and caused difficulty in organizing work distribution (Theme 1: Team Organization). Cooke and Hilton (2015) found that within teams, each member may have their own values and motivations, influenced by various factors such as expertise, organizational context, or life experiences. The difficulty in establishing accountability and motivation when participation was voluntary was exacerbated by the project’s virtual modality (Armstrong and Jackson-Smith, 2013). Gaziulusoy and their collaborators (2016) argued that geographically separate transdisciplinary teams are less efficient, though Ocker and Fjermestad (2008) showed that virtual teams have the potential to be high-performing. We found that accountability, participation, and enthusiasm were largely self-driven without both the natural pressure and camaraderie that comes from in-person interactions. The heavy reliance on self-driven action over the large volunteer team may help explain team attrition, frustration, and burnout.
Trust is integral to a team as the safety of participants is built on trust—trust promotes creativity and innovation (Ocker and Fjermestad, 2008). Trust in an interdisciplinary team is especially important because as people cross disciplinary boundaries, they become vulnerable (Harris and Lyon, 2013). We found that within the cohort, trust was built over time during online meetings and especially once the team split into smaller groups. Early on, the team had optional “coffee chats” before official meetings as an informal way to get to know each other, and later, some team members added each other on social media as an added way to connect. Additionally, it is important to note that the trust between the cohort and CCC is also critical for their collaboration; we found that the long-lasting relationship between INFEWS-ER and CCC (Sections 2.1, 4.1) was enough to instill trust in the groups despite limited interactions between them (Figure 2).
Other interdisciplinary efforts have been found to suffer from the lack of systemic or institutional support for their time and efforts, making participation by graduate students or junior faculty a risk rather than a reward (Armstrong and Jackson-Smith, 2013). Graduate students in this cohort had competing priorities with their own research and classes, but many students were able to combat this by requesting and receiving class credit for the project from their university (this was not given by default). However, we did observe attrition among the team members.
4.4 Communication
Communication barriers included meeting frequency, the online Zoom platform, lags with communication, and disciplinary differences. Intra-team communication was exclusively virtual due to the cross-university nature of the collaboration. Tools such as Slack, email, and Zoom meetings were used to overcome this barrier, with the bulk of intra-team communication completed during weekly Zoom meetings. Ocker and Fjermestad (2008) showed that it is not the mode nor frequency of communication that contributes to the performance of the team; rather, it is the level of debate among the team members. Since most communication was completed during weekly Zoom meetings, most progress was completed at the weekly timescale until the team broke into sub-groups that met more frequently. In addition, meetings by Zoom limited conversation to primarily one conversation stream in which some team members were more able or comfortable to speak up while others had more trouble making their ideas known. Alternatively, a feature of Zoom meetings unavailable in in-person meetings was the chat feature in which participants could contribute in writing without breaking the flow of oral conversation.
Correspondence with CCC over email involved a communication lag time of up to a week, which was accentuated by scheduling virtual meetings weeks in advance. This reduced the team’s ability to exchange information and ask questions of the stakeholders, as well as limited team productivity (e.g., not starting the project until two months after receiving it, see Section 3); however, we learned after reevaluating our communication with CCC that at the time of the project, CCC was going through a transition after COVID-19, resuming in-person community work despite strict COVID-19 protocols, while also having many employees working remotely. This unexpectedly consumed CCC employees’ time and ability to respond in a timely manner as many learned to adjust. As graduate students at major universities in the continental United States, we expected a certain pace for all of our communication given the infrastructure available. When accounting for our stakeholders from a different environment, community, and culture, we realized that our communication expectations were not appropriate when considering the transition period CCC was experiencing. It should also be noted that all communication and discussion regarding key themes (Figure 1) decreased around the Christmas and New Years holidays, contributing to a delayed start of the project.
Previous research has shown that there can be significant communication challenges among different disciplines in transdisciplinary research both inside (Harris and Lyon, 2013; Stablein et al., 2022) and outside of FEWS (Rudhumbu et al., 2017). Although we recognized some communication challenges upon reflecting on the collaboration, actual coded segments of meeting notes did not show evidence of this communication challenge. We hypothesize that communication was smoother than that of the previous cohort (Stablein et al., 2022) due to mentorship from the previous cohort (Section 2.1) and a learning module on communication and dialogue in transdisciplinary research in December 2020.
4.5 Obstacles to efficiency
By and large, transdisciplinary learning can be inefficient (Roux et al., 2010; Gaziulusoy et al., 2016); the cohort experienced this inefficiency with delayed discussion on deliverables and technology setup (Figures 1B, C). Team members reflected that progress was slow and that more progress could and should have been made in the first months of the project (Table 2; Theme 8: Lessons learned). Consequently, we must ask why the progress was slow based on the perspective of team members, if the delays were necessary, and what factors contributed to the eventual acceleration of progress.
The large group size led to a slow project start, logistical challenges in scheduling meetings, and a lack of clarity concerning individual roles. Working with such a large team (17 team members at the outset) over a virtual landscape limited individual participation in the early stages of the project until subgroups were created months after the first meeting (Section 2.1). Two subgroups researched topics relevant to the Urban Roots program (four team members) and the LabCom program (five team members). The third subgroup was Knowledge Brokers (two team members), which originally planned to bridge the other two groups but evolved into identifying possible grants for CCC. Cohort members subdivided themselves into the subgroups depending on interests or perhaps by observing which other team members joined each sub-group. The subgroups were smaller units that allowed for increased accountability, more focused work for each member, and easier meeting scheduling.
Efficient group decision-making was hampered by a combination of large group size and the ambiguous definition of leadership roles. The rotating meeting leadership roles (i.e., facilitator, notetaker, timekeeper) involved all team members, gave each team member leadership experience, and provided accountability. However, the lack of a consistent leadership team slowed group decisions and organization, especially in the project’s initial stages. Although CCC introduced the project to the group in November 2020, the team did not begin project work until January 2021, arguably due to a lack of group decision-making derived from the large cohort group size and unclear, rotating leadership structure, as well as the impact of the holidays on communication (Section 4.4).
However, the delayed start on the literature review deliverable may have been a necessary allowance for establishing trust and common language (Roux et al., 2010) and for building cohesion within the team (Klein, 2008), the case for which can be made by analyzing the timeline of progress. Because there were no pre-defined group leadership roles, the team had to realize a need for leadership roles, define those roles, and fulfill the roles. This process required establishing trust within the team. After the team designated a communication lead dedicated to communicating with CCC, they were able to schedule a second meeting with CCC, which was one impetus for project commencement. In addition to the January 2021 meeting with CCC, another factor that may have aided in starting the project was a January day of reflection with other graduate cohort groups and the consequent definition of a mission statement.
We posit that while there may have been a “phase of confusion” before the cohort properly organized itself; this was not a waste of time as it helped build the research capacity for the graduate students as they built rapport and learned about working in a team. Indeed, proper team integration cannot be pushed too quickly, or the quality of a group’s integration will be shortchanged (Klein, 2008).
4.6 COVID-19: both an asset and a limitation
While recognizing that COVID-19 has had complex impacts on many aspects of work, including fatigue with virtual environments and effects on mental health (Elbogen et al., 2022), we found that the COVID-19 pandemic acted as a strength for this cohort as well as a limitation. The cohort started working together on 26 October 2020, approximately seven months after the start of the COVID-19 pandemic in the United States. At this point, most students were accustomed to online meeting tools such as Zoom while also experiencing fatigue (Nesher Shoshan and Wehrt, 2022) and a desire to connect with other graduate students. Therefore, at this time, participating in a virtual cohort provided a sense of community that was lacking elsewhere. This sense of community may have been strengthened in the COVID-19 setting as opposed to a pre-pandemic setting with many in-person activities competing for the time and interest of graduate students.
Managing burnout from continuously working and learning in a virtual environment became a limitation in our study. Effects of remote work due to COVID-19, such as social isolation and family-work conflict, have been found to significantly affect productivity and engagement with work while also simultaneously increasing work-related stress (Galanti et al., 2021). A previous study investigating burnout from different education levels and durations of the study found the highest burnout in university students with nine hours of online learning per day (Sunawan et al., 2021). Within our study, we saw that team members participating in this project were taking their own disciplinary classes virtually throughout the study’s duration and were thus exposed to differing levels of burnout which contributed to losses of productivity, frustration, and in some cases, team attrition, as the team went from 17 to 11 team members (Section 2.1).
4.7 Other limitations of this study
The meeting notes that were coded to form the dataset for this study include inherent biases. For example, since the meeting notetaker was inconsistent during meetings, the material analyzed for this study may not fully capture what occurred during meetings since some notetakers were more thorough than others. Additionally, team members took notes on subjects relating to the work that was being accomplished, not necessarily all topics covered during the meeting. For example, cohort members recalled making small talk before meetings which included a discussion of “Zoom burnout,” but no notetaker recorded this discussion in the notes. Therefore, the dataset analyzed for this study is inherently biased toward the work aspects of the project and does not necessarily represent all social aspects of the project.
5 CONCLUSION
Lessons learned from this case study can help future cohorts or similar academic-NGO collaborations. From this study, investigators, communities, and societies can benefit from learning how transdisciplinary efforts influence academic-NGO outcomes and FEWS projects, practices to include and avoid, and how different cohort members’ backgrounds affect collaborations. For example, we observed that it is beneficial to explicitly include the establishment of relationships between stakeholders, a structured approach to transdisciplinary processes, and cohort members from diverse backgrounds and disciplines, as this increases open-mindedness for collaboration. However, it may be important to avoid large cohort sizes, communication lags, and members that may lack accountability or motivation.
One aspect of this study that future researchers can seek to achieve is a focus or an environment that facilitates team building, especially early in the process. The relationship between the NGO partner and the University of Illinois Urbana-Champaign has been long-standing, such that mutual trust and respect were already established (Section 2.1). The 2020–2021 cohort benefited from that previously existing relationship and thus was able to facilitate a rapid integration. We recognize that not all collaborations benefit from this. All collaborations have an origin point. Therefore, deliberate cultivation of the relationship is necessary in all cases. This initial relationship-building is important in these types of collaborations, whether between the stakeholders and researchers or the researchers themselves. Transdisciplinary research brings together a diverse group of academics and stakeholders, which requires a high level of mutual trust, partnership, and collaboration to build a successful, high-performing team. We suggest that future efforts build these types of relationships deliberately within the team and with stakeholders from the outset. With increased effort in team building, communication, and participation can be easier among cohort members.
Future studies can also improve upon our project management style by increasing collaboration between cohort members and leveraging each other’s expertise. In our study, we broke the larger team into smaller subgroups to work on our proposed tasks (Sections 2.1, 4.5). With this style of project management, it limited some ability to collaborate across teams or leverage each other’s areas of expertise and knowledge. We believe that the small team structure for a research team as large as ours was the best structure to allow for participation and efficiency within the team; however, participants become divided, and this should be taken into consideration for future studies using this structure. Previous research suggests that individuals in smaller teams perform better than those in larger teams (Mueller, 2012). Kameda et al. (1992) note that subgroups of four individuals have the greatest individual performance, and our subgroups ranged from two to five team members. However, large cohorts broken into smaller teams need deliberate infrastructures to check in on one another and leverage their strengths.
Furthermore, studies can benefit from learning about the attrition that occurred during our transdisciplinary collaboration. As our team decreased in size over the course of the collaboration, we learned that it is important to allow for attrition to occur as some team members are not actually willing to invest the time necessary to participate in a transdisciplinary project. The INFEWS-ER experience is solely extracurricular and only available to graduate students who are willing to devote their free time to it, as no course credits or assistantships are awarded by default. An interview or application system to vet whether students had the time available and the requisite motivation would likely lessen the attrition that occurred. We also recommend more frequent cohort meetings and one-on-one meetings when potentially unmotivated team members are identified to avoid problems with accountability.
From this transdisciplinary academic-NGO collaboration, the graduate student team gained skills in stakeholder engagement, large-team project management, and communication across disciplines; these skills helped us develop our human capital. CCC gained resources to enhance its ability to secure grant funding. From CCC’s perspective, the virtual experience highlighted the potential of utilizing graduate students’ abilities to tackle organizational and community issues from remote locations. This is especially useful in addressing specific and urgent needs identified by the organization that may not have enough resources to attend to them at the moment. Future projects that emulate our process diagram (Figure 2) can increase the efficiency of academic-NGO partnerships toward capacity building and self-reliance. In addition, CCC increased its capacity building. These efforts provide resources and tools for CCC to act independently (without the cohort), which is beneficial for the development of the local community as well as disaster relief and resiliency. For instance, the resources we created positioned CCC to better compete for larger grants with revised and cited literature which lends further credibility and weight to the projects they are implementing. With access to larger funds, CCC is able to plan for the long term, increasing its chances to make a difference, particularly in environmental and educational areas. Overall, this case study bridges a gap in academic-NGO collaborations at the intersection of the FEWS and disaster resilience, highlighting practices to both emphasize and avoid. These findings should be valuable for students, faculty, NGOs, and others interested in participating in such collaborations.
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Food, energy and water (FEW) systems are inextricably linked, and thus, solutions to FEW nexus challenges, including water and food insecurity, require an interconnected science and policy approach framed in systems thinking. To drive these solutions, we developed an interdisciplinary, experiential graduate education program focused on innovations at the FEW nexus. As part of our program, PhD students complete a two-course sequence: (1) an experiential introduction to innovations at the FEW nexus and (2) a data practicum. The two courses are linked through an interdisciplinary FEW systems research project that begins during the first course and is completed at the end of the second course. Project deliverables include research manuscripts, grant proposals, policy memos, and outreach materials. Topics addressed in these projects include building electrification to reduce reliance on fossil fuels for heating, agrivoltaic farming to combat FEW vulnerabilities in the southwestern United States, assessment of food choices to influence sustainable dining practices, and understanding the complexities of FEW nexus research and training at the university level. Evaluation data were generated from our first three student cohorts (n = 33 students) using a mixed method, multi-informant evaluation approach, including the administration of an adapted version of a validated pre-post-survey to collect baseline and end-of-semester data. The survey assessed student confidence in the following example areas: communication, collaboration, and interdisciplinary research skills. Overall, students reported confidence growth in utilizing interdisciplinary research methods (e.g., synthesize the approaches and tools from multiple disciplines to evaluate and address a research problem), collaborating with range of professionals and communicating their research results to diverse audience. The growth in confidence in the surveyed areas aligned with the learning objectives for the two-course sequence, and the interdisciplinary project experience was continually improved based on student feedback. This two-course sequence represents one successful approach for educators to rethink the traditional siloed approach of training doctoral students working at the FEW nexus.

KEYWORDS
 food-energy-water nexus, graduate education, interdisciplinary collaboration, science communication, program evaluation, collaborative learning, pedagogy


1. Introduction

Food, energy and water (FEW) systems are critically stressed worldwide. Global challenges related to economic development from the perspective of linkages among food, energy, and water, known as the FEW nexus, were formally recognized at the 2011 World Economic Forum [World Economic Forum (WEF) Water Initiative, 2011]. Since then, phenomena such as climate change, food insecurity, droughts, and public health crises including the COVID-19 pandemic are increasingly viewed as being highly interconnected, representing “wicked” challenges that require transformative science, engineering and policy solutions (Hoff, 2011; Calder et al., 2021). FEW nexus research, to date, recognizes the inextricable linkages between FEW systems and emphasizes an interconnected approach to science, policy and practice focused on FEW nexus solutions [Food and Agriculture Organization of the United Nations (FAO), 2014; Dodds and Bartram, 2016]. This approach is based on the awareness that these systems are interdependent, and it is impossible to address problems of any individual component of the nexus without considering the impacts on the other two (Hoff, 2011; De Laurentiis et al., 2016).

Nevertheless, research universities typically focus on traditional science, technology, engineering, or mathematics (STEM) education models that emphasize expertise in highly specialized fields (Begg et al., 2015; Bosch and Casadevall, 2017). Specifically, graduate training often takes place in academic silos in which students are trained in discipline-specific theory, methods, and applications (Esler et al., 2016). However, problems at the FEW nexus span complex geographic, temporal, socioeconomic, and governance scales, requiring integration of physical, biological, and social sciences, engineering and engagement with multiple stakeholders (Rodríguez et al., 2019). Furthermore, the majority of STEM graduate programs do not have formal professional training for skills such as technical writing, communicating to diverse audiences, budget and project management, leadership, mentorship, and conflict resolution, leaving many graduates poorly prepared for success across diverse career pathways (Bosch and Casadevall, 2017; Denecke et al., 2017). Hence, there is an urgent need to develop educational models that focus on the interdependencies among FEW systems (D'Odorico et al., 2018), train the next generation of FEW nexus professionals in interdisciplinary research and systems thinking (Aboelela et al., 2007; Klein, 2014; Bosque-Pérez et al., 2016), and arm these future leaders with the transferable professional skills that will support success across multiple sectors.

This need for the integration of diverse perspectives requires innovative STEM graduate education models that focus on interdisciplinary training. The integration of systems thinking approaches in interdisciplinary curricula (Mandinach and Cline, 1993; Mayer and Kumano, 1999; Meadows, 2008; Orgill et al., 2019) represents a particularly important advancement in educating future leaders to be poised to address many of the global challenges currently facing humanity. The application of systems thinking within FEW nexus training programs, particularly at the graduate student level, is imperative to the success of future FEW nexus researchers.

To address this need, University of Maryland (UMD) faculty obtained funding from the National Science Foundation (NSF) to develop an interdisciplinary, experiential graduate education program focused on innovations at the FEW nexus. This program, the UMD Global STEWARDS (STEM Training at the Nexus of Energy, WAter Reuse and FooD Systems) NSF Research Traineeship (NRT), enrolls a cohort of doctoral students from multiple schools/colleges annually over a five-year period. As part of the program, we offer a two-course sequence over a calendar year: the first course provides an experiential introduction to broad food, energy, water topics and systems thinking at the FEW nexus; and the second course is a data practicum. The two courses are linked through an interdisciplinary FEW systems research project conducted in teams of three students that begins during the first course in the spring semester and is completed at the end of the second course in the fall semester.

Here, we explore how the two courses complemented each other to train PhD students to be collaborative interdisciplinary scientists at the FEW nexus. Specifically, we ask the following research questions: 1) To what extent did students report that they acquired skills and areas of confidence that were promoted over the two-course sequence? 2) What products resulted from the interdisciplinary FEW systems research project completed throughout the two courses? and 3) What improvements have been made to the project experience?



2. Materials and methods


2.1. Context of study

The University of Maryland (UMD) is a public, research-intensive university located on the east coast of the United States with over 40,000 students enrolled in more than 200 undergraduate and graduate programs. The UMD Global STEWARDS NSF NRT was founded in 2018, and the program aims to train UMD PhD students from a wide array of disciplines with the interdisciplinary research, communication and professional skills needed to translate research discoveries into actionable science at the FEW nexus. The program has multiple elements, including the two-course sequence that is the focus of this study, weekly seminars, outreach and mentoring, an optional domestic internship, an optional short-term faculty led study abroad trip, and an annual intensive professional development workshop series (Figure 1). Specifically, the program focuses on developing students’ skills in interdisciplinary research to address challenges at the FEW nexus. The program also emphasizes refining students’ written and oral communication skills, with a focus on communication to diverse disciplines and audiences.
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FIGURE 1
 Overview of the UMD Global STEWARDS major program activities.




2.2. The two-course sequence

The first course is a 3-credit course taught in the Spring semester that provides an experiential introduction to broad FEW nexus topics, focusing on how integration across the biological, physical, social, behavioral, computer and engineering sciences will be critical in solving FEW systems challenges. The course also emphasizes the development of interdisciplinary research skills and communication skills appropriate for diverse audiences (Murray et al., 2021). The course consists of lectures, expert guest speakers, student-led discussions, field trips, and case studies focused on domestic and international FEW challenges (Supplementary Table S1). Students gain an appreciation for different writing styles in science communication through class assignments such as writing policy memos, Op-Eds, and short research papers. In addition, oral science communication skills are honed through five-minute lightning rounds, short research presentations and group project presentations. The first iteration of the course in 2019 was taught completely in person. Due to the COVID-19 pandemic, the latter half of the second iteration and entire third iteration of the sequence were taught online.

The second course, also a 3-credit course, is taught in the following Fall semester and is designed to provide hands-on practice in working on an interdisciplinary team to address problems at the FEW nexus. The course consists of lectures, expert guest speakers, class discussions, and group work time with live instructor support. The course components support PhD student growth in working with interdisciplinary teams, conflict management, and enhancing presentation and communication skills.

The two courses are linked by the interdisciplinary FEW systems research project which begins in the first course, is completed in the second course, and results in an actionable deliverable. Students from different disciplines form interdisciplinary groups who work together on a project deliverable, such as a scientific manuscript, grant proposal, OpEd, or outreach materials. The students form their groups and choose their research topic at the beginning of the introductory course and work together throughout the two courses and summer break. Motivation for creating this two-course sequence is outlined in section 3. The overarching goals of this specific two-course sequence are to:

1. Enhance interdisciplinary knowledge at the FEW nexus

2. Promote communication skills appropriate for diverse audiences, including multiple scientific and academic disciplines, the general public, and varying career sectors (such as academia, industry, government, nonprofit)

3. Broaden interdisciplinary research skills (e.g., data collection, analysis, and interpretation) to explore problems and generate solutions relevant to the FEW nexus

4. Increase collaborative skills with a range of professionals (including individuals in academia, industry, government and nonprofit) and scientists outside of the students’ primary academic discipline



2.3. Study participants

We collected data from the first three iterations of the courses over three consecutive years. Overall, 33 PhD students participated in the sequence thus far (12 in 2019; 11 in 2020; 10 in 2021). The participants were diverse in terms of race/ethnicity, gender, year in their doctoral program, career goal, and academic discipline (Table 1). Most of the participants were female (70%), White (52%), and more than half of the students have been in their doctoral programs for 2 years or less. Almost half of the students identify as non-White (48%), and 12% as being Hispanic or Latino. Students came to our program from 10 different departments/units on our campus, with the majority being from public health (24%), environmental sciences (21%) and plant sciences (12%). Before beginning the program, students were asked to indicate the career options that they were interested in pursuing after graduation, with the ability to select more than one option. Most selected multiple options (Table 1). A career in government was the most popular career sector (54%), followed by academia (52%), non-profit (45%), then industry (30%).



TABLE 1 UMD Global STEWARDS demographics, cohorts 1–3.
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2.4. Data collection and analysis

We draw upon the ongoing internal evaluation program which utilizes a mixed method, multi-informant evaluation that includes surveys, focus groups, observations, and artifact collection. We used an adapted version of a validated pre-post-survey (O’Meara and Culpepper, 2018; McKee et al., 2021) to collect baseline data and end-of-semester data. Face validity of the adapted survey was established through our science education faculty member, graduate assistant (both members of the evaluation team), the course instructor, and the program manager. Prior to distribution of the survey, a science education graduate student completed the survey to verify content validity. Validity evidence based on content is focused on the relationship between the content of a survey and the construct it is intended to measure (American Educational Research Association, 2014). Such validity evidence ensures a match between the domain measured (e.g., skills acquired during the two-course sequence) and the content of the test (e.g., the specific items on the survey). The interviews and focus groups provided evidence of validity based on response processes, a concept described by the American Educational Research Association (AERA) as “the fit between the construct and the detailed nature of the performance or response actually engaged in by test takers” (American Educational Research Association, 2014). The focus groups also offered an opportunity to gather evidence on instrument validity respondent think-aloud procedures. Reeves and Marbach-Ad (2016) noted that during think-aloud, respondents can “verbally explain and rationalize their thought processes and responses” (Reeves and Marbach-Ad, 2016, 4), allowing for recording, transcription, analysis, and interpretation of validity by focus group administrators.

The surveys were administered online via Qualtrics survey software (Qualtrics Software, 2016) and included questions about the students’ experience in the courses, self-assessment of their own skills, and level of confidence using a variety of question formats including scale-response and open-ended questions. An example of a post-course survey is provided in the Supplemental Material 2 section. All fellows in all cohorts (n = 33) completed the surveys. Informed consent (written for surveys and oral for interviews) included a disclaimer that only the evaluation team would have access to identifiable data, and the leadership team would have access to aggregated, de-identified data. Focus groups were conducted with all students from the three cohorts following their completion of each course, audio recorded, and transcribed for analysis. Individual interviews (n = 6) were conducted only with students from the first cohort, who reflected the diversity of the program.1

For the scale questions on the survey, we calculated means and standard deviations of student reports (Figures 2, 3). Students ranked their confidence in mastering skills on a five-level scale (1 = Not at all, 2 = Not much, 3 = Somewhat, 4 = To a good extent, 5 = To a great extent) before and after the two-course sequence. The Wilcoxon signed rank test was used to compare pre- and post-means. Error bars represent ± SD, which corresponds to a 95% confidence interval for each item. Students also rated whether or not the course activities were presented at the appropriate frequency on a three-level scale (1 = Not enough, 2 = Sufficient, 3 = Too much), and we report on the number of students who chose each level for each activity (Figure 4).
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FIGURE 2
 Average and standard deviation of students’ reported gains (n = 33) divided to cohorts on a 5-level scale (1 = Not at all, 2 = Not much, 3 = Somewhat, 4 = To a good extent, 5 = To a great extent).
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FIGURE 3
 Average and standard deviation of student reports of their own confidence (1 = Not at all, 2 = Not much, 3 = Somewhat, 4 = To a good extent, 5 = To a great extent) in interdisciplinary research skills, collaboration, communication and cultural competence, before and after the two-course sequence. The Wilcoxon signed rank test was used to compare pre- and post-means. Error bars represent ± SD, which corresponds to a 95% confidence interval for each item; *** p < 0.001; ** p < 0.01; * p < 0.05. Most data were collected from all three cohorts (n = 33). Several items were only collected from cohort 2 and 3 (n = 21), and they are represented in the figure with †.
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FIGURE 4
 Frequency of student responses to the survey prompt: “Please rate (1 = Not enough, 2 = Sufficient, 3 = Too much) whether or not the course activities were presented at the appropriate frequency”.


The focus group interviews were done at the end of each course (Spring and Fall) as part of the last class session, so the participation rate was 100%. Only the evaluation team was present, and the focus group was 1 hour long. Prior to the focus group, the evaluation team collected the surveys, and the focus group goal was to gain a deeper understanding of the responses that were collected through the surveys through probing. Prior to conducting the focus group, two authors, who are also members of the evaluation team, separately reviewed all of the open-ended responses in the survey (e.g., list two skills that you gained from the introductory course) and coded the responses into several themes based on their context (e.g., Oral and Written Communication, collaboration; see Tables 2, 3 for themes and quotes). After initial coding was performed, there was a high agreement between the coders. Any disagreements were negotiated between the coders until they reached 100% agreement (Saldaña, 2015). Individual quotes from the open-ended survey questions and the focus group were also used to support and contextualize findings that emerged from the quantitative analysis. Quotes have been lightly edited for conciseness and clarity; verbatim quotations are available upon request. The UMD Institutional Review Board (IRB) approved all materials and procedures of the interdisciplinary FEW systems research projects.



TABLE 2 Themes and example responses to the open-ended question on the survey regarding the most important things they gained from the introductory course (MIEH 690).
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TABLE 3 Themes and example responses to the end of the data practicum open-ended question on the survey regarding the most important things they gained from the course.
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3. Results

The UMD Global STEWARDS Program was envisioned as a curriculum that would support interdisciplinary education and collaboration of PhD students working at the FEW nexus. In order to illustrate the motivation behind developing the specific course sequence, the evaluation team interviewed the course instructors. Both instructors are tenured research faculty members with extensive experience mentoring doctoral students, which they drew upon when creating the course content and course sequence. The instructor of the data practicum course highlighted the importance of engaging graduate students in interdisciplinary team research projects since this now a common practice in the workplace, and explained how the sequence of courses supported this endeavor. She explained,


…to me, the uniqueness of this series of courses is the fact that you have a group project that links the two courses, but you're provided with the tools. So the students are effectively able to engage in team research, which is really hard at the PhD level. And they have the tools to work outside their area of expertise because we give them these tools through the two courses to allow them to work in these teams.
 

A major emphasis of the sequence design was to bring to the courses different stakeholder (from academia, industry, policy, non-profit organizations) that serve as guest speakers and project mentors, and allow students to experience different types of research products (policy memo, academic paper, grant proposal). The instructor of the experiential course stated,


The other unique thing is the fact that we bring stakeholders in so they might have an output. It might be a proposal, it might be an academic paper, or a forward-facing website, for example, or storyboard. But it's based on identifying stakeholders outside of their area of expertise and working with those stakeholders to produce a unique product that's a team product that's outside their area of expertise. So it's just a unique experience that most PhD students don't get because Ph.D. students tend to just work inside their own framework… But here they're working not only outside of their area of expertise, but they're working with outside stakeholders… They're producing something that they wouldn't normally produce inside their own program, and they're working as a part of an interdisciplinary team.
 

This instructor continued to explain how working on the projects expose students to real life situations with the pros and cons, benefit and challenges, of working with diverse group of students and stakeholders,


[We are] trying to get the students more exposure to real life situations where you need to engage with all the good and bad that come with stakeholder engagement. Sometimes it's really challenging because people disagree. I mean, people disagree about the way that the project should be worked. So I really do think there's value in just talking about this …
 

The experiential course instructor also noted the importance of exposing students to career opportunities that they are not usually exposed to in their PhD program, as explained in the following quote:


We are trying to engage with these outside groups and nonprofits, folks at other institutions to basically expand the net. It effectively expands the network of our students as well, and they get to engage with people at nonprofits, and that might be a career pathway for them. Another place that I'm aware that they do this is the Yale Environmental Law Clinic, where it's the same concept that I mean, you're bringing interdisciplinary groups together from different schools to work with an outside group on a problem that ends up having a deliverable that is an actionable item…These students are so focused that they don't necessarily have the tools to work in an interdisciplinary environment, and this allows them to not only gain those tools but have an experience of succeeding in interdisciplinary work during their Ph.D. time.
 

Another goal that led to the design of the course sequence and the projects was introducing students to new research methods outside of those typically used in their specific disciplines. The instructor of the experiential course provided a specific example,


…last year, we know that [fellow name] was in our program, the fact that she met [a program stakeholder] and learned about rapid ethnographic assessment completely changed the way that she thought about her dissertation research. And now she's using that method as a huge part of her dissertation research. And she never would have known that method if she hadn't been part of this program.
 

Lastly, both instructors highlighted the importance of continuity of the projects and allowing later cohorts to build on previous cohort projects. The instructor of the data practicum said, “… the fact that we do it for every year it brings some of the projects have continuity, from year to year and they are able to build off of each other.”


3.1. Research question 1: to what extent did students report that they acquired skills and areas of confidence that were promoted over the two-course sequence?

To streamline our responses to this research question, we considered the results in terms of overall program goals.


3.1.1. Goal 1: enhance interdisciplinary knowledge at the FEW nexus

The main goal of the introductory course (MIEH 690) is to enhance PhD students’ interdisciplinary knowledge at the FEW nexus. Specifically, this course is designed so that at the end of the course students are able to:

1. Identify major food, energy, and water systems challenges from local to global scales.

2. Conceptualize and articulate interplays between food-energy-water systems from local to global scales.

Upon completing the course, we asked each cohort of students to rate the extent (1 = not at all, 2 = not much, 3 = somewhat, 4 = to a good extent, 5 = to a great extent) to which they gained or improved in each of the two learning outcomes from taking the introductory course. Figure 2 shows means of student ratings and standard deviation (SD) divided by cohorts. It is noteworthy that for both of the items an improvement was reported from cohort 1 to cohort 3, which could possibly be attributed to improvements made to the course as a result of feedback from students. Overall, the mean rating of these skills in the second and third cohorts were 4 and above (agree to a good/great extent).

These quantitative ratings were corroborated through qualitative data (open-ended questions) collected from students through surveys and interviews. Table 2 shows that when students were asked to list two skills that they gained from the introductory course, FEW content knowledge was the second most frequently mentioned area of skills gained (14 out of 33 students). One student explained, “[I gained] broad knowledge in the FEW nexus areas which were new to me before I joined the program.” Another student suggested that the knowledge they gained related to their field of study: “I gained better insight into the Food-Energy-Water nexus and have become more appreciative of its inter-connectedness to my current field of study.” Yet another student specified that the course provided “A great overview of FEW Nexus research both at a microscopic and macroscopic scales.”

Responding to the question “Has your view of FEW systems changed?” in an individual interview following the introductory course, one student referred to gaining an understanding about FEW systems challenges from different scale perspectives:


Yes, like before that, FEW systems for me – I always think in a big scale. Like within a country, within a region, within a whole world how it can work. But in this class, we came to know how it should start from the beginning base microscale – or from your house from your family – and then how can you change your community scale, and then state level and then others. So it was nice to think from the top to bottom to top.
 

Other students explained that the course helped them understand that FEW nexus topics are applicable to everyday life and learn the importance of communicating it to people without a scientific background, “… I think the FEW systems should be modeled so it is relatable to the people who are nonscientific because it’s quite important.” Yet another student mentioned, “now I’m looking at it much more as a decision-making tool for people who are trying to manage.”

Following the data practicum course (MIEH 691), students (n = 9) also emphasized gains related to FEW nexus content knowledge (Table 2). One student highlighted how “Learning about potential career options is broadening interest in the FEW nexus and making me more confident in my knowledge surrounding sustainability.” In the individual interviews, one student explained that they are now better able to mentor undergraduate students that are working in their lab to understand the systematic view of FEW nexus, sharing the following quote:


So as we have learned throughout the course all of our departments are quite siloed, we only focus on one aspect of the system, it could be climate stuff, it could be water stuff, it could be let’s say about the surface processes a lot. So through this knowledge about the FEW systems, interactions, and trade-offs, I could introduce to [the undergraduate mentees] a number of the feedback systems as well as the interaction between systems and incorporate them to climate, or surface processes, or whatever they’re working on.
 

Another student described how their advisor used material that they developed in the introductory course to teach the advisor’s undergraduate course, “… I basically hand over the case study that I developed to my advisor so that she can use it in her class. Because …it was an insight from actually teaching her class that sparked the case study so it fits right into her curriculum.”



3.1.2. Goal 2: promote communication skills appropriate for diverse audiences, including different disciplines, the public, and multiple sectors (academia, government, industry, nonprofit)

One of the most prominent goals—of both the UMD Global STEWARDS NSF NRT program in general and the two-sequence course in particular—is to promote PhD students’ communication skills, especially with regard to communicating their research to diverse audiences. In an effort to promote this goal, both courses involve students practicing their writing and presentation skills across multiple assignments (Supplementary Table S1). Specifically, the main course learning outcomes related to this goal state that at the end of the two-course sequence, students will be able to:

1. Explain to peers the most important aspects of your research and why it is important.

2. Explain to non-academics the most important aspects of your research and why it is important.

3. Take the results of research from your field of study and translate them for other applications.

4. Explain how your research connects to issues that are important to society.

For the first three outcomes, Figure 3 shows that students reported significant growth in confidence from before the course sequence (means: Cohort 1 = 3.78, Cohort 2 = 3.69, Cohort 3 = 3.31 out of 5) to after (means: 4.21, 4.03, 3.88 respectively). For the fourth outcome, “Explain how your research connects to issues that are important to society,” students’ rating was high (mean = 4.19 out of 5) even before the two-course sequence with no significant difference at the end of the course sequence.

Students’ high ratings and significant confidence growth in communicating their research to others were corroborated by their open ended-responses to the survey. After the experiential introduction course (Table 2), communication was the skill that was mentioned the most as one of the two most important things that students gained in the course (n = 21). One student wrote that they “[learned] how to do presentation in front of people from other discipline.” Another mentioned that they appreciated the “… communication skills in regard to drawing parallels between language/jargon of different disciplines.”

Students also referred specifically to the writing assignments and the feedback that they received from the instructors (“…writing is challenging but I love the feedback from the instructor. It is really helpful) and peers (“I appreciated the emphasis on communication, and the opportunity to practice and receive peer feedback.”). Furthermore, students highlighted how they benefited from specific course assignments, such as the policy memo, which has real-life application in society and aids the public and policy makers in everyday life decisions, “[I gained] communication skills, including oral presentation skills and translating important scientific understanding and information into something tangible (the policy memo specifically) that can be used by policy makers and the general public.”

Following the second course (the data practicum), 12 students mentioned communication as one of the skills they gained the most in the course (Table 3). They stressed that “there were numerous opportunities to present and get comfortable with delivering information.” A student from social sciences commented on how they learned about differences in scientific writing style between the social and natural sciences, “Social science has a very different approach to scholarly writing and structure. This class let me learn about how it is done with hard sciences in a practical way.”

In the interviews, one student relayed the importance of being able to communicate across all three FEW nexus research areas that can have different jargon and research skills as well as communicating across diverse audiences in the following quote:


… obviously [it is important] to understand the complexities and interconnections of the three – food, water, energy resources, and I know that one [way to approach this] is to work on communication. Not just within those disciplines, because you know- water experts, food experts, energy experts - they all have their own jargon, they all are siloed, pretty much talking across those disciplines is difficult so building those skills but also building the skills to talk to non-experts, so that’s like policy makers and the individual household users. To sort of bridge the academic research and policy user side.
 



3.1.3. Goal 3: broaden interdisciplinary research skills (e.g., data collection, analysis, and interpretation) to explore problems and generate solutions relevant to the FEW nexus

Since research within the FEW nexus involves the integration of diverse research approaches, the goal of the two-course sequence is first to expose students to different research approaches, and then to provide students with the opportunity to collaborate on interdisciplinary FEW systems research projects that require them to use methods and approaches that they are not necessarily utilizing or exposed to in their own discipline or field of study. Specifically, the main course learning outcomes related to this goal stated that in the end of the two course sequence students will be able to:

1. Identify strengths and critique weaknesses of multiple disciplines.

2. Synthesize the approaches and tools from multiple disciplines to evaluate and address a research problem.

3. Understand the ethics relating to your research.

At the beginning of the course sequence (Figure 3), students reported that they were generally less than somewhat confident (mean = 2.76) in their abilities related to the first two learning outcomes. However, from the start, they were confident to a good extent (mean = 3.95) in their ability to understand the ethics relating to their research. For all three learning outcomes there was significant growth in students’ confidence from the beginning to the end of the two-course sequence.

The open-ended responses at the end of the two courses to the question “List the two most important things that you gained from taking the course” provided more context to the growth in confidence that was seen in the Likert type question about the confidence (Tables 2 3). Following the experiential course, 12 students mentioned gains related to interdisciplinary research. Students mainly referred to the importance of understanding “how other disciplines do research/analysis/methods.” One student explained how “the course provided insights on how to take my research discipline/ideas and apply them to (or within) complementary frameworks (e.g., environmental justice at the FEW Nexus).” Another student explained that they believe that interdisciplinary research approach will allow for “creativity regarding potential research endeavors moving forward.”

Following the second course, many students (n = 19) mentioned gains that were categorized under the interdisciplinary research goal. At this time, they stressed not only their growth in awareness of diverse research but also of interdisciplinary research practices, especially as a result of the final interdisciplinary FEW systems research projects. One student expressed that they gained “more confidence in approaching and accomplishing research that is outside my direct area of expertise…”

Students attributed their awareness of other research areas and methods to the group work on the project and the diverse body of guest speakers that were brought to the course, as one student said, “[I gained] exposure to different research tracks and to different career paths. Having guest speakers from a large variety of countries, backgrounds, cultures, and disciplines was extremely beneficial. Having the opportunity for Q & A was also highly valuable.”

Several students referred to the challenge of leaving their comfort zone, “Working… from multiple disciplines and stepping in a field new to one’s comfort zone are probably the most important take homes for me…” This theme was repeated in the focus group following the presentation of the research projects, especially for students who collaborated on projects that included research approaches outside of their prior research expertise and for those who believed that the project’s methods (e.g., data analysis techniques) were not applicable or relevant to their PhD research (additional details provided under Research Question 2).

In the focus group following the second course, students mentioned that there was tension between the breadth and depth of research approaches. While fellows appreciated the exposure to diverse perspectives about research methods that were brought by multiple guest speakers, they felt that it was happening at the expense of concrete opportunities to learn and practice new research skills (e.g., data analysis methods). This was especially mentioned regarding the second course, in which fellows were looking forward to the course as an opportunity to learn/apply methods in more depth. They felt that there was often too much information to be considered an overview, but not in-depth enough for them to apply the methods to their own work.

This could be seen also in their responses after the second course to the question, “Please rate whether or not the course activities were presented at the appropriate frequency” (Figure 4), where “Opportunity to learn data analysis techniques” and “Opportunities to learn new research skills” were rated by around half of the students as not addressed sufficiently in the course (n = 14, n = 15 respectively). It is noteworthy that most of the low ratings came from students from the first iteration of the course (n = 8 and n = 9 respectively). Additionally, the course instructors noted that while these categories had the lowest ratings overall, the purpose of the second course was not to provide students with these skills, but to allow students with certain existing skill sets to have the ownership necessary to shape and enhance their projects using these skills. This speaks to the challenge and complexity of an interdisciplinary program. Since it is not possible to teach students the wide range of skills required to successfully complete an interdisciplinary FEW systems research project, each team is also paired with appropriate faculty mentors who will guide students and encourage them to hone the skills necessary for project success.



3.1.4. Goal 4: increase collaborative skills with a range of professionals (including individuals in academia, industry, and government) and scientists outside of the students’ academic discipline

More than half of the students indicated that collaboration was the most important skill gained following the second course (n = 18, Table 3). Specifically, the main course learning outcomes related to this goal stated that in the end of the course students will be able to:

1. Collaborate with scientists outside of your field of expertise

2. Collaborate with a range of professionals (including non-academic scientists, industry professionals, policy makers, etc.) on issues relating to your field of study

3. Work with team members from diverse, racial, cultural, and other backgrounds

Regarding the two first goals, results showed (Figure 3) significant growth in confidence from the beginning (means: 3.41, 3.31 respectively) to the end of the course sequence (means: 4.09, 4.12 respectively). From the start of the course sequence, students reported high confidence (mean: 4.24) in their ability to work with team members from diverse racial, cultural, and other backgrounds. There was no significant difference between the beginning and the end of the course sequence regarding this ability.

Following the experiential introduction course, seven students mentioned that collaboration was one of two most important things they gained in the course. One student explained that they benefitted from “Forming connections outside of my department with professors and students who have different perspectives on FEW issues I deal with in my own work.” Another student mentioned in their interview how through collaboration with other students in the course they learned more about FEW nexus components that they were not so familiar with, “…my work is in food water nexus so through the classes and other things I came to know about the energy system and how energy is related to these … we did collaborative work with atmospheric science students. And since then, it’s become clearer.”

Following the second course, students mentioned the collaboration gained through working in interdisciplinary teams on a common goal. As one student explained, “working with groups requires a very specific set of skills and the final project gave valuable experience with improving those skills: group communication, collaboration, time management, and efficient workflows skills were all improved upon.” Another student said, “I thought the team project was really great. I thoroughly enjoyed working with my classmates and learning how to create something collaboratively. I gained a knowledge of how to work better in a team…”

Students also pointed to the benefit of allocating the first hour of the three-hour weekly meetings to small-group discussions. They thought that it was a good practice for building relationships between the group members. As one student commented,


At the beginning of each class we were supposed to meet with our groups to discuss our projects. Instead of jumping into the work we naturally developed a routine where we would just talk about whatever was going on that week and problems we have as well as the positive benefits of therapy. Then eventually we would get to the group project. Our group also met most Sundays for two hours so that additional time meant we didn't need to cram every conversation in during class on Wednesday but we still always used the full hour. And I think that was important because we were relationship building and empathetic towards each other’s experiences. Which helped us as a group in the long run, because there were no frustrations if someone couldn't contribute much one week.
 




3.2. Research question 2: what products resulted from the interdisciplinary FEW systems research project completed throughout the two courses?

The research products that resulted from the first three iterations of the two-course sequence (Table 4) included six academic manuscripts, two grant proposals, three sets of Extension materials (Factsheets), one policy memo, one literature review with an accompanying stakeholder survey, and one storyboard map website. These products covered topics across the spectrum of the FEW nexus including the impacts of climate change on crop yields and water availability, sustainable farming approaches, the impact of the COVID-19 pandemic on food and energy affordability, and the intersection of racial disparities and issues at the FEW nexus.



TABLE 4 Interdisciplinary FEW systems research project topics, disciplines, and products.
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Each interdisciplinary FEW systems research project was supposed to focus on two or more of the FEW nexus areas. Of the thirteen projects, six focused on food and water, three focused on food and energy, and three focused on all three nexus areas (Table 4). There was one project solely focused on energy, but due to the extent and wide-reaching implications of that team’s work (a publicly available website story map), their project was approved. While some projects are still being finalized for publication or submittal, three of the academic manuscripts have been published in scientific journals, the policy memo was submitted to the Governor of Maryland, the storyboard website is live and publicly accessible, and the stakeholder survey has been validated and will be piloted by a team of students from the subsequent cohort. Furthermore, faculty that taught the fall semester class and oversaw the group projects rated the students’ collaboration as 9.42 out of 10 on average, where 1 was not collaborative at all and 10 was extremely collaborative (Rubric available in the Supplemental Material 3). When asked to choose from four options about groups collaboration style, instructors responded that five groups had fully integrated collaboration where all students contribute equally throughout the projects. In six groups, the collaboration style was that each student contributed equally to the project, but each took ownership of an aspect of the project in which they utilized their specific expertise. In other groups, one or two students emerged as leaders for the project and were supported by the rest of the group, and there was one project that was conducted by an individual student after another group decided to part ways in order to focus on different research directions.



3.3. Research question 3: what improvements have been made to the interdisciplinary FEW systems research project experience?

Throughout all iterations of the two-course sequence we have continued to make adaptations that improve the interdisciplinary FEW systems research project experience for students. Three main changes resulted from student feedback that allow for students to gain the most benefit from the project. Table 5 shows the improvements, examples of the student feedback that prompted the change, description of the improvement, and intended and/or observed benefit of the improvement. We elaborate on these changes since the lessons learned from student feedback following each iteration could be relevant to other course sequences that aspire to promote content knowledge and research experiences in a systemic interdisciplinary topic, such as FEW nexus, as well as communication and collaboration skills.



TABLE 5 Improvements to the interdisciplinary FEW systems research project experience.
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3.3.1. Timing of group formation

Following the first iteration of the two-course sequence, students felt that the courses were largely isolated from each other. In the focus group interview after the first iteration of the sequence, one student raised the question,


Is there a reason that the two courses can't be combined? So that we take more practical application in [the fall] semester and mix it in with kind of more that literature, background side of the last semester and work on them concurrently throughout the entire year rather than spending one whole semester just kind of learning theories and backgrounds and then one whole semester trying to do a project… because we gave what, three presentations in the span of like in just 10 weeks in here. And so it was really hard to not keep regurgitating kind of similar stuff, and it would have been better to spread that out.
 

In response to this question, another student suggested that since the first course is in the Spring and the second is in the Fall, fellows should utilize the summer for working on the projects.


You can do the same thing over the year. In the Spring you think about the concept, in the summer, you can get in the data or start analyzing things, and in the [Fall] semester you can write the results. So just to distribute these things all over the year.
 

Another student also pointed out that it takes time to develop a strong and healthy collaboration, especially if one wants to extend these collaborations beyond the courses. This was emphasized in the following quote:


We need to build trust and rapport with one another early so that we feel comfortable exploring ideas together. Then we need the time and structures to pursue those ideas. Otherwise, we won't develop collaborative projects with one another, and we won't continue to collaborate beyond the end of the program.
 

Drawing from the educational “Team-First” model for interdisciplinary research described by Bosque-Pérez et al. (2016), the course instructors worked together to initiate project group formation during the first course for the second iteration of the two-course sequence in response to student suggestions (Bosque-Pérez et al., 2016). In the focus group following the second iteration, students commented that they appreciated the early start. However, they suggested including checkpoints along the summer to ensure that students are utilizing the summer to work on their projects. In the third iteration of the two-course sequence, the instructors added a required check-in point during the summer where groups reported on their project progress, thereby encouraging them to place more focus on the project during the summer break. Cheruvelil et al. (2014) noted that establishing a timeline for periodic progress updates is an essential component of effective team functioning (Cheruvelil et al., 2014).



3.3.2. Topic selection

In the first iteration of the two-course sequence, project topics were suggested by faculty of the UMD Global STEWARDS program, and students selected their group’s topic from these suggestions. In the focus group that followed, students expressed their frustrations that the topics were not related to their research fields or dissertation topics, and projects were a missed opportunity to utilize each student’s strengths and research expertise. Some students also viewed the projects as added work rather than a conduit to gaining a broader research perspective that is relevant to their dissertation. One student expressed, “I think one thing that was frustrating, at least for me, was that the idea of like the selection of projects was kind of ad hoc … like very much all over the place. And it was very difficult [to choose project] like I do not know anything about this stuff.”

In response to this feedback, ideas for project topics were proposed by both faculty and students in the next iteration of the sequence. Once again drawing from the “Team-First” model described by Bosque-Pérez et al. (2016), the specific project topics were refined from these initial ideas by consultation with stakeholders, which included UMD faculty, internal UMD groups, and external partners in nonprofit organizations. In the focus group following the second iteration, some students were happy about this process since they felt more ownership over the project selection process. As one student said,


I thought it was great and I do think that the way that it was structured where we sort of pitched projects individually and then came together on them …. I felt like I ended up with a project that was really in my wheelhouse … I was the one who pitched it and then we were doing it. It was … entirely geography [the student major], and it's all of the data analysis, things that I'm already used to doing, … and I felt like if we had more ability to converse [it would be more interdisciplinary], the actual formation of the project ideas wasn't as interdisciplinary sometimes as it could have been, just because, …we weren't coming up with the ideas collectively… So I think it would have been cool to have like a more interactive project development process.
 

Another student stressed that even though they decided on the topic in the Spring semester, “the way we came up with the concepts was individually, so everyone pitched ideas …” They suggested that “… maybe it would have been interesting to come up with [the project topic] collectively or we are sort of bouncing ideas back and forth from each other vs., oh, everyone is just in their own silo looking for individual things.”

Several students felt that the process of pitching project topics was too quick and there was no time to check “what are the skills that we need for [the project] and [eventually, we] realized that, like none of us had sufficient skill and like GIS2 or things like that.” Another student referred to the quick process, “… it wasn’t as intentional of a process of like thinking about what skills each of us have and what skills each of us want to develop like. And if we just had a little more time like we all could have, yeah, made those decisions.” Additionally, another student specifies that they wish the project was more relevant to their dissertation topic, “… [In the future I suggest to] better integrate interdisciplinary projects with pre-existing student research where applicable – I love that the projects are interdisciplinary and go in new directions, but I wish there was some connection so that I could at least relate all this work to my dissertation.



3.3.3. Mentorship

In the first iteration of the course sequence, the instructor of the data practicum course was the main mentor for all projects, and students could seek additional help from other faculty members of the program. Following the first iteration, students of the second cohort suggested a change to having a range of faculty serve as project mentors, as explained in the following quote:


I think instead of putting [the decision about choosing topics] on us, put it back on to the STEWARDS' faculty because we're supposed to have these faculty you know, mentors are supposed to be, you know, kind of like sponsors. So I would ask that they consider asking them to really, you know, present some projects that are kind of like, you know, ripe, or very, you know, ready to kind of like launch. And that might mean, you know, a short turnaround like a semester for us to work on something that we could cling on to or maybe have them as also like a semester long advisor to kind of like walk us through. So that way, we have a little bit more of like solid footing to work on a project that's ripe, and that's able to kind of like have some meaningfulness, I guess.
 

The team-based interdisciplinary doctoral education model described by Bosque-Pérez et al. (2016) incorporated faculty involvement, which was important to help students to develop the skills needed to engage in interdisciplinary teamwork. We emulated this component of their model and invited UMD faculty to not only serve as mentors to project teams, but also to suggest project topic ideas related to their own work. The faculty mentors were selected based on their expertise in a FEW nexus area of research and their willingness to mentor an interdisciplinary team of students. Each interdisciplinary team was paired with a faculty mentor, and faculty participation varied across the different projects, including refining research questions, providing datasets, conducting fieldwork, mentoring students through the project process, participation in team meetings, engaging with stakeholders, and providing research seminars to the entire cohort. Students in the second and third iterations of the course indicated that faculty mentorship was important to the success of their project teams, and thanked their mentors during the final group presentations at the end of the semester.





4. Discussion

There is a clear and growing need for systems thinking approaches to solving problems at the FEW nexus (Aboelela et al., 2007), requiring educators to rethink the traditional siloed approach to teaching environmental and sustainability issues (Begg et al., 2015; Esler et al., 2016; Bosch and Casadevall, 2017). Students must be able to draw from different disciplines in order to truly understand and address issues that exist at the nexus of interconnected systems. The UMD Global STEWARDS NSF NRT program seeks to recognize this need and foster collaboration among doctoral students of different disciplines and enhance communication skills to diverse audiences.

This work demonstrates the substantial benefits yielded from pairing two graduate courses in which students work together on a research product related to an issue at the FEW nexus. The administrative and financial burden of offering this course structure is minimal as it only requires the intentional scheduling of the two courses as a sequence and enrolling the same students in both courses. These simple steps provide a curricular experience that greatly exceeds the benefits of taking each course independently with different groups of students. The skills that students reported gaining from the two courses were complementary and aligned with the specific course objectives such that gains in the introductory course were mostly focused on FEW system content knowledge and exposure to different communication styles while the gains in the second course (the data practicum) were mostly focused on collaboration and interdisciplinary research experience. Word clouds created from students’ open-ended responses after the conclusion of each course shows that the skills students reported gaining from the two courses were complementary and aligned with the specific course objectives (Figure 5).
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FIGURE 5
 Word clouds created from students’ open-ended survey responses to questions about the skills gained in the introductory course (A) and the data practicum course (B).


In future offerings of this sequence and program, we will attempt to address the concerns expressed by some students regarding the relevance of the projects to their dissertation research. In the interdisciplinary team model described by Bosque-Pérez et al. (2016), the research conducted by the student teams culminated in “dissertation sets” comprising coordinated dissertations related to an overarching research theme (Bosque-Pérez et al., 2016). These dissertations not only contained disciplinary chapters by individual authors, but also interdisciplinary co-authored chapters (Bosque-Pérez et al., 2016). The authors noted that this requirement worked well to motivate students and keep the teams together (Bosque-Pérez et al., 2016). While it is not typical for students to include co-authored chapters in their dissertation at UMD, the UMD Global STEWARDS program leadership is considering advocating for this as a way of promoting the importance of interdisciplinary teamwork to graduate student education.

There are limitations to the study that we present here. One limitation is that the study relies mainly on students’ self-reports of their experiences, gained skills and level of confidence, which may not be an accurate reflection of what they are doing in the classroom. However, class observations and students’ actual products from the course (projects and presentations) corroborate the students’ reported benefits. A further limitation is that during the semester students participated in other coursework and activities in their own PhD programs that could influence their growth of confidence from pre- and post-surveys. Nevertheless, it was obvious from the open responses and interviews that students attributed much of their gains in skills such as communication, collaboration and interdisciplinary research to the two-course sequence.

Finally, sustainability of the program after funding from the NSF concludes is a challenge faced by program leaders. Of the 33 fellows who participated in the program over three cohorts, 11 (33%) did not receive a stipend (Table 1), indicating that not all students who enagage with the program are motivated solely by the stipend. These 11 students still saw value in the program, and chose to enroll as a fellow despite not being financially compensated. We believe that each student gains something valuable from engaging with our program. Some included portions of the group project in their dissertation, some utilized a new research method that they learned in the sequence in their own research, and others gained other important skills, such as communication skills to diverse audience, to name a few. To ensure sustainability of the program we have considered modifying the course sequence and shifting to a different funding model which would provide smaller stipends during the summer. Our UMD Global STEWARDS program as described in this manuscript can serve as a model for academic institutions that seek to implement similar interdisciplinary programs for doctoral students. While our hope is that federal and state agencies will recognize the value of this program and provide additional financial support to ensure its sustainability, a pared down model will still achieve our main outcomes without substantial funding resources.



5. Conclusion

Despite the overwhelming evidence that solutions to current issues, particularly those intertwined within the FEW nexus, will require interdisciplinary and cross-boundary solutions, training programs for graduate students still mainly operate in academic silos. This work is drawn from an interdisciplinary, experiential graduate education program focused on innovations at the FEW nexus. The backbone of the program consists of a two-course sequence during which students complete an interdisciplinary FEW systems research project. The two-course sequence described here represents one successful curricular approach to this issue. There were substantial benefits from the pairing of two graduate courses in which students from different disciplines work together on a research product related to a FEW systems issue. This model provides PhD students with the opportunity to learn about the most pertinent and real-world FEW nexus issues using a system thinking framework and to practice hands-on interdisciplinary collaboration on a tangible research product. This model could be implemented in a variety of academic settings and at different levels of education.

Feedback from students shows that this model works best when students are given ample time to form their project groups and select a research topic, and when they have a specific, dedicated faculty mentor to guide the project. In addition to generating an actionable research product, completing the project helped improve students’ confidence in conducting collaborative research and improved their interdisciplinary research skills focused at the FEW nexus.
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Footnotes

1   During and following the first iteration of the courses, the evaluation team individually interviewed six students in addition to the end-of-semester focus group interviews to provide broad feedback to the instructors on the new sequence of courses. From the second iteration onwards, the evaluation team decided to continue only with focus group interviews.

2   “GIS” refers to ArcGIS, a geographic information system software used for creating maps.
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Moving away from fossil fuels is essential for a sustainable future. Carrying out this transition without reversing the improvements in the quality of life is the ultimate challenge. While minimizing the anticipated impacts of climate change is the primary driver of decarbonization, the inevitable exhaustion of fossil energy sources should provide just as strong or perhaps even stronger incentives. The vast majority of publications outlining the pathways to “net-zero carbon emission” fall short from leading to a truly “fossil fuel-free” future without falling back to some level of dependence on fossil fuels with carbon capture and sequestration. While carbon capture and sequestration might be a necessary step toward decarbonization, such intermediate goals might turn into a dead end without defining the end point. The main obstacle to wider adoption of renewable energy resources is their inherent intermittency. Solar and wind are, by far, the most abundant renewable energy sources that are expected to take the lion share in transitioning to a sustainable future. Intermittency arises at multiple levels. The most recognized are the short-term (minute-by-minute, hourly, or diurnal) variations that should be the easiest to address. Less frequently realized are the seasonal and inter-annual variabilities. Seasonality poses far greater challenges than minute-by-minute or hourly variations because they lead to the absence of energy resources for prolonged periods of time. Our interest is the feasibility of a future where all energy (100%) comes from renewable sources leaving no room for fossil fuels. We carry out rudimentary statistical analyses of solar radiation and wind speed time series records to quantify the degree of their intermittencies seasonally and inter-annually. We employ a simple but robust accounting of the shortfalls when the supplies do not meet demand via a modified cumulative supply/deficit analysis that incorporates energy losses arising from transporting excess energy to storage and retrieving it as needed. The presented analysis provides guidance for choosing between the installation of excess capacity or the deployment of energy storage to guarantee reliable energy services under the assumption that the energy system is powered exclusively by renewable energy sources. This paper examines the seasonal and inter-annual variability of hydropower and biofuel resources to estimate their potential to mitigate the intermittencies of solar and wind resources. The presented analyses are meant to provide crude, bulk part estimates and are not intended for planning or operational purposes of the actual energy infrastructures. The primary focus of this paper is the Northeast region of the United States using the conterminous United States as a reference to assess the viability of reducing the energy storage need in the study region via improved connectivity to the national grid. This paper builds on the modeling exercises carried out as part of the climate-induced extremes on food, energy, water systems studies.
Keywords: renewables, intermittency, energy storage, energy generation, energy demand
1 INTRODUCTION
Our industrial economy, built dominantly on fossil fuels accumulated over hundreds of millions of years and likely exhausted in a few centuries, is indisputably unsustainable. The reduction and, ultimately, elimination of carbon-dioxide emissions has been the primary motivation for the decarbonization of the economy, but reducing the needs for increasingly dwindling fossil fuels should provide just as strong incentive.
In our quest to find alternatives to fossil fuels, the immense amount of energy emanating from the Sun and reaching Earth has been seen by many as the most viable means to satisfy the world’s energy needs. Alternative non-carbon energy sources (nuclear fission or geothermal resources) might be more abundant than fossil fuels and may last for millennia or more, but they are still inherently finite, “stock-limited” resources (Gleick and Palaniappan, 2010). Renewables (solar, wind, or hydropower, etc.) driven by the energy coming from the Sun are the only energy sources that are “flux limited” within the expected life of our Sun. If these forms of energy are consumed within their respective “flux limits,” they are steadily “renewed” and, therefore, sustainable.
In recent years, substantial drop in the cost of deploying renewable energy has led to the anticipation that they will soon be price competitive to other forms of energy sources and will become dominant in the energy sector in the not too far distant future (Obama, 2017). While the share of renewable energy sources is undoubtedly increasing rapidly, it is still to be seen if a truly “fossil fuel-free” future will be able to satisfy the energy needs of modern industrial societies. Our paper addresses this research question by investigating the challenges of dealing with the inherent intermittencies of renewable energy source.
The presented work was carried out as part of the studies on climate-induced extremes on food, energy, water systems (C-FEWS) (Vörösmarty et al., 2023a; Vörösmarty et al., 2023b) and intended for a special issue of Frontiers in Environmental Sciences series documenting the C-FEWS framework and its application.
1.1 Problem statement
The major challenge in relying exclusively on “flux-limited” energy sources is to ensure that the varying energy supply can be aligned with the energy demand all the time. “Stock-limited” resources provide both storage and supply by nature and make the alignment of the supply with the demand significantly easier. Although energy flows steadily from the Sun, solar or solar-derived renewable energy sources (e.g., wind) are highly intermittent. The intermittency is due to Earth’s rotation (diurnal) and its tilted axis relative to the orbital plane around the Sun (seasonal) that is exacerbated by the chaotic behaviors of Earth’s atmosphere leading to additional stochastic variabilities. As a result, the energy supplies provided by solar and wind energy sources are highly variable and rarely align with energy demands.
To address the disconnection between energy demand and variable renewable resources, three solutions have been proposed: 1) curtailing loads (that is, modify or fail to satisfy demands), 2) providing supplemental energy sources, or 3) deploying energy storage (Clack et al., 2017). An energy system that fails to satisfy demand, forcing users to accept blackouts or adjust their demand, hardly meets the expectation of reliable services, ruling out the first option as “solution.”
Providing supplemental energy from varying resources can be achieved by installing excess capacity to meet demand all time, but such overbuilding might remain infeasible. For example, at 45° latitude, the incoming solar radiation is three to four times higher in summer than that in winter (these differences are even greater at higher latitudes). Even if winter months were as cloud free as in the summer, solar installation to provide the same power output would require three to four times more solar panels and associated infrastructure to deliver the same energy in the winter.
When the generation of the renewable fails completely, no additional capacity will be able to step in. This situation actually happens in Germany to the extent that they gave a name “Dunkelflaute” (dark lull) referring to the situation that is quite common in October and November, when the sky is covered by thick gray clouds and the air does not move for weeks. In such situation, the only solution left is the deployment of energy storage.
Alternatively, long-distance grid connectivity might allow energy transmission between regions experiencing abundance and shortfalls of renewables at different times and cope with intermittency (Jacobson et al., 2015a; Jacobson et al., 2015b). Interconnected grids can redistribute excess power generated to areas in need. This requires the grid to connect regions experiencing significantly different climate regimes.
Hydropower, while limited in its contribution to satisfying energy demands globally (Fekete et al., 2010), is less affected by intermittency, particularly when substantial water storage behind dams comprises sufficient potential energy to decouple the variation in riverine water fluxes from power generation. Hydropower is expected to partially provide energy at times when solar and wind fall short to meet the demand. Hydropower is much more flexible than solar or wind to the point that hydropower is often operated to assist power generation during peak demands. However, the magnitude that hydropower could be scaled up is poorly understood.
The “capacity factor”—which is the ratio of the power generated at any given time or averaged over a longer time period with respect to the “nameplate capacity” of the installed infrastructure—has a very different meaning for hydropower than for solar or wind. Hydropower plants are not necessarily expected to operate 24/7. They are often built with “nameplate capacity” beyond the energy available if the plant is operated 24/7. Instead, the turbines are purposely left idle and are only turned on when additional power is needed to meet peak demand. This intentionally intermittent operation leads to low “capacity factors.” In contrast, the low-load “capacity factors” of solar or wind generations are unintentional. The low-load “capacity factors” of solar and wind are representing the degree to which they failed to deliver power.
From the perspectives of the grid operator, renewables represent risk that destabilizes power delivery. Although weather forecasts are steadily improving and provide more leeway to prepare for sudden changes in the power supplies, the degree to which grid operators can turn on alternative power sources or alert customers to adjust their power demand is limited. In a truly “fossil fuel-free” energy system that relies exclusively on various renewable energy sources, the only viable means of addressing intermittency is to deploy energy storage.
1.2 Literature review
In preparation for our paper, we compiled a database of publications containing 360+ references from authors dominantly associated with the work of the National Renewable Energy Laboratory (NREL). While our list of publications is unlikely to be fully representative of the entire community researching the transitioning to renewable energy sources, some striking patterns still emerged:
1) Out of the 360+ publications, only few (Doubleday et al., 2019; Kumler et al., 2019; Denholm et al., 2021; Keskar et al., 2023) addressed the seasonal and inter-annual variability of renewables.
2) Almost all publications regarding intermittency of renewables focused on short-term systematic (diurnal), stochastic minute-by-minute, or hourly ramping variabilities of the wind and solar resources.
3) The publications investigating the contribution of energy storage only consider few hours’ storage (typically far less than a day). Even when the need for seasonal storage is acknowledged, the suggested cost-competitive storage capacities are in the order of a couple days to a week at the most (Guerra et al., 2020).
4) Almost all of publications approached “sustainable” power generation from strictly carbon emission perspective and stop at “net-zero decarbonization” that permits fossil fuels in the form of “firm clean energy source” by including carbon capture and sequestration (Sepulveda et al., 2018).
5) Almost all publications were geared toward providing guidelines to integrate renewables into the existing energy system often using very complex and complicated algorithms, where the complexities primarily originated from attempting to optimize for multiple objectives (e.g., stable power generation, carbon emission reduction, and economic viability).
6) No publication attempted to address the entire energy sector, and all “high-decarbonization” and “net-zero” publications were limited to the electric generation sector, allowing some increase at best for partial electrification of other sectors. None of the publications explored a future energy system, where all the energy sectors (beyond the electricity generation) are powered entirely by renewables and, as a consequence, are fully electrified.
7) Even the most ambitious “deep decarbonization” or “high-penetration” scenarios envisioned phasing out somewhere between 25%–50% of the fossil fuels (Kroposki et al., 2017). The feasibility of 100% renewables in the electricity sector was only discussed for few small tropical islands (Holttinen et al., 2021).
Perhaps the most disturbing statement was “Many studies suggest that large (>50%) CO2 emission reductions will not be possible without carbon capture and sequestration (CCS)” (Loftus et al., 2015; Craig et al., 2017) citing the “Deep Decarbonization Project” (https://ddpinitiative.org). If this is a prevailing sentiment among researchers studying the viability of transitioning the energy sector to renewables, one would wish that they were louder and clearer several decades and trillions of dollar investments ago and informed the public that renewables are not sustainable since they will always require the assistance of fossil fuels.
Without dismissing the tremendous value of the scientific work represented in the 360+ publications, we can confidently state that none of them provided insight into a truly sustainable “fossil fuel-free” future. In these publications, most of the complexities arise from striking a balance between economics, carbon emission targets, and technical feasibility of integrating highly variable energy sources into firm power generation from fossil fuels. These studies are undoubtedly essential for a gradual transition where various renewable energy resources coexist with the current firm generation capabilities.
The prioritization of reducing carbon emission sometimes leads to peculiar outcomes when it comes to energy storage. Numerous publications—attempting to address the integration of various forms of storages into the energy mix—came to the conclusion that the added storage capacity has a) no, b) negligible, or c), sometimes, even negative effects (Huang et al., 2011; Arbabzadeh et al., 2015; de Sisternes et al., 2016; Lin et al., 2016). Given that all papers considered very little storage (hours up to a week at best), these peculiarities are not necessarily surprising. When batteries need to compete with “firm energy sources” (fossil fuels with carbon capture and storage), they are likely to come out as too expensive. One could probably arrive to the conclusion without any sophisticated modeling that 15 GW of added wind capacity even if it is idle most of the time will provide more power than 15 GWh (1 h at a rate of 15 GW power generation) energy storage (Huang et al., 2011).
Another surprising characteristic of the papers was that they expressed energy storage in watts (Johnson et al., 2014; Hodge et al., 2018), which we think is wrong. Some publications ultimately reveal what they mean (e.g., 289[MW] with 289[MWh] storage that could be simply referred to as 1[hr] storage) (Johnson et al., 2014). Some others express storage in complex metrics such as 250 MW/250 MWh for every 500[MW] capacity (Bromley et al., 1997), which means a half an hour storage at best that is stretched out for a full hour by delivering half of the power.
Additionally, it is customary to express energy use over time in some form of Wh (GWh, MWh). Since energy use over time (typically year) is a rate of energy use (or power for short), the reported quantities should be written as Wh/yr (kWh/yr, MWh/yr, GWh/yr, etc.), which could be simplified to W (kW, MW, or GW). We are not alone with this assertion, and the late Sir David J. C. MacKay (a physicist and former science advisor to the UK Department of Energy and Climate Change) also noted this in his book (MacKay, 2009). This might sound nitpicking for those who got used to working with these energy units, but we believe that neglecting to recognize that the annual energy use or supply is a rate of energy transfer leads to quite frequent confusion. Putting aside the fact that non-scientific publications often mix these units, but expressing quantities that technically have the same units, leads to obfuscation. For example, the Tinton Falls Solar Farm in New Jersey that we discuss later has a reported nameplate capacity of 19.88 [MW] and 26,652 [MWh] expected power generation in a year. If the annual energy production was expressed in power units (since it is the rate of energy produced over time), then 26,652 [MWh (yr−1)] = 3 [MW] would make it immediately clear that this solar facility has (3[MW/19.88[MW]) approximately 15% annual average “capacity factor.”
The consideration of only very limited energy storage capacities is probably driven by the absence of long duration storage technologies that could hold energy for months or years. This reality is clearly reflected in the distribution of the existing energy storage facilities around the world depicted by the Global Energy Storage Database (GESDB, https://sandia.gov/ess-ssl/gesdb/public, Figure 1) of the Department of Energy (DOE).
[image: Figure 1]FIGURE 1 | Storage distribution of the existing energy storage facilities from the DOE Global Energy Storage Database (GESDB).
In the DOE database, there are only two entries with over 250 h storage worldwide. The largest among them is the Alto Rabagão Hydro Power Plant in Portugal built in 1964. A large artificial rectangular lake (approximately 4 km wide and 20 km long, where the height of dam is 94 m and the water storage capacity is 1,117,000 m3) on the Rabagão River provides 596 days of storage. The second largest is Vilarinho Furnas Pumped Hydro Station also in Portugal with 46 days of storage. Given the big difference between the largest and the second largest storage facilities, one has to wonder if the data entries are correct. The rest of the storage facilities have less than 10 days of storage capacity. The majority of them appears to be pumped storage, although, this can be only inferred from the names of the facilities, because out of the mostly blank 119 attributes that the GESDB provides, none specifies explicitly the storage technology.
1.3 Energy accounting approach
In our view, an accounting of the supply and demand gives robust, first-order estimates about the feasibility of relying entirely on renewable energy. The approach we present is widely used in water resource management. Although, it appears to be absent in most of the energy studies we reviewed, except one (Ryu and Hodge, 2016), which incorporated a similar storage implementation into complex hourly simulation. Wikipedia (https://en.wikipedia.org/wiki/Grid_energy_storage, Figure 2) actually depicts our approach in its general description of energy storage in the grid so its absence in the relevant literature is puzzling.
[image: Figure 2]FIGURE 2 | Energy storage according to Wikipedia.
The goal of this paper is to assess what combination possibilities of
a) building excess power generation capacity,
b) deploying energy storage, and
c) connecting distant regions
could lead to a reliable delivery of energy entirely from variable renewable energy sources. This paper carries out a set of computations offering first-order estimates of the problem. Only few studies attempted to address the feasibility of full decarbonization using renewable resources only (Delucchi and Jacobson, 2011; Jacobson and Delucchi, 2011). Notably, there are significant disagreements regarding the viability of these studies (Clack et al., 2017).
Our paper builds on the approach of recent papers exploring the intermittency of solar and wind resources (Tong et al., 2021; Wu et al., 2022). We analyze the spatially distributed solar and wind data for the conterminous United States (CONUS) and its relationship with energy demands. This paper applies normalized cumulative surplus/deficit analysis to estimate the storage needed to align energy demand with production. It also discusses the potential for alternative, renewable energy sources such as hydropower and biomass to alleviate storage needs.
2 MATERIALS AND METHODS
Our study applies a cumulative surplus/deficit analysis with respect to state-wide and national energy use data to estimate the energy storage needed to align the supply from solar and wind with the energy demand. We convert the spatially averaged daily solar radiation and wind speed time series computed over the study area into daily “capacity factor” (the ratio of the power delivered with respect to the “nameplate capacity”).
We approximate the power generation by a simplified power curve that specifies a minimum “starting threshold” for solar radiation and wind speed for the power generation to begin from where the power generation linearly increases to a “plateauing threshold” that is the “nameplate capacity” beyond which the power generation stops increasing irrespective of the solar or wind resources. Wind power generation has a third limit when the wind speed exceeds a critical value, and the wind turbines are stopped to avoid damages due to stormy weather conditions. It should be noted that our spatially averaged wind speed time series never reaches that limit. While the linear increase might appear to be inappropriate, particularly for wind since wind power is increasing by cubic exponent of the wind speed, wind power curves (Buatois et al., 2014; Maclaurin et al., 2019) are surprisingly close to linear between the “starting” and “plateauing thresholds” (Figure 3).
[image: Figure 3]FIGURE 3 | Land-based wind turbine power curves (Maclaurin et al., 2019).
We are aware of spatially and temporarily resolved datasets depicting solar (NREL Solar Integration National Dataset Toolkit, SIND) (GE Energy and National Renewable Energy Laboratory NREL, Golden, CO, 2010; Maclaurin et al., 2019) and wind (Draxl et al., 2015) power generation potential across the United States, but these datasets appear to be geared toward the high-frequency (hourly or by the minutes) variations of these renewable resources and depict short time spans (e.g., SIND is limited to 1-year data). Our primary interest is to better understand both the inter-annual and the seasonal variabilities. Furthermore, our team intends to expand the presented work to the entire North American continent and to the globe in future studies.
The plateau in the power generation curves allows the expression of the power generation as the “capacity factor” ([image: image]) by applying a “starting threshold” ([image: image]), where the power generation starts, and a “plateauing threshold” ([image: image]), so the “capacity factor” ([image: image]) is as follows:
[image: image]
The cumulative surplus/deficit analyses were carried out using normalized power demand (power demand divided by its long-term average) that fluctuates around 1 and, therefore, averages at 1. The energy supply expressed as time-varying “capacity factors” (derived from the observed solar radiation and wind speed records) are also normalized by a constant “excess installation factor” that represents the additional power generation capacity needed to ensure that the energy demands are always met.
The “excess installation factor” can be tuned to eliminate the need for energy storage all time by finding the reciprocal of the lowest “capacity factor” ever arising from the solar radiation or the wind time series as long as the lowest “capacity factor” never reaches zero (0). When it does, then stable power supply cannot be provided without energy storage. Alternatively, the “excess installation factor” can be tuned to overcome longer periods of low-power generation. For example, computing the annual averages of the time-varying “capacity factors” year by year, one could express the “excess installation factor” as the reciprocal of the lowest annual average “capacity factor,” ensuring that the varying renewable resources meet the demand even at times when their annual average is at the lowest.
The normalization allows us to focus on the differences between supply and demand independent of their actual magnitudes without the need to consider where renewable installations are put in place or to align the elasticity of the energy consumptions to supply. We strictly focus on the “storage capacity” needed to balance out periods when there is a deficit between supply and demand.
A modified version of the cumulative surplus/deficit analysis is introduced to account for the round-trip energy losses associated with energy storage. The cumulative deficit calculations are carried out using a full annual cycle as the unit of time so the normalized computations conveniently can be interpreted as the fraction of the annual energy consumption that needs to be stored for reliable delivery of the energy. As a consequence, the “storage capacity” requirements reported here are expressed as a fraction of the annual energy consumption.
All three characteristics, “capacity factor,” “excess installation factor,” and “storage capacity,” are detached from the underlying physical energy quantities, and their dynamics are expressed in relative terms such that they are comparable across regions and scales.
2.1 Study area
The primary focus of this present paper is the Northeast region of the United States, which is part of the C-FEWS study area (Vörösmarty et al., 2023a; Vörösmarty et al., 2023b), comprising Connecticut, Delaware, Massachusetts, Maine, Maryland, New Hampshire, New Jersey, New York, Pennsylvania, Rhode Island, Vermont, and West Virginia. These 12 states span over considerably different climate regimes, while they are economically closely connected to each other.
This paper explores the differences between solar and wind energy generation potentials with respect to energy consumption. In addition to highlighting the differences between the selected 12 states, this paper contrasts those differences with the national averages of the 48 lower states of the CONUS territory. The CONUS serves both as a reference and as a guidance to assess the potential to offset the need for energy storage by interconnectivity to the rest of the nation.
The CONUS is used in this section to demonstrate the inner workings of the statistical analysis and the modified, cumulative surplus/deficit analysis. The methods section includes discussions of the interpretation of the statistical analysis and the results from the cumulative surplus/deficit analysis at considerable length to guide the design of the state level experiments in setting the stage for discussion of the results for the selected 12 states.
2.2 Energy consumption data
Energy consumption data for the United States as a whole and by individual states are available from the Energy Information Agency (EIA) of the Department of Energy (DOE) (EIA, 2022). EIA provides detailed annual and monthly time series of both energy production and consumption by energy sectors. The full time series of the monthly total energy consumption (Figure 4) have some characteristics that are important to highlight because they are relevant for the design of the presented experiments.
[image: Figure 4]FIGURE 4 | Energy consumption of the United States from the Energy Information Agency covering the period of 1973 to present. The black curve shows the EIA monthly energy consumption records, while the red line is the normalized energy consumption (dividing the monthly records by their respective annual means).
Figure 4 shows both the monthly time series of the energy consumption of the United States from 1973 to present and the normalized monthly energy consumption, where the monthly values are divided by their respective annual means. Without formal statistical analysis, one could see that the seasonal variability of the energy consumption is relatively modest and the deviation of normalized energy consumption from its annual average (that is 1 by definition) is only 15%–20%. The energy consumption apparently started to stabilize in the last 3 decades. The seasonal variability seems slightly narrowed in the last 2 decades.
The normalized monthly energy use has an apparent shift in the seasonality from pronounced winter peaks in the 70s to lower winter peaks in the more recent years along with increasing secondary peaks in the summer that were almost absent in the 70s (Figure 4). The quantification and attribution of these shifts would need more in-depth statistical analysis that is beyond the scope of our paper, but it is hard to not interpret the winter peak declines and the increasing summer peaks as a sign of climate change via lowering energy use for heating and increasing use for air conditioning.
Unfortunately, monthly total energy consumption data are only available for the entire United States, and at the state level, only electricity generation is available at monthly granularity. At first glance, our expectation was that the monthly electricity use would follow the seasonality of all the energy consumption. A closer look at the state-level data revealed that in most states, the electricity generation differs from the nationwide dynamics seen in Figure 4. The electricity demands peak in summer, while the total nationwide energy demands peak in winter.
In addition to the absence of energy consumption data depicting the seasonal variations state by state, the transitioning to a 100% renewable future will also require a fundamental shift in the energy consumption itself. Both solar and wind energy sources produce electricity; therefore, a 100% renewable future means that all sectors need to be electrified. It is customary to distinguish primary and secondary energy use, where the primary energy use reflects the energy content of the burnt fossil fuels, while the secondary energy use is the electricity produced after the heat to mechanical energy and to electricity conversions. Moving to renewables cuts off the heat to mechanical energy conversion, but considerable portion of our energy use is heat.
Since the seasonal variation in energy consumption is modest and the peaking in the future will likely change over time both as a consequence of climate change and changes in the power system, our team decided to assume seasonally and inter-annually uniform energy consumption in the present study. The proposed method works well with time-varying energy consumption data. We intend to explore the effects of time variations on energy consumption in future studies.
2.3 Solar radiation and wind speed data
Historical climate data from 1980 to 2019 are from the North American Land Data Assimilation Phase 2 (NLDAS-2 (Xia et al., 2012a; Xia et al., 2012b)), which was used in all studies in the C-FEWS framework (Vörösmarty et al., 2023a). NLDAS-2 data combine energy flux, water flux, and state variables for earth science studies, and the dataset contains 11 primary forcings including long/shortwave radiations and wind speed at 10 m above the surface, which were used in this study.
All 11 primary forcing data within the NLDAS-2 dataset were interpolated from the 3 hourly, 1/8 arc-degree NLDAS-1 dataset. As it concerns this study, the NLDAS solar radiation data were obtained through satellite observation from the Geostationary Operational Environmental Satellite (GOES), and the wind field was simulated from numerical weather prediction (NWP) models (Cosgrove et al., 2003). The dataset has been well studied and validated by the scientific community (Niu et al., 2011; Cai et al., 2014; Barlage et al., 2015; Zhang et al., 2020); thus, the additional validation of NLDAS-2 data was not conducted in this study. The NLDAS-2 data were obtained from the NASA Goddard Earth Sciences Data and Information Services Center (DES DISC, https://disc.gsfc.nasa.gov/, accessed on 05 October 2021), which covers the CONUS from 1980 to 2019.
The gridded, daily solar radiation and wind speed record values from the NLDAS-2 were zonally averaged over the selected states (Connecticut, Delaware, Massachusetts, Maine, Maryland, New Hampshire, New Jersey, New York, Pennsylvania, Rhode Island, Vermont, and West Virginia), comprising the Northeast study region and over the conterminous 48 states of the United States.
The core statistics of the seasonal cycles, such as the daily minimum, maximum, and 25 and 75 percentiles along median values, were computed for each state and the entire CONUS domain (Figure 5). These statistics show marked differences between solar and wind.
[image: Figure 5]FIGURE 5 | Left column: annual average solar radiation and wind speed. Right column: seasonal variability of solar radiation and wind speed over the conterminous United States derived from NLDAS forcing data.
Solar radiation has far greater seasonal variations than wind (considering its median value). Solar radiation goes through a 3.6 times increase between the winter (82.9 [W m-2]) and the summer seasons (295.5 [W m-2]). Wind is seasonally much more “steady” peaking at (4.1 [m s-1]) in April and bottoming out at (2.7 [m s-1]) in August (Figure 5, right column). While the median values of the daily wind speed appear to be less variable than the solar radiation, the range of wind speed on the same day in different years varies more wildly than solar radiations.
On a daily basis, the range of wind speeds averaged over the CONUS could vary as much as solar radiation and has a similar (2.8 times compared to the 3.6 times of solar) ratio between the highest and the lowest spatially averaged wind speed values. Based on seasonal variability, the only viable means of addressing seasonal variabilities is to install some form of energy storage since otherwise, the “excess installation factor” would be at least three to four times the energy demand.
Annually, the average solar and wind energy potential across the CONUS year by year only deviates by a few percentage points (2% for solar and 6% of wind); therefore, a power system relying solely on wind or solar will need only a minor excess capacity to accommodate inter-annual variability. Modest “excess installation factor” would ensure that the system can meet the annual demands even in years with the least amount of solar radiation or wind on an annual basis. Such an excess capacity is probably easier to install than deploying multi-year energy storage solutions. This finding is fundamental in the design of the cumulative surplus/deficit analysis described in the next section.
It was stated earlier that the NLDAS data represent wind speeds ([image: image]) at [image: image] above ground that is significantly less than the height of land-based wind turbines typically at [image: image]. We applied a speed correction using the Prandtl–von Karman formula,
[image: image]
expressing the wind profile of the boundary layer (Dingman, 2015), where [image: image] is the zero-plane displacement and [image: image] is the roughness height, [image: image] is the height of the vegetation, and [image: image] is the friction velocity. The friction velocity can be computed from the wind speed at the reference height ([image: image]) given by the NLDAS data so the wind speed at the height of the wind turbine becomes
[image: image]
In the present study, we assumed that the vegetation height was [image: image] in all states and over the CONUS so the velocity increase at the wind turbine height was uniform and we applied the height correction inside our “capacity factor” computation factoring in the “starting” and the “plateauing threshold” for wind turbines.
2.4 Cumulative surplus/deficit (S-curve) calculations
Cumulative deficit curves were taught to hydrologists for decades to determine the storage capacity requirement of water supply reservoirs (Palotas, 1985). The original graphical method relied on establishing the cumulative S-curve of the incoming flow throughout the year and finding the largest difference between the S-curve and a line with slope representing the integral of steady water demands.
This method is easily extendable to varying demand, by numerically integrating the difference between supply and demand, but carrying out the accumulation only when the supply is less than the demand or the accumulated deficit (the already accumulated difference between demand and supply) is positive. The supply ([image: image], derived from solar and wind speed records) and demand ([image: image], from energy consumption records) were normalized in a manner that incorporates the excess capacity needed via an “excess installation factor” (Figure 6, left column),
[image: image]
which is the ratio of the long-term annual average ([image: image]) and the long-term minimum of the annual means ([image: image]) of the solar or wind resources. The “excess installation factor” ([image: image]) ensures that demands are met even in those years when solar or wind energies are below their long-term average (Figure 6, left column).
[image: Figure 6]FIGURE 6 | Left column: “normalized daily capacity factor” of solar and wind energy contrasted with the normalized energy demand (horizontal line) and “annual capacity factor” (right axis). Right column: modified cumulative deficit computation (for solar and wind) including the energy losses during transporting to and from energy storage and the energy losses due to storage decay.
The cumulative deficit computation can be formalized as follows:
[image: image]
where [image: image] and [image: image] are time series vectors of energy supply and demand, respectively, while [image: image] is the time series of cumulative deficit at any time. The initial value of the cumulative deficit time series ([image: image]) is zero (0). [image: image] is the time step of the time series vectors. Expressing the time step ([image: image]) in the unit of year ([image: image]) and normalizing the demand and supply (i.e., dividing the time series values by their respective long-term mean) ensure that deficit time series can be interpreted as the fraction of the annual energy demand that needs to be stored. The maximum value ([image: image])) is equal to the “storage capacity” needed to balance out the mismatch between supply and demand all the time.
This cumulative surplus/deficit analysis is regularly used for water reservoirs, where the water losses during recharging, discharging, and holding the reservoir storage are normally negligible but that is rarely the case for energy storage. Considering efficiency coefficients for recharge ([image: image]), discharge ([image: image]), and daily storage ([image: image]), equation (5) can be revised as follows:
[image: image]
where [image: image] is the adjusted power deficit including the round-trip energy losses and the daily storage loss. The daily storage decay is related to the annual storage decay [image: image]; therefore, [image: image], where time step ([image: image]) is expressed as the fraction of the year (discussed earlier) (Figure 6).
Along with the changes in cumulative deficit, the time series of energy losses ([image: image]) from the combination of the round-trip energy losses (recharge [image: image] and discharge [image: image]) and the storage decay ([image: image]) can be accounted as follows:
[image: image]
The “total storage capacity” needed to accommodate the storage losses can be computed from the adjusted power deficit [image: image] as [image: image]). The average ([image: image]) of the energy losses [image: image] can be used to adjust the “excess installation factor”:
[image: image]
Since the energy losses are initially not known, the modified cumulative deficit calculations need to be solved iteratively, where an estimate of the “adjusted excess installation factor” ([image: image]) given as
[image: image]
can serve as an initial value for the adjusted “adjusted excess installation factor” ([image: image]).
As a test of the modified cumulative deficit computation, a complementing storage operation algorithm was implemented that practically mirrors the cumulative deficits and starts from a full energy storage system and tracks the state of the energy storage over time. Figure 6, right column, shows the time series of the modified cumulative deficit along with the energy storage variations over time. The cumulative deficits are computed as a fraction of the annual consumption; therefore, “storage capacity” is also represented as a percentage of the computed annual energy consumption that needs to be stored at most to meet the energy demand all the time.
3 RESULTS
The methods section demonstrated the use of a series of simple statistics along with a cumulative deficit calculation over the CONUS to address a series of important questions regarding the viable operation of energy systems solely relying on solar and wind energy. Table 1 provides a summary of the analysis results for the 12 selected states and the CONUS.
TABLE 1 | Summary table of solar and wind resources by the selected states in the Northeast region and the Conterminous United States which serves as a baseline references highlighted in bold characters. The “capacity factor” represents the long-term average of the daily “capacity factors.” The “excess installation factor” ([image: image]) is a measure of the inter-annual variability. The “adjusted excess installation factor” ([image: image]) factors in the excess capacity needed to compensate for the energy losses during recharging, storing, and discharging energy from storage. The net “storage capacity” requirement ([image: image]) is a measure of the inter-annual variability representing the percent of the annual energy consumption that needs to be stored to meet demand all the time. The “total storage capacity” requirement ([image: image]) factors in the additional storage needed to compensate for losses during energy retrieval from storage.
[image: Table 1]Over the CONUS, solar radiation appears to have less inter-annual variability compared to wind based on their respective “adjusted excess installation factors” ([image: image] and [image: image] for solar and wind, respectively, that can be interpreted as 12% and 41% excess capacity, Table 1) that includes the storage needed for the round-trip power losses. It was stated earlier that these low factors suggest that the inter-annual variability can be handled by building excess power generation capacity that meets the demand year around even when the solar or wind resources are annually the lowest.
The seasonal variability is captured by the storage requirement. Solar power and wind energy require similar nationwide “storage capacities” ( [image: image] for solar and [image: image] for wind), despite the marked differences between the seasonal variability of solar radiation and wind speed data (Figure 5). While the seasonal variability of solar energy is higher than that of wind, it tends to be inter-annually more steady and, therefore, more reliable once the seasonality is balanced out. This is visible in Figure 6 on the storage simulation curves (in red) that empty out almost entirely in every year.
The long-term mean “capacity factor” of the solar energy (61% over the CONUS, Table 1) is higher than that for wind (hovering at approximately 38%, Table 1). The 61% “capacity factor” is misleading here because it was computed on a daily average solar insolation that neglects the diurnal variations. The “nameplate capacity” of solar installation is determined by peak solar radiation around noon in summer; then, the “actual capacity factor” is further reduced. For example, the Tinton Falls Solar Farm in New Jersey discussed in Introduction has 15% “actual capacity factor.” Wind resources have much larger inter-annual variabilities (Figure 6) and require more stand-by (year around) storage that is only exhausted in years with the lowest power generations. The simulated storage (Figure 6) rarely tips down to 0 and remains more than half full most of the time.
The high seasonal variability of solar energy explains its smaller role (24.6 [TWh (yr-1)] = 2.8 [GW]) in the national energy mix than wind (74 [TWh (yr-1)] = 9.5 [GW]) (EIA, 2022) despite being more abundant (Jacobson and Delucchi, 2011). Wind offers steadier power supply seasonally but could have serious power shortfalls in some years. This might be acceptable when the missing power is supplemented by fossil fuels, but in a 100% renewable future when all energy is expected to come from renewables, the need for multi-year “stand-by” storage is likely to become less tolerable.
The exact “storage capacity” is a function of the difference between the seasonal variation of the supply and demand. In our experiments, the energy demand was kept constant seasonally and inter-annually. The result from considering the summer peaking electricity demand would be very different and in favor of the solar energy that also peaks in the summer. In contrast, winter peaking energy demand could increase the needed energy “storage capacity” when the energy system relies entirely on solar energy, while the seasonally steadier wind could serve both summer and winter peaking energy demands with similar “storage capacity.”
The most frequently expressed justification of renewable energy is its perceived abundance. Earth receives enough solar energy in a few hours to satisfy the world’s energy needs for a whole year (MacKay, 2009; Murphy, 2021). The abundance of the solar energy is not reflected in the actual deployment of solar or wind energy where the latter is much less abundant and still delivers more power nationwide as we showed earlier. Energy density clearly matters, and other forms of renewables such as wind, hydro, or biomass go through concentrations provided by Earth’s atmosphere, hydrosphere, or ecosystem.
Modern photovoltaic solar panels that are cheap enough for a large-scale deployment have an efficiency of 15–20% which is around their practical limits (Murphy, 2021). These solar panels cannot be placed wall to wall on the ground, so the overall efficiencies of solar farms are much less. For instance, the Tinton Falls Solar Farm (New Jersey) occupying 40 [ha], receiving 190 [W m-2] solar radiation (76 [MW] over its entire area) with a nameplate capacity of 19.88 [MW], has a power output of 26,652 [MWh (yr-1)] = 3 [MW] that is equal to (3 [MW]/76[MW]) 3.94% solar utilization efficiency (7.5 [W m-2]). In contrast, the Ivanpah Solar Power Facility (California, using concentrating mirrors) is not any better, occupying 1,420 [ha] with 310 [W m-2] site resources and producing 940 [GWh (yr-1)] = 107 [MW]. The resulting solar utilization efficiency is 2.4% (7.44 [W m-2]) so the energy produced over a unit land area is remarkably similar to that of Tinton Falls with much less (190 [W m-2] vs. 310 [W m-2]) solar resources.
In contrast, modern wind turbines can reach slightly over 50% efficiency (that is very close to their theoretical limit of 59%) although 40% is more typical (Murphy, 2021). The energy density of wind turbines can be derived from “the rule of thumb” of the turbine placement dictating that the distance between wind turbines side by side should be five to eight times their blade diameter, while their distance along the prevailing wind direction should be 7–15 times their blade diameter (Murphy, 2021). Based on these rules, the wind power produced over a unit area is in the range of 0.2–1.4 W m-2.
Since wind turbines can be co-located with other land uses, unlike solar farms, their overall footprint is much smaller. Combined with their less-severe seasonal variability and their significantly higher efficiency, it is not surprising that wind power has the larger share in renewable energy production in contrast to the abundance of solar energy argument. Studies outlining pathways to 100% renewables tend to propose the installation of more wind than solar (Jacobson and Delucchi, 2011; Jacobson et al., 2015a; Jacobson et al., 2015b; Denholm et al., 2022).
Comparing the nationwide and regional solar and wind energy resources helps to address the need for large, interconnected power transmission lines. The long-term average daily “capacity factor” of solar power across the CONUS (61%, Table 1) is significantly higher than that in any of the 12 states in the Northeast (hovering at approximately 50%, Table 1). This difference indicates that there are states with well above 61% long-term average daily “capacity factor.” Furthermore, the nationwide 1.12 (Table 1) “adjusted excess installation factor” indicates that there are inter-annually much more stable solar resources than those on the East Coast (between 1.18 and 1.20, Table 1). This means that solar deployment in this region would need to add 6%–8% more installed capacity to prepare for less sunny years.
Although the need for slightly more solar power generation alone would not justify the installation of inter-state power transmission lines, the higher long-term average daily “capacity factors” certainly do. Furthermore, the CONUS spans across four time zones. The diurnal variability shifts from the East Coast to the West; therefore, solar farms on the West Coast can provide power when the Sun goes down on the East Coast while the energy consumption peaks. On the other hand, the need for 22.4% (Table 1) of the annual consumption as energy storage compared to the 24.2%–28.3% (Table 1) in the Northeast region demonstrates that long distance interconnectivity only partially can reduce the need for energy storage.
The wind resources over the CONUS also have higher long-term average “capacity factor” nationwide (38%, Table 1) compared to the 12 states on the Northeast coast (ranging between 27%–38%, Table 1), so there are places around the nation with more steady wind resources than in the Northeast. On the other hand, the “adjusted excess installation factor” (between 1.21 and 1.49, Table 1) is a little bit better in some of the states in the Northeast than over the CONUS (1.41, Table 1). The 17.4%–35.5% (Table 1) energy “storage capacity” needs for wind energy in the Northeast region encapsulates the 24.9% nationwide average (Table 1). Some states (e.g., Maine or New Hampshire) have more steady wind resources on their own than if they were connected to a nationwide grid.
3.1 Regional inter-annual variabilities
The “(adjusted) excess installation factor” for solar installation ranging between 1.17 and 1.20 (Table 1) in the Northeast region is likely to be a robust metric of the inter-annual variability and the excess power generation capacities needed to weather out years, when solar insolation falls below the long-term average. The Northeast states from West Virginia to Maine have slightly higher “adjusted excess installation factor” than the nationwide average. Therefore, these states would need to deploy marginally more excess solar generation capacity to ensure that the energy demands are always met.
The “adjusted excess installation factors” for wind are slightly lower (in the 1.10–1.24 range, Table 1) in the Northeast states than the national average (1.25, Table 1), indicating that inter-annually, the wind resources are more stable than elsewhere on average in the nation. The proximity of these states to the Atlantic Ocean undermines the feasibility of the deployment of wind turbines since this region is prone to hurricanes and the wind turbines near to the coast or offshore are almost guaranteed to be hit by hurricanes during their 25+ years’ life span (Rose et al., 2012).
The annual averages of both the solar and the wind “capacity factors” appear to follow upward trends (Figures 9, 10) deserving more in-depth analyses in future studies.
3.2 Seasonal variability
The seasonality of solar radiation (Figure 7) is very similar to the nationwide conditions (Figure 5). The summer peak of solar radiation does not vary much between states despite the considerable latitudinal differences. Apparently, the lower Sun angles at higher latitudes are compensated by the increased length of the daylight periods during summer. Summer peaks appear to be quite uniform over the region although less sunny than over the CONUS. The differences are greater during winter, when the states further north have a larger drop than the southern states. These differences are quantified in Table 1, showing the “storage capacity” needed (in the range of 24.1%–28.3%, Table 1) to align power generation with consumption (as a measure of the seasonal variability) is clearly higher in these Northeast states than the national average (22.4%, Table 1).
[image: Figure 7]FIGURE 7 | Seasonal variability of solar radiation for 12 selected states in the Northeast region of the United States. The presented statistics (minimum, 25 percentile, median, 75 percentile, and maximum) follow the legend in Figure 5.
The seasonal variability of wind is similarly uniform among the 12 states (Figure 8). The summer low and early spring high is more aligned with the consumption regime, so it is clearly better suited for power generation. The median value of the daily wind speeds appears to be closer to the 25 percentile than the 75 percentile (Figure 8), suggesting an asymmetric distribution that is skewed toward the lower values. The median daily values of solar radiation (Figure 7) are closer to the 75 percentile, which is a sign of an asymmetric distribution skewed toward higher values.
[image: Figure 8]FIGURE 8 | Seasonal variability of wind speed for 12 selected states in the Northeast region of the United States. The presented statistics (minimum, 25 percentile, median, 75 percentile, and maximum) follow the legend in Figure 5.
4 DISCUSSION
Our accounting approach allows us to assess the feasibility of transitioning the energy sector to rely entirely on varying renewable energy sources in our study region. We can quantify the a) “excess, installation factor” and b) “storage capacity” needed, excluding the third option of coping with varying energy sources by curtailing energy demand.
Figures 9, 10 show normalized energy consumption along with normalized daily solar and wind energy resources (scaled to meet consumption by the “adjusted excess installation factor”). The daily variability of wind energy is clearly more hectic than solar.
[image: Figure 9]FIGURE 9 | Normalized energy consumption (horizontal line at 1) along with daily normalized solar “capacity factor” and the mean annual average solar “capacity factor” (left axis).
[image: Figure 10]FIGURE 10 | Normalized energy consumption (horizontal line at 1) along with daily normalized wind “capacity factor” and the mean annual average wind “capacity factor” (left axis).
The modified cumulative surplus/deficit analysis refined our estimates of the excess installation and storage requirements to factor in the round-trip energy losses due to storage. The three coefficients ([image: image]—recharge, [image: image]—discharge, and [image: image]—annual decay) allow modeling of a wide array of storage solutions.
Pumped storage could be represented via a recharge coefficient ([image: image]) that includes energy losses during pumping, and additional frictional energy losses in the pipes that deliver the water. The evaporation losses in the reservoir could be interpreted as storage decay coefficients ([image: image]). The frictional losses through pipes and the energy losses in the turbines during power generation can be depicted in the ([image: image]).
These coefficients could be tuned to various forms of energy storage. Hydrogen economy could be represented as energy losses during hydrolysis (to separate hydrogen and oxygen from water) and transportation as the recharge coefficient ([image: image]). Assuming that high-pressure tanks store hydrogen without any losses, the storage decay coefficient ([image: image]) could be represented as 0, while the discharge coefficient ([image: image]) could factor in the efficiency of the heat engines, when hydrogen is used in some form of combustion to create mechanical power.
In the present paper, the recharge coefficient was set to [image: image], the discharge coefficient was set to [image: image] and the annual storage decay was set to [image: image]. These are admittedly arbitrary numbers and were meant to demonstrate the workings of the storage modeling without the full exploration of the sensitivity of the results to these parameters.
Changes to these parameters impact both the “total storage capacity” needs ([image: image]) and the excess “capacity factor” ([image: image]). Lower values of all three coefficients ([image: image], [image: image], and [image: image]) lead to an increase in the excess “capacity factor” ([image: image]), but only the lower discharge coefficient ([image: image] guarantees an increase in both the “adjusted excess installation factor” and storage. Higher “adjusted excess capacity factors” ([image: image]) can lower the “total storage capacity” needs ([image: image]) by increasing the length of the time periods when power generation meets the demand without storage.
Table 1 summarizes the energy “storage capacity” needed ([image: image]) to align the power supply from solar or wind with demand and the “total storage capacity” needed ([image: image]) to accommodate energy losses (roundtrip and storage) resulting from adding energy storage along with the adjusted excess capacity to compensate for the energy losses. The “total storage capacity” ([image: image]) is always higher than the “storage capacity” ([image: image]) to compensate for differences between energy supply and demand.
Since the bulk of the “total storage capacity” arises primarily from the cumulative deficit and the energy losses contribute less, our results are informative about the energy storage needs for a storage solution with modest energy losses. Future analyses might test the impacts of storage solutions such that a “hydrogen” economy where both the conversion of electricity to hydrogen and from hydrogen to electricity is highly inefficient, and therefore, the storage requirement leads to substantial excess power generation needs.
Figures 11, 12 show the application of the adjusted cumulative supply/deficit analysis for the 12 states. The deficit time series mirrors the simulated storage time series. The solar deficit and storage variation is more regular for each state, and most of the storage is utilized in each year. Wind resources are clearly more hectic. In some years, they only deplete the storage partially but in other years empty out the storage entirely.
[image: Figure 11]FIGURE 11 | Modified cumulative solar deficit computation for the 12 states including the energy losses during transferring to and from energy storage and the energy losses due to storage decay. The figure follows the legend on the left column from Figure 6.
[image: Figure 12]FIGURE 12 | Modified cumulative wind deficit computation for the 12 states including the energy losses during transporting to and from energy storage and the energy losses due to storage decay. The figure follows the legend on the left column from Figure 6.
Nationwide, the “total storage capacity” needed for building out a renewable energy future solely using solar power is 22.4% vs. wind 24.9%. These ratios for all Northeast states are ranging between 24.2%–28.3% and 17.4%–35.5% for solar and wind, respectively (Table 1). The wind resources have more inter-annual variability just like nationwide. Just like in the nationwide application of our method, the more modest inter-annual variability of solar resources leads to a storage requirement that is exhausted more completely each year (the storage drops down to near 0 in almost every year (Figure 11), while the more hectic inter-annual variation offsets the more reliable seasonal variability of the wind power availability leading to “total storage capacity” requirement that have a large “stand-by” (year-to-year) part since the “storage capacity” is rarely exhausted entirely (Figure 12).
The difference between the regional (state-wide) needs and the national average appears to be a good indicator of the potential contribution of a nationwide electric transmission connectivity to reduce the need for energy storage. Long-distance energy transport (that has its own potentially substantial energy losses) can lower the need for energy storage, but the CONUS is on the same hemisphere experiencing the same climate regimes; therefore, the availabilities of solar power are closely correlated.
Based on the presented analyses, the 100% reliance on solar or wind energy in the Northeast region is not feasible without massive energy storage which is between the 24.1%–28.3% and 17.4%–35.5% of the annual energy consumption for solar and wind respectively. The nationwide connectivity can reduce these storage needs to the national averages (22.4% for solar and 24.9% for wind) or perhaps further if all the power generation moves to the more favorable places; however, even in Texas (one of the most Southern state with the best solar and wind resources), there exists substantial spatial variability in renewable energy resources (Kumler et al., 2019).
The “total storage capacity” far exceeds the few hours of energy storage that is typically factored in (if at all) levelized cost analyses comparing different energy sources (Branker, Pathak, and Pearce, 2011; Lai et al., 2017). The lack of accounting for the severe power shortages associated with varied renewable resources is leading to renewables regularly beating nuclear energy in operational costs despite the much more reliable and steady power.
Recent analysis outlining the path to a 100% renewable future (Jacobson et al., 2015a; Jacobson et al., 2015b; Denholm et al., 2022) envisioned the use of geothermal and hydrogen storage. It is necessary to note that neither of these storage solutions were ever deployed at regional scales, and the ability of these solutions to scale up is unproven, leaving both studies in the realm of fiction rather than engineering.
The geothermal storage (Jacobson et al., 2015b) was based on a single experiment (Sibbitt et al., 2012) carried out in Alberta, Canada, that utilized a thermal solar system for heating and cooling where the excess heat from air conditioning in the summer was stored in boreholes and retrieved for heating in the winter. The expectation that a single experiment can be scaled to nationwide application is undoubtedly brave.
The anticipation of building out hydrogen storage facilities in scale by 2035 is similarly ambitious, but at least, the authors (Denholm et al., 2022) admit that such storage system does not exist in industrial scales.
4.1 Alternative renewable energy sources
Alternative energy sources such as hydropower or biofuels are far behind solar and wind power in abundance. Globally, the total potential energy of runoff landing on the continental surfaces is only 3.5 [TW] (based on the product of the annual discharge to oceans [image: image] that is the result of approximately [image: image] runoff from unit area of land (Fekete et al., 2002) and runoff weighted average elevation [image: image] multiplied by the density of water and the gravitational acceleration on Earth’s surface (Fekete et al., 2010)). The actual hydropower that can be extracted is much less since some energy has to be left in the rivers to be able to reach the oceans. The 3.5 [TW] pales compared to the global energy use today that is 18 [TW] (Murphy, 2021).
Another way to understand the role that hydropower can play is to consider the aforementioned continental runoff expressed as [image: image] in the mass flow rate after factoring in the density of water. The potential energy power in that mass flow rate is [image: image] that is much less than the actual [image: image] solar or [image: image] wind energy production potentials. In contrast, the current 18[TW] global energy consumption over the [image: image] continental area can be expressed as [image: image].
One also must realize the poor energy density of hydropower. The energy content of lifting 1 [l] that is 1 [kg] mass by 1 m has a potential energy content of 9.81 [J]. In contrast, warming up the same amount of water by one degree Celsius takes 4,184 [J]. It is worth noting that the heat capacity of liquid water varies more—as a function of its temperature—than its potential energy, but it is normally assumed to be constant. Warming up 1 [l] of water from room temperature (20 [°C]) to boiling (100 [°C]) to make a pot of coffee takes up as much energy as lifting up the same amount of water to [image: image]. Alternatively, the energy content of 33 [tone] (or 33 [m3]) water lifted to 1[m] height is the same as boiling 1[l] from room temperature to boiling.
In order to estimate national and state-by-state hydropower potentials, water balance/transport models (WBMs) (Vörösmarty et al., 1989; Fekete et al., 2010; Wisser et al., 2010) were carried out for the CONUS domain using the NLDAS forcing data (Xia et al., 2012a; Cai et al., 2014; Zhang et al., 2020) using a gridded network derived from HydroSHEDS (Lehner et al., 2006) 1’ resolution grid on geographic coordinates.
The hydropower potential was computed from monthly mean discharge estimates for each grid cell of the simulated gridded network assuming steady-state flow conditions when the kinetic energy of the flow is constant and the energy loss due to friction is compensated by the loss of potential energy. Under such conditions, the energy that can be extracted is a portion of the lost potential energy by creating impoundments that reduce the flow velocity and in return reducing the frictional energy losses. As an upper estimate of the hydropower of all the rivers, the potential energy loss [image: image] was computed in power terms for each grid cell and summed up for the CONUS and state by state.
Hydropower potential appears to have far more inter-annual variability than solar. The ratio of the median and the minimum annual average hydropower potential (that was termed as excess factor) is [image: image] over the CONUS and is significantly higher than the “excess installation factor” solar ([image: image]) and similar to wind ([image: image]) power without adjustment for the roundtrip energy losses during energy storage. Figure 13 shows the inter-annual and seasonal variabilities of the normalized hydropower potential in the 12 Northeast states. The seasonality in all 12 states appears to be in line with the national average. Although hydropower potential appears to be the lowest in the summer nationwide and in all 12 states, the states at higher latitudes experience a second drop in hydropower during the winter months when the solar power is the lowest.
[image: Figure 13]FIGURE 13 | Inter-annual and seasonal variability of the normalized hydropower potential in the 12 Northeast states.
Table 2 shows the percentage of the annual consumption that hydropower can provide in the 12 Northeast states and over the CONUS. Maine, New Hampshire, and Vermont stand out with high potential hydropower which is misleading. Although these states are mountainous and in wet regions of the nation, they are also sparsely populated.
TABLE 2 | Percent of the annual consumption that biofuel and potential hydropower can provide.
[image: Table 2]In addition to exploring the viability to complement solar and wind power generation with hydropower, plant growth modeling was performed by estimating the biofuel expressed as total energy that could be grown if all suitable croplands were converted to energy crops. This study utilized the crop modeling experiment carried out in this special issue (Lin et al., 2023). Since harvested crops are a form of energy storage, their energy content can be contrasted directly with the annual energy consumption to evaluate how that relates to the energy storage needed according to the cumulative surplus/deficit analysis.
The energy consumption of the CONUS and the 12 states was compared to the amount of biofuel that could be possibly grown in each state along with the hydropower potential (Table 2). It is important to note that the potential energy from biofuel and hydropower represents unrealistic extremes. Converting all croplands to energy crops or impounding all rivers to the point that they have no more potential energy to reach oceans is clearly impossible. It is safe to state that biofuel and hydropower cannot provide the missing energy to eliminate the significant energy storage for 100% reliance on solar or wind power generation. The CONUS value turns out far below the 12 states, which are clearly the wetter part of the country with more hydropower potential and crop production.
4.2 International outlook
In recent decades, Europe advanced aggressively in transitioning to renewable energy sources and reached high renewable penetration. Their experiences could serve as validation of the analyses presented in this paper. Europe in general resides higher north than most of the US territories. Benefiting from the Gulf current, Denmark, Finland, Norway, Scotland, and Sweden are significantly milder than comparable areas in Canada at the same latitude. Consequently, most European countries have less solar resources, particularly in the winter, than the United States.
The impact of the higher latitude is exacerbated further by more clouds in the winter period. Most of the aforementioned countries have 80% or more cloud cover in the winter, while few places reach 70% cloud cover in the United States according to the long-term mean monthly cloud cover from the Climate Research Unit of East Anglia (Mitchell et al., 2004).
Europe also invested heavily in the interconnectivity of the electric grid. European countries form the Continental Synchronous Area, which is the largest electrical grid in the world. This phase-locked electric grid maintains the same 50 Hz frequency across all participating nations and connects 24 countries, serving over 400 million people. The grid is steadily expanding and already has synchronized connections to Algeria, Morocco, Tunisia, and Turkey (Wikipedia, 2022). The expansion to the first three of these countries was motivated by plans to install large solar farms in deserts of Northern Africa where solar resources are far more plentiful than anywhere else in Europe.
The level of connectivity that the Continental Synchronous Area provides is valuable to shift excess power generation to places with power shortages. However, the degree to which it is capable in lowering the need for storage is limited. While the interconnectivity makes the grid more reliable most of the time, a sudden drop in power generation could trigger a snowball rolling event that potentially risks the operation of the entire grid. Europe already experienced such events (most recently on 8 January 2021) (Starn et al., 2021) resulting from a sudden increase in energy demand in Croatia, and similar collapses also happened in the past when renewables failed to deliver power.
The higher level of interconnectivity does not lead to higher energy security when the variabilities of power generation potentials of the connected regions are similar. This appears to be the case for wind resources around the North Sea (Buatois et al., 2014). When wind power generation is low in Scotland, it is often low everywhere else. The same is true for stormy weather such that when wind turbines are stopped around Denmark due to series of storms. They are likely experiencing high winds elsewhere around the North Sea.
The high penetration of renewables in electric power generation in Europe is enabled by fossil fuel (most notable natural gas) backup that is essentially serving as “battery.” This is evidenced by a recent vote in the European Union accepting natural gas (Cliford, 2022) in its “taxonomy of sustainable activities” (European Commission, 2020) in the middle of an energy crisis that is clearly emerging from Europe’s heavy reliance on natural gas imported from Russia.
Accepting natural gas as part of sustainable activities, the Council of the European Union has mandated its member states to maintain natural gas storage capacities that meet 35% of their annual gas consumption and recommended in 2022 to fill up these storages to 80% at a minimum as countries were heading into winter (European Council, 2022). Although this regulation is driven by the current usage of natural gas, the 35% appears to point to the similar magnitude for storage requirements that we found with cumulative deficit computation.
Hungary is among the countries with excess natural gas storage capacity where exhausted natural gas fields are converted into natural storage. While these storage facilities might serve as a sustainable green energy infrastructure in the future in storing hydrogen or some form of synthetic gas produced in the summer from excess power as an NREL study (Denholm et al., 2022) envisioned. Such energy storage likely would endure substantial energy losses, both during the production of the hydrogen or synthetic fuel and during their conversion back to mechanical power as electricity. When hydrogen or synthetic fuel is burned, they are also subject to the Carnot efficiency of thermal power generation; therefore, a hydrogen economy would need to add substantial excess power generation capacities to compensate for these energy losses.
4.3 Future directions
The presented work in our study is more of a proof of concept than a definite accounting that could be used for planning out the exact energy storage infrastructures. We are convinced that our approach is fundamentally solid, and it should be an integral part in future energy studies for outlining our truly “fossil fuel-free” future. Our team envisions three directions to refine the presented work.
First, utilizing the parameterization of the energy storage technologies—via recharge, discharge, and storage decay energy losses—can be applied to different energy storage pathways. For example, lithium batteries have modest recharge, discharge, or decay losses, but they are severely limited by the material requirements. Sodium have similar chemical properties to lithium but more abundant. While the energy density of sodium batteries is lower than lithium batteries, it is acceptable for grid-scale storage. Alternatively, aluminum batteries might also work well at grid scales. Aluminum batteries are not rechargeable, but recycling aluminum batteries might well serve seasonal power storage. In addition to batteries, synthetic fuels or hydrogen might also satisfy the energy storage needs.
The second direction is to study the seasonal variations in energy consumption and explore anticipated changes resulting from the shifting away from using fossil fuels to a full electrification of all the energy sectors. Combined with changing climate and consumer adoption of various technologies such as heat pumps and/or increasing demand for air conditioning, the seasonality of energy demands is likely to change considerably in future.
Third, the variability of renewable energy sources differs significantly spatially. Identifying places where the energy production is more in line with consumption could contribute to a significant reduction of the energy storage capacity needs. While the complete elimination is highly unlikely, any reduction in the energy storage needed by better sitting of the renewable deployment would be a significant step toward sustainable energy production.
In addition to the three directions to refine the present study, our team is also working on a thorough assessment of the roles that hydropower can play in providing energy storage. While the energy density of hydropower pales compared to solar or wind resources, there are a few places around the world where they can play significant roles. The unique geography of Norway allowed the installation of power generation turbines to existing lakes without much if any expansion of the inundated areas. Coastal areas around Scandinavia or Chile appear to be ideal locations for pumped storage possibly relying on sea water if the freshwater resources are limited.
Our plan is to revisit the Global Atlas of Closed-Loop Pumped Hydro Energy Storage (Stocks et al., 2021). This atlas identified 616,000 potential storage sites (with minimum [image: image] volumetric storage capacity and [image: image] elevation difference) and claims that these pairs of reservoirs can provide [image: image] energy storage capacity that is [image: image] on average that the authors grouped into 2, 5, 15, 50, and [image: image] energy storage categories. We showed before that the potential energy in runoff globally is only [image: image]. This is only 33% more than the energy storage over these potential sites with a few hundred hectares catchment area upstream (according to the authors). It is unclear how such reservoirs would be filled up in reasonable time.
Assuming 18 h of operations producing [image: image] energy will require anywhere between [image: image] flow rates passing through the pipes connecting the upper and lower reservoirs that are equivalent to medium to large rivers. The [image: image] energy generation in 18 h would require 8.3 GW turbine capacity that is the same as the installed capacity of the Tucurul Dam in Brazil, which is the eighth largest hydropower station in the world.
Another team attempting to assess the potential in pumped hydropower arrived to [image: image] potential capacity (Hunt et al., 2020). Their method involved identifying candidate reservoir sites and nearby rivers to support the pumped hydropower operation. At [image: image] global energy consumption, the [image: image] energy storage estimates translate to 40–50 days of energy storage at best. Our team intends to reproduce these potential storage sites and incorporate them into the hydrological modeling infrastructure discussed earlier and assess the feasibility of their operation for long-term storage.
5 CONCLUSION
Transitioning to sustainable green energy systems relying on renewable power sources is primarily driven by the anticipated catastrophes arising from climate change. The rapid decline of the cost of renewable energy sources—most notably solar and wind—has led to increasing optimism about the viability of a future relying 100% on renewables. In cost comparison to other forms of energy, it is customary to either neglect the intermittencies of renewable energy sources or assume that a few hours of energy storage will be sufficient to balance out periods when renewables fall short delivering power.
In the present study, modified cumulative surplus/deficit analysis (borrowed from water resource management practices to find the necessary storage capacity of future reservoirs) was adopted that included the energy losses occurring during recharging and discharging energy storage along with energy storage decay in the storage medium. This modified surplus/deficit analysis was applied to normalize the time series of solar radiation and wind speed records as “supply” along with state and nationwide energy consumption data in demand.
The key findings of our study are as follows:
1. Inter-annual variability is probably manageable via building modest excess capacity to ensure that the energy demands are met, even in those years when the availability of solar and wind resources were the lowest.
2. Seasonal variability can be handled only by sufficient “storage capacity” in the order of several months’ worth of energy use that far exceeds the customary few hours in levelized cost comparisons. The state-level “storage capacity” in the Northeast region is similar to the nationwide average.
3. A national grid will not be able to eliminate the need for energy storage but could enable the nation to strategically place renewable energy generation where the power generation is more favorable. In the case of the Northeast region, this would likely lead to moving much of the power generation to other parts of the nation.
4. Hydropower and/or biofuels will not have significant contribution to mitigate the intermittency of solar and wind.
The analyses presented in this study were complemented with an international outlook to countries with a high penetration of renewable power generation in Europe and confirmed our assertion that renewables can be deployed in the energy system only if sufficient backup energy sources are available that are currently provided by fossil fuels.
Natural gas is often viewed as a “bridge fuel” in our transition to a sustainable green economy, where natural gas with carbon capture and sequestration as a “firm clean energy” is playing the role of energy storage. Renewable energy sources today alone cannot meet all energy demands. Unless viable grid-scale energy storage solutions—which can store a quarter or more of the annual energy consumption—emerge, renewables plus fossil fuels such as natural gas (with or without carbon capture and sequestration) are bridges to nowhere.
Perhaps, it is time to revise our current focus on “decarbonization” and move toward a true “fossil fuel-free” future. “Fossil fuel-free” future would solve climate change as a by-product while taking the right step toward sustainability, unlike the clearly unsustainable “net-zero decarbonization” that still relies on fossil fuels via carbon capture and sequestration as “firm clean energy source.”
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Performance indicator

Ammonia price

scenario

Net cash flow (§ Million) $119.11 -$101.85
Producer investor value ($ Million) $215.46 $122.36
Community investor value ($ Million) $268.09 $177.36
ROI (Producer investor) 79.01% 44.87%
ROI (Community investor) 229.39% 151.76%
Payback period (Years) 14 16
Producer value/share ss61962 | sa54781
Investor value/share $10,340.47 $7,903.33
Replacement multiplier 115 | 087
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Performance indicators

Ammonia price

scenario

Net cash flow ($ Million) $67.46 ~$150.73
Producer investor value ($ Million) $162.70 $69.59
Community investor value ($ Million) $55.48 -$38.03
ROI (Producer investor) 49.99% 21.38%
ROI (Community investor) 14.92% -1022%
Payback period (Years) 14 17
Producer value/share $5,619.62 $4,547.81
Investor value/share $4,305.48 $3,363.57
Replacement multiplier w0 084
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Variable  Average Std. Minimum  Maximum Elasticity &, = s Elasticity = dividend
Dev elasti
Price discount Dividend
rate rate

ROIPI* 0.499 0161 | 0259 0743 324 427 0.0000
\

ROIP2 0213 0133 | 0018 1 0411 1192 2134 03953
ROICI 0358 0.063 ‘ 0257 ‘ 0445 162 214 0.0000
ROIC2 0.099 0051 | 0.169 630 872 00036
RM1 1296 (v 1470 -081 -106 0.0007
RM2 1.047 0094 | 1.190 083 -1.08 0.0000

*Numbers refer to scenarios.
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Performance indicators

Ammonia price

scenario

Net cash flow (§ Million) $24198 $23.80
Producer investor value ($ Million) $21546 $122.36
Community investor value ($ Million) $12597 $3246
ROI (Producer investor) 79.01% 44.87%
ROI (Community investor) 4042% 10.42%
Payback period (Years) 12 14
Producer value/share $5,619.62 $4,547.81
Investor value/share $4,408.11 $3,466.20
Replacement multiplier 131 103
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Performance indicators

Ammonia price

scenario

Net cash flow ($ Million) $363.37 $145.47
Producer investor value ($ Million) $10071 §7.21
Community investor value ($ Million) $100.08 $6.69
ROI (Producer Investor) 25.85% 185%
ROI (Community Investor) 25.69% 172%
Payback period (Years) 10 12
Producer value/share $3,950.84 $3,197.31
Investor value/share $3,94571 $3,193.16
Replacement multiplier 147 119
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Variables Conventional SOEC

Higher efficiency Lower efficiency Higher efficiency® Lower efficiency
Energy-to-ammonia rate (MWh/MT) 84 ‘ 105 65 81
Total turbines 302 \ o 24| 291
Turbine Cost [$1,094/kW (NREL, 2018)] $594,698,400 | $744,357,600 $460792.800 $573,037,200
BOSC ($350/kW) $190260000 | $238,140,000 $147,020000 $183,330,000
Total Capital Expenditure [ $784,958,400 \ $982,497,600 §608,212800 | §756,367,200
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Variables Conventional SOEC

Higher efficiency Lower Higher Lower efficiency
(84 MWh/MT) efficiency(10.5 MWh/MT)  efficiency(6.5 MWh/MT) (8.1 MWh/MT)
Energy Production capital §78496 $982.50 $608.21 $756.37
expenditure ($ Million) (from
Table 2)
Ammonia production capital 516494 516494 $173.51 17351

expenditure ($ Million)

Total capital cost ($ Million) $949.90 $1,147.44 $781.72 $929.88

 Capital intensity ($/MT) $3,827.34 $4,62327 $3,14971 $3,746.68






OPS/images/fenvs-10-1070212/fenvs-10-1070212-t004.jpg
Variable Average Std. Dev. Minimum Minimum

Scenario 1 $610.08 $65.26 $610.00 $482.00 $697.00

Scenario 2 $475.16 $165.17 $494.00 $177.00 $790.00
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Performance indicators

Ammonia price

scenario

Replacement multiplier

Net cash flow ($ Million) 125856 $807.99
 Producer investor value (8 Million) $484.87 $291.51
Community investor value ($ Million) $483.73 $290.63
ROI (Producer Investor) 124.46% 74.83%
ROI (Community Investor) 124.17% 74.60%
Payback period (Years) 10 12
broducer value/share $7,046.48 $5,488.39
Investor value/share $7,037.33 $5,481.26
262 204
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Average planted area Recommended nitrogen Anhydrous NH3 Anhydrous NH; required for

(2017-2019) (Ha) fertilizer (kg/Ha) equivalent (kg/Ha) planted area (MT)
‘ Corn ‘ 418,176 195.0 278 | 99,459
‘ Cotton ‘ 15,082 1950 2378 3,588
‘ Sorghum ‘ 303,650 121 1367 | 41,506
[ Soybeans ‘ 16108 1793 2187 \ 10,084
"Whea( ‘ 570338 | 1345 93,551
‘ Total ‘ 1,353,354 248,188

Source: USDA-NASS (USDA-NASS, 2019b); USDA-ERS (USDA-NASS, 2019b).
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System Measures/Indicators

Food Amount of food products (metric tons) used to generate energy (e.g., biofuels) (Btu); food imports over total exports (%); total

food production (metric tons)

Energy Electricity (KWh) and crude oil and natural gas consumption (Btu) needed to produce food (metric tons) and water (m°); total
energy production (Btu)

Total water withdrawals (m), water for human consumption (m°), water withdrawal to produce food and energy (iters per

kg/KWh)

Water
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Domain

Measures/Indicators

Social Adults’ working hours (dimensionless) (a measure of leisure time), degradation and depletion of FEW resources
(dimensionless) (a measure of reduced social welfare), and basic knowledge and skills (dimensionless) (education)

Economic

Employment rate (dimensionless), average income (§), and state revenue ($) (public/private goods and services and
severance tax)
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Plant-to-plant
interference

Specific setting

Description

Baseline On - Historical climate (1980-2019) and electricity generation.
Baseline-NI off - Historical climate, but no connectivity of power plant impacts along river
networks.
Clean Water On Apply Strict 316(a) Adjusted thermal effluent levels and available capacities from baseline when river
Act (CWA) temperatures approach CWA threshold limits.
Cooling Tower (CT) On Convert cooling from once-through | All once-through systems under Baseline are converted to recirculating cooling
to recirculating systems, which is a more efficient cooling technology and eliminate the water
thermal pollution.
Fixed Coal Fuel On Fixed power plants only use coal All power plants under Baseline only use coal as fuel type
(Fixed-CF)

Extreme Climate

Off for Baseline-NI, On for
the rest

Repeat extreme climate year

Intensified heat waves or droughts during 2010-2019 (10 years).
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Power production
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Example Student Suggest

“Focus on initiating a whole-cohort collaboration in
the spring semester and focus the second semester on

following through and completing that collaboratios

“Create a project that is based more on how students
implemented FEW nexus [concepts] into their current
dissertation”

“Allocate a lot of t

me for the team to explore potential

avenues that integrate everyone’ interests”

“The faculty could provide project ideas to the cohort
and supply related data and resources. Also, the
faculty member could act as  project advisor to
provide structure in both project development and

ng”

lears

Improvement
Timing of group formation: project groups were formed
earlier in the introductory course for the latter iterations

of the sequence®

Topic selection: topic selection was discussed carlier in
the semester and students were encouraged to identify
topics that were relevant to each members research

interests”

Mentorship: faculty members working at the FEW nexus
proposed project topics, provided data, and oversa the

projects completed in the third iteration of the sequence®

‘See more about team formation in Cheruvelil et al. (2014) and Bosque-Pérez et al. (2016).

“See more about topic selection in Bosque-Pérey et al. (2016).

See more about Mentorship in National Research Council (2015)

Benefits

+ Allowed students time to bring the product to
completion

+ Allowed students to seck out resources as needed

« Summer break became a productive time for group
work

+ Projects are more relevant to students' primary
doctoral research

+ Topics ideally align with the research focus of each
student

+ Students can integrate the project into their

dissertation work.

+ Increased faculty involvement in the projects
beyond the two course instructors

+ Provided students with a mentor to help develop
methods,skills, and expertise specific to their project

+ Promotes the sustainabiliy of the sequence through

the increased faculty engagement
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Research Topic and FEW area

An agent-based model of altruism in a Northwestern US

subsistence fishing community (Food, Water)

Climate change modeling to predict crop yields in the
MidAtlantic US (Food, Water)

Use of plant growth promoting rhizobacteria for soil health in

farming (Food, Water)

Assessment of a promotion of vegetarian-based diets in

colleges on health outcomes (Food, Energy)

Understanding the breadth within (or lack of) research being

conducted at the FEW Nexus (Food, Water, Energy)

Mapping COVID-19 impacts on income/ability to pay for food
and energy in the US in 2020. (Food, Energy)

Implementation of a pesticide database at the state government
level (Food, Water)

“The impact of socioeconomic status on COVID-19 mortality
ina Southern US state in 2020 (Food, Water)

Electrifying for health in New York City (Energy)

Sustainable food choice questionnaire for college students
(Food, Energy)

Investigating ecology and fitness traits of Salmonella from
alternative water sources (Food, Water)

Life cycle assessment of agrivoltaic farming to combat FEW
vulnerabilities (Food, Water, Energy)

Brownfield revitalization in Baltimore, MD (Food, Water,

Energy)

2

Disciplines represented

Public policy; environmental microbiology

Atmospheric & oceanic sciences; environmental science &

technology

Environmental n

obiology; environmental health science;

plant science

Environmental science & technology; environmental health

sciences geographical sciences

Anthropology; environmental health science; planning and

preservation

Geographical sciences; civil & environmental engineering

Environmental health science; environmental science &

technology

obial Ecology;

Environmental health science; civil & environmental

engineering

Planning and preservation; plant science
Environmental health science; environmental Science &
technology; environmental health science

Biology; plant science

Environmental science & technology

Product(s)

Manuscript

Manuscript

Extension materials

Grant proposal

Manuscript and grant

proposal

Manuscript

Policy memo

Manuscrip

Website story map

Literature review and

stakeholder survey

Manus.

Extension materials

Extension materials
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Student quote examples

Interdisciplinary research
Collaboration

Oral and written communication (especially to diverse

audiences)

Content knowledge (especially topics at the FEW nexus)

Other

“Awareness of how research is conducted, and is valued, in other disciplines.”

*...the ability to form and work in interdisciplinary groups..”

“Developing communication skills was also a key highlight throughout the course there
were numerous opportunities to present and get comfortable with delivering information
that s key to research”

“...this course was helpful because it exposed me to different aspects of the FEW nexus”

*...opportunity to learn from researchers from diverse career paths”
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Country name 2010 2050 2080

CCSM GISS FIO CCsM GISS. FIO CCSM GISS. FIO

Northern Africa Algeria 03 03 03 07 06 06 05 05 05
Egypt s 17 17 25 w25 25 29 31

Western Sahara 03 03 03 06 07 04 06 13 05

Libyan Arab Jamahiriya | os 06 06 09 14 0 | 12 10 08

Morocco 08 08 os | 1 14 1w | u 14 21

Tunisia | os 07 06 14 14 14 13 11 10

Middle East United Arab Emirates s s | 25 86 5.1 2| s | a0 108
Bahrain | = - - - - = | = - -

Tran, Islamic Republic of o B s 14 18 20 24 24 25

Iraq | 07 07 09 10 14 12 13 17

Isracl s 25 27 25 56 37 4 o

Jordan L 15 19 16 22 21 29 35 26

Kuwait | os 25 08 09 21 00| 1 25 30

Lebanon 17 24 37 40 40 39 57 82 43

Oman [ os 05 04 20 5 2 w4 23

Palestinian Territory, Occupied 10 16 23 18 34 2w 31 43 36

Qatar | us 18 o 1s s 45 |0 33 169

| Saudi Arabia o 63 33 61 107 us | us 134 171

Syrian Arab Republic | os 07 | os 12 12 15 16 17 17

Yemen s 17 18 63 40 | as 172 99

*Note that the geopolitical division used here (country-level scale) does not follow the same regional division (i.e., the 15 regions noted in Section 2.2) used in GCAM-MENA.
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Water supply

Subregion GCM name 2050 2080

North Africa ccsm 88 75 89
GISS (LimitedWater Scenario) 76 0 %
FIO 98 73 82

Middle East ccsmM 128 165 110
GISS (Limited Water Scenario) 127 134 107
FIO 124 114 m

Water Demand

Subregion Scenario Name 2015 | 2050 | 2080

North Africa UnlimitedWater Scenario 146 196 233

Middle East UnlimitedWater Scenario 230 264 371
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Opportunities to learn about fields that were previously
unknown to you.

Opportunities to research problems that are significantly
different from your previous research

Opportunities to get feedback from peers on presentations

Opportunities to get feedback from peers on writing

Help in rethinking and/or reshaping your research approach
and/or investment in interdisciplinary teams

Encouragement by the course instructors to work in some
way (e.g discuss ideas and collaborate) with students and
faculty from other departments and academic programs

Opportunities to learn data analysis techniques

Opportunities to learn new research skills

Role models of interdisciplinary thinking, data analysis, and
data presentation techniques (lectures by invited presenters).

Opportunities to learn different perspectives on scientific
approaches to data analysis and presentation of data within
various written outputs.

Understanding interdisciplinary problem-solving skills and
challenges that might manifst differcnly within and across
different disciplines.

Dppomlmllcs for students to contribute to data analysis,
experimental design, and written outputs within an
interdisciplinary team.
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***Explain o peers the most important
aspects of your research and why it is
important

*Explain to nonacademics the most
important aspects of your research and why

itis important

*#Take the results of research from your
field of study and translate them for other
applications

Explain how your research connects to
issues that are important to societyt

**Identify strengths and critique weaknesses

of multiple disciplinest

**Synthesize the approaches and tools from
multiple disciplines to evaluate and address a
research problemt

*Understand the ethnics relating to your
researcht

**Collaborate with scientists outside of your
field of expertise

*#+Collaborate with a range of professionals
(including non-academic scientists, industry
professionals, policy makers, etc.) on issues
ting to your field of study

Work with team members from diverse,
racial, cultural, and other backgroundst

mPre Program

4.03

Post Program

|
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Ability to identify major food, energy and water _
systems challenges from local to global scales

4.80

Skills to conceptualize and articulate interplays

semesosarergramet sens vonrocrs. I ——

global scales 4.40

1 2 3 4 5
mCohort 1(n=12) mCohort2(n=11) = Cohort 3 (n=10)
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STEM Training at the Nexus of Food, Energy, and Water Systems
from Local to Global Scales

Interdisciplinary and Experiential Coursework

« Innovative Two-course sequence:
1. Introductory FEW nexus course (3 credits)
2. Project-Based Data Practicum (3 credits)

« FEW Nexus Seminar (1 credit x 2)

- Elective (3 credits)

Global Winter Amp ‘Summer Boost Workshops
(Optional): Short-term faculty- [ Professional development - academic

led 5‘"\’{ abroad ﬁxpmsnos in and non-academic scientific
Israel or Nepal communication, grant development
and management, service activities,
team building activities
Outreach and Mentoring Domestic Internship (Optional)

Service-leaming and science

communication to diverse, Work experience focused on FEW.
nonacademic audiences nexus topics in nonacademic
settings with nonprofit and

government partners

Global STEWARDS Annual Meeting

Research presentations by faculty and
fellows, roundtable discussions, inter- and
intra-cohort building activities
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meeting minutes)

Themes Example (taken

1: Team Organization “Discussion about sKill sets and how to incorporate this into the literature review, matching everyone’s skill sets”
“Discuss splitting up groups and peaple who will connect the groups (LabCom vs Urban Roots)”

2: Collaboration with CCC “I think that’s something really important to talk to Caras about. If they don’t want new projects or things for them to implement, we should
do things that they want us to do and what will be helpful for them. We should do things we want to do as a group but also take into account
that our stakeholders are going to be doing the actual implementation of these things.”

3: Deliverables “Many articles ft for both groups (Urban Roots and LabCom), we can use the tags for both Urban Roots and LabCom - this might make
things easier for Caras if they want to focus on specific areas.”

“We should decide on similar formats for everything.”

4 Team Contributions “Initially, seemed like I didn’t have anything to contribute,” but learned that every individual has something to contribute. I am a piece of this
puzzle, but everyone else is too.”

“Discussion about skill sets and how to incorporate this into the literature review, matching everyone’s skill sets.”

5: Context Understanding “Purpose: Learn more about the history, policy, and political climate in Puerto Rico and how that impacts the ability of local communities to
prepare for, respond and recover from disasters”

6: Participation Outcomes “Important that we have a product to show. Think about how we're going to use this to market ourselves as well - something we can be
proud of”
“Marketing your experience for career next steps”

7: Technology Setup “Zotero has a certain amount of storage capacity to save the documents. Do you think we should still complete the abstract document?”
“Create a keyword/journal search document as a Google Sheet”

8: Lessons Learned “The cohort should move at a faster pace and get more work done during the first semester. We could potentially reduce the number of

webinars to make more time to do work during our formal meetings. We could potentially work on fewer platforms. We can work on
understanding what our stakeholders want quicker. We can do more team-building exercises or try to get to know each other better
earlier on.”





OPS/images/fenvs-11-1076830/inline_91.gif





OPS/images/fenvs-11-1108375/fenvs-11-1108375-t001.jpg
Sub-themes

Description

Number of
occurrences

1: Team Organization
2 Collaboration
with CCC

3: Deliverables

4 Team
Contributions

5: Context
Understanding

6: Participation
Outcomes

7: Technology Setup

8: Lessons Learned

Distribution of Work, Background and Skills, Participant
Expectations

Learning from CCC, Questions for/from CCC, Communication
with CCC, Documents from CCC

Timeline, Goals, Discussion of Findings

Skills Utilized, Personal Contributions

Understanding of Project/Material, Uncertainty of Project/
Material, Translation

Career Outcomes, Skills Gained

Zotero Database, Technology for Communication

Advice Given

How the challenge and team were organized
Collaboration between the team and CCC

Outcomes of the collaborative experience handed over
to CCC

Cohort members” skills and contributions

Participant interest in learning more about the context

of the project and Puerto Rico

Training, skills, and competencies acquired through the
INFEWS-ER experience

Decision-making process for technology use

Knowledge derived from the INFEWS-ER experience

%

39

30

16

12

12

12
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Number of

responses (n = 33)

Student quote examples

Oral and written communication (especially to diverse

audiences)

Content knowledge (especially topics at the FEW nexus)
Interdisciplinary research (especially awareness of other
research approaches)

Collaboration

Other

21

“I really liked the challenge of... the different kinds of writing assignments”

“Overall food energy and water content was really good. My knowledge around
the different sectors has definitely expanded”

the course was a good introduction to thinking about issues across sectors, and

why interdisciplinary research is important”
“Working with people who have very different research interests and finding
common ground has also been awesome

“Experi

this was neglected in much of the scientific coursework I've taken in the past”

ice working with the human element behind a lot of scientific problems—
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Years in program (at time of program enrollment)

a 2017%) 327%) 2(20%) 7 (25%)
1 1(8%) 2(18%) 3(30%) 6 (18%)
2 3(25%) 3(27%) 0 6(18%)
3 4(33%) 2(18%) 4 (40%) 10 (30%)
4 or more 2(17%) 1(9%) 1(10%) 4(12%)
Gender

Male 7(58%) 2(18%) 1(10%) 10 (30%)
Female 5(42%) 9(82%) 9 (90%) 23 (70%)
Race

White 3(25%) 8(73%) 6(60%) 17 (52%)
Black/African American 1(8%) 1(9%) 2(20%) 4(12%)
Asian/Asian American/Pacific Islander 3(25%) 0 1(10%) 4(12%)
American Indian or Alaska Native 1(8%) 0 o 1(3%)
Other 4(33%) 2(18%) 1(10%) 7(21%)
Ethnicity

Hispanic/Latino 1(8%) 2(18%) 1(10%) 4012%)
Not Hispanic/Latino 11(92%) 9(82%) 9 (90%) 29 (88%)
Field of study

Anthropology 0 1(9%) 0 1(3%)
Architecture, planning & preservation 0 109%) 1(10%) 2(6%)
Atmospheric & oceanic science 2(17%) 0 o 2(6%)
Biological sciences 0 109%) 1(10%) 2(6%)
Engineering 0 2(18%) 1(10%) 3(9%)
Environmental sciences 4(33%) 1(9%) 2(20%) 7(21%)
Geographical sciences 1(8%) 2(18%) 0 3(9%)
Plant sciences 2(17%) 0 2(20%) 4012%)
Public health 2017%) 3(27%) 3 (30%) 8 (24%)
Public policy 1(8%) 0 0 1(3%)

Career sector'

Academia 5(42%) 5 (46%) 7 (70%) 17 (52%)
Government 5(42%) 9(82%) 7 (70%) 21 (64%)
Industry 4(33%) 3(27%) 3(30%) 10 (30%)
Non-profit 3(25%) 7(64%) 5(50%) 15 (45%)
Unsure 3(25%) 1(9%) 1(10%) 5(15%)
Received funding support

Yes 7(58%) 8(73%) 7 (70%) 22(67%)
No 5(42%) 327%) 3(30%) 11(33%)

Students could choose more than one option for their desired career sector. Numbers n thissection reflect how many people endorsed each category. If fellows endorsed two categories or
more, each of the categories counted as a half.
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research disciplines
oral presentation skills
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Effects Midwest Northeast

‘ Net carbon exchange® (Tg C)

Land-use change -177 -202 -379
CO, fertilization i st +160 +444
Ozone pollution -158 -112 -270
Climate +372 +520 +892
Overall 321 366 687

Biomass increment (Tg C)

Land-use change -19 -200 -219
CO, fertilization +247 +113 +360
Ozone pollution -148 -99 247
Climate +379 s +877
Overall 459 312 771

Runoff (billion m?)

Land-use change +51 -9 +42
O, fertilization 0 0 0
Ozone pollution 0 0 0
Climate +1,321 +3,288 +4,609
Overall 1372 3,279 4651

*Positive values of overall net carbon exchange represent a forest carbon sink of atmospheric carbon dioxide whereas negative values represent a forest carbon source to the atmosphere. Positive
values of factor effects represent an enhancement of carbon sequestration (reduction of carbon loss) by forests whereas negative values represent a reduction of carbon sequestration
E it ol sibins Taal
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Forest area (10° ha)

Vegetation carbon

Reactive soil organic

Ecosystem carbon

C-FEWS Region

carbon
Tg C Mg C ha™! Tg C Mg C ha™' e Mg C ha™

Missouri 6.197 1,023 165.1 438 707 1,899 3064
Michigan 5631 593 1053 408 75 1,409 2502
Wisconsin 4896 628 1283 412 842 1,452 2966
Minnesota 4808 566 nz7 386 803 1,338 2783
Ohio 3425 515 1504 28 724 1,011 2952
Indiana 2215 326 147.2 145 65.5 616 278.1
llinois 1.857 271 145.9 135 727 541 2013
lowa 0.758 12 147.8 64 844 240 316.6
Midwest 29.787 4034 1354 2237 75.1 8,508 2856
Pennsylvania 7094 | 1,033 145.6 518 730 2,069 917
New York 6511 794 1219 490 753 1,774 2725
Maine 5.763 596 103.4 427 74.1 1,450 251.6
West Virginia 4857 853 1756 396 815 1,645 3387
New Hampshire 1915 187 97.7 132 689 451 2355
 Vermont 1788 190 1063 129 721 448 2506
Massachusetts L1ss | 141 sy 81 3 503 2555
Maryland 0.843 129 153.0 58 6838 25 2906
Connecticut o1 | 99 573 49 680 197 2732
New Jersey 0.695 % 1381 46 662 188 2705
Rhode Island oo | 19 1357 9 643 37 2643
Delaware 0073 10 137.0 5 685 2 2740
Washington, D.C. 0.002 0 1241 0 511 0 2263
Northeast 31586 4147 1313 2340 741 8,827 2795
s 8182 s 4577 746 17,336 2825
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Midwest Northeast

Event year Baseline® Land-use change effect” Event year Baseline® Land-use change effect”

Net carbon exchange (Tg C yr)

1988 -625 -0.7 1988 -182 +0.1
2003 -115 -0.5 2002 -132 -02
2012 -922 -7.6 2016 -339 +12

Biomass increment (Tg C yr')

1988 -552 -0.5 1988 -19.7 +04
2003 -205 -23 2002 -87 -0.1
2012 -79.1 -74 2016 ~304 +12

Water yield (mm yr™)

1988 -93 -0.6 1988 -98.0 -09
2003 -343 -14 2002 -107.8 +0.6
2012 -395 -47 2016 -1320 +47

“Value represents XClneff as estimated by Eq. 8. Positive values indicate enhanced carbon sequestration or reduced carbon losses whereas negative values indicate diminished carbon
sequestration or enhanced carbon losses.

"Determined by subtracting XClneff calculated by the simulation with land cover fixed to its 1980 distribution from the corresponding XClmeff determined from the Bascline simulation.
Negative values indicate enhanced detrimental effects of land-use change on the response to the extreme climate event whereas positive values indicate moderated detrimental effects if Baseline
values are negative. Otherwise, negative values indicate diminished beneficial effects of land-use change on the response to the extreme climate event whereas positive values indicate enhanced
BBt e





OPS/images/fenvs-11-1069451/crossmark.jpg
©

|





OPS/images/fenvs-11-1076830/fenvs-11-1076830-t002.jpg
Hydro (%)

Connecticut 14
Delaware 89 02
Maine 15 25
Maryland 60 16
 Massachusets 09 18
New Hampshire 23 135
New Jersey 14 05
New York 72 55
Pennsylvania 83 42
Rhode Island 07 07
Vermont 106 334
West Virginia 91 153
CONUS 05 02
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Solar

Capacity factor f fadj Snet% Stot% Capacity factor
Connecticut 049 107 | 119 219 242 032 112 131 208 242
Delaware 0st | 10s| w7 20 28 032 118 139 242 282
Maine 015 107|120 us | s 03 1 13 155 174
Maryland 0st| 106|117 25 254 022 121 146 265 300
Massachusetts 048 107 | 120 n| w2 0 1u 1 201 24
New Hampshire 047 | 1.07 120 233 254 i 035 | 1.09 1.26 16.8 192
New Jersey 050 | 06| s no| oz 08| 18| 139 us w7
New York 047 | 106 | 119 244 274 031 112 131 198 28
Pennsylvania 048 106 | 118 23 264 027 121 142 272 319
Rhode Island 0.49 1.07 119 215 241 038 113 131 19.0 211
Vermont o6 | 10| 120 uy | 3 032 110 127 19.1 219
West Virginia 049 106 118 24 267 027 124 149 299 355
Conterminous United States 0.61 102 | L12 204 | 224 0.38 125 141 21.8 249
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Scenarios

Solutions #1 business  #2 court  #3 locavore #4 population  #5 megadrought Cases
as usual calls boom applying
same solution
in different
geographic
area
Food Conversion to Now (Prendiville et al.,
Jersey cows 2009; Kristensen
etal, 2015)
Genetic selection: & (Kiplagat et al.,
reduces total # 2012; Brito et al.,
daity cows 2021)
Increased use of Now & (Meng et al,, 2012;
alternative Gao et al, 2015)
cropping systems
Increased Now Bergtold et al.
regulations for (2019)
small farms
Incentivize Soon (Smidt et al, 2016;
farming practice Noreika et al.,
changes 2022)
Implementation Later i Soon (Plaut, 1980;
of APZ, Brabec and Smith,
2002)
Agricultural land Soon (Vink, 1998;
trusts Hanmilton, 2005)
Consolidation of 3 MacDonald et al.
dairy farms (2007)
Crop rotation Now (Degani et al.,
changes 2019; Bowles et al.,
2020)
Dairies reduce Soon (Perano et al.,
open feed lots 2015; Jietal, 2020)
Agricultural Soon (Valentinov, 2007;
coops Mojo et al, 2017;
Gava et al,, 2021)
Energy | Alternative Now £ L Now (Davies, 20115
energy incentives Miao and Khanna,
2020)
Renewable energy . Now Hoolohan et al.
implementation (2019)
Increased Now Fuller et al. (2003)
agricultural
infrastructure
Water Water quality Now Now Now Soon Ice, (2004)
BMPs
Water Soon * Li, (2021)
conservation
BMPs
Metering of Soon Ray and Goswami,
domestic wells (2020)
Water reuse Soon Now (Abdel-Azim and
strategies Allam, 2005; Knox
etal, 2018;
Ait-Mouheb et al,
2020
High density Soon (Landis etal., 2006;
urban infill Phan et al., 2008)
housing
Utban water 5 Soon (Barta et al,, 2003;
saving BMPs Younos, 2011)
Lining canals Now (Khair et al., 1991;
Abd-Elaty et al,,
2022)
‘Water savings E ¥ Now (Chai et al., 2014;
innovations Helmstedt et al.,
2018; Mekonen
etal, 2022)
Urban & Now (Barta et al,, 2003;
Industrial water Younos, 2011)
conservation and
re-use
Reservoir & Soon (Ehsani etal., 2017;
Recharge Knox et al., 2018;
expansion Zhang et al., 2020)
Byproduct | Increased use of Now * Sharpley et al.
phosphorus index (2003)
in dairy NMPs
Enhanced Soon - Later Walker et al.
composting and (2006)
value-added
byproducts
Use of NMPs on Later E: (Beegle etal., 2000;
crop farms Osmond et al,,
2015)
Increase in - Now - N (Brown and
compost use and Cotton, 20115
sale Meyer-Kohlstock
etal, 2013; Scotti
etal, 2015)
Value-added Now (Suthar, 2008;
‘manure products Basak et al., 2012)
for farms
Prioritization of Soon Kleinman et al.
byproduct (2012)
management
Ag odor and air - - Now * * (Almaraz et al.,
quality 2018; Janni, 2020);
‘management University of
Massachusetts
Extension
Service (N.D.)
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Scenario Key points of narrative

Business as Usual ‘Water supply remains consistent but demand increases; food prices and demand are high thus agriculture is given economic advantage over other
land uses; water quality regulations increase; demand for residential land increases at a moderate rate

‘The Courts Call Shorter water years; tribes renegotiate water leases; limited water supply renders some crops unsustainable; regional population grows slightly;
increased temperatures; reduced water supply

Locavore Wetter conditions; more residential development; in-migration increases population substantially; high costs of fuel drive need for local
agriculture; clean water and food production defined as ‘highest and best use’ of water

Population Boom Water supply is stable without drought; substantial population growth drives increase in residential demand and water use; water quality
regulations increase to support values of people moving in

Megadrought Increased drought; increase in residential water demands; large proportion of irrigated agriculture is decommissioneds water quality regulations
are tightened

Happy Valley Low drought conditions; food production increase; increase in aquifer recharge; sustainable urban development achieved
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Land carbon sequestration

Biomass increment

Baseline FIA-corrected B and L° Baseline FIA-corrected
Missouri 61 49 (119) 7.0 (11.9) 26 37 (115) 67 (12.0)
Michigan 149 12(13) 31.(1.4) 108 07 (1.4) 24 (1.6)
Wisconsin 61 10 (44) 2505 39 1.0 (4.0) 25 (41)
Minnesota 27 15 (37) 25(37) 15 14(37) 22(36)
Ohio 74 08 (89) 25 (9.0) 56 0.2 (8.6) 20 (88)
Indiana 43 05 (63) 15 (63) 39 0.3 (6.0) 14 (60)
Tlinois 05 -04 (52) -04 (52) 00 -1.0 (50) -10 (50)
Towa " 00 (27) | 00 (27) 10 0.1 (2.6) -0.1 26)
 Midwest 51 95 (33.1) 187 (33.8) 203 62(318) 16.1 (31.6)
Pennsylvania 21 24 (103) 58 (10.3) 04 08100 | 37 (10.0)
New York 52 12 (42) 1503 36 1.0 (44) 42 (46)
Maine -15 29 (1.1) 41 (1.0) -05 2.8 (1.6) 51(19)
West Virginia 92 09 (8.3) 28 (8.6) | 57 0.1 (0.8) 21(88)
New Hampshire 30 07 (04) 08 (0.3) 26 0.8 (0.6) ‘ 10 (05)
Vermont 50 05 (03) 11(03) 42 07 (05) 13 (05)
Massachusetts 19 03 (07) 0.3 (0.6) 09 02(08) 03 (0.7)
Maryland 10 03 (1.6) 0.8 (1.6) 05 0.1(1.5) 09 (1.5)
Connecticut 06 02 (06) 02 (0.5) 02 0.1(08) 0.1(0.7)
New Jersey 15 01(07) 03 (0.7) | 11 00(08) | 02 (0.8)
Rhode Island 01 00 (0.1) 0.1 (0.1) 00 0.0 (0.1) 0.1 (0.)
7 Delaware -0.1 00 (0.1) 00 (0.1) 0.1 0.0 (0. 7‘ 00 (0.1
Northeast 80 9.5 (25.1) | 209 (25.4) ns | 6.4(27.2) [ 189 (26.7)
C-FEWS Region 714 190 (46.6) 397 (47.6) 511 126 (43.6) 349 (46.3)

‘Land carbon sequestration estimates from Table 8 in Birdsey and Lewis (2003).
bBiomass increment estimates based on data in Tables 24 and 25 of Birdsey and Lewis (2003).
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Forest area (10° ha)

Vegetation carbon

Reactive soil organic

Ecosystem carbon

C-FEWS Region

carbon
Tg C Mg C ha™! Tg C Mg C ha™' e Mg C ha™

Missouri 6.197 864 1394 406 655 1,676 2705
Michigan 5.631 538 955 378 67.1 1,294 2298
Wisconsin 4896 581 1187 388 792 1,357 2772
Minnesota 4.808 533 1109 362 753 1,257 2614
Ohio 3425 515 1504 25 657 965 2818
Indiana 2215 282 127.3 132 59.6 546 246.5
llinois 1.857 271 145.9 135 727 541 2013
lowa 0.758 12 147.8 64 844 240 316.6
Midwest 29.787 3,696 1241 2,090 702 7,876 2644
Pennsylvania 7.094 | 863 121.7 438 617 1,739 2451
New York 6511 648 9.5 414 636 1476 267
Maine 5.763 461 80.0 377 654 1,215 2108
West Virginia 4857 765 157.5 352 725 1,469 3025
New Hampshire 1915 167 87.2 17 61.1 401 209.4
 Vermont 1788 156 872 11 62.1 378 2114
Massachusetts L1ss | 126 1062 | 70 590 266 | 243
Maryland 0.843 102 1210 49 58.1 200 272
Connecticut o1 | 92 127.6 44 610 180 2497
New Jersey 0.695 8 1223 40 576 165 2374
Rhode Island oo | 16 143 8 57.1 32 2286
Delaware 0073 8 109.6 4 548 16 2192
Washington, D.C. 0.002 0 1241 0 511 0 2263
Northeast 31586 3,489 1105 2024 64.1 7,537 2386
s 7,185 w 4114 670 15413 2511
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Ecosystem service Northeast

Baseline Baseline

Net carbon exchange (Tg C yr™) -0.7 -59 32 -05
Biomass increment (Tg C yr™') 11 -76 31 -02

Water yield (mm yr) 1126 -87 2444 +133
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Indicative Model used

infrastructure
Food
 Crop Production; --Corn; --Soybean NBI tons year! ISAM
Energy and carbon
7 » Carbon Sequestration --Natural landscapes (forests, NBI Tg C month™'; kg C month™' ha™! TEM

grasslands, shrublands, wetlands); --Managed land (cropland,
pasture); --Built environments (urban, suburban); --Total
sequestration

© Biofuel Production -Forests for biomass energy; --Biofuels NBI tons year™; board-feet year™! liters year™" TEM, ISAM
production (corn, grasses)

© Other Uses of Forests --Pulp and paper; --Lumber NBI tons year'; boardfeet year TEM

 Electric Power Production --Thermoelectric; --Hydroelectric; TEI MWh month™! WBM/TP2M EIA statistics

~-Renewables (solar, wind)
Water
© Volumetric Water Supply; --Runoff; --Discharge NBI mm month; m* sec” (reported monthy mean) | WBMplus

© Land-based (non-point) N Loads NBI kg N/ha/year; Tg Niyear SPARROW with WBMplus

i --Total N (TN)
© Land-based (point) Loads; --Total N (TN) TEX Tg Niyear SPARROW
© Water Quality/Fluxes/Pollution (terrestrial and riverine); TELNBI kg TN ha *' year™'; mg liter™" (annual mean); | SPARROW (constituents)
~Total N Yield; --Total N concentration; -~Total N loadings to Tg TN year™'; km of streams exceeding limit | WBM/TP2M (thermal impacts)

coast (lower Mississippi for the MW); --Pollution-impacted rivers
(above threshold conc.); --Thermally impacted rivers (above
threshold)
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WBM/TP2M

WBMplus

SPARROW

Climate experiments (cSFEs)*

© Climate(Approaches A-C) © Drought
* Heat-wave
Cold-wave

© Extreme precipitation

NON-CLIMATE EXPERIMENTS (ncSFEs)

 Land Use (and ecosystems) | Evolving cropland, Evolving cropland, forests,
forests, urban, urban, suburbanization:
suburbanization: © Land use is fixed at
® Land use is fixed at 1980 (NBI)
1980 (NBI)
© Technology | Accelerated Evolving electric power sector:
biotechnology © Fuel mix fixed at 1980 (TEI)
deployments: » Cooling technology fixed at
 Crop cultivar use 1980 (TE)
fixed at 1980 (NBI)  # of power plants fixed at
1980 (TEI)
© Management and | Evolving agricultural | Evolving agricultural Environmental regulations
Regulation | practices practices: and climate action:
® Fertilizer application | ® No fertilizer application ~ ® CWA thermal limits absent
fixed at 1980 (NBI) (NBI) Environmental (TEI)
 Irrigation fixed at regulations and climate | @ Carbon sequestration
1980 (NBI) action: targets (TEI-NBI)
 Seeding rate fixed at | Ozone pollution fixed at
1980 (NBI) 1980 (NBI)
© No-till cropland fixed | ® CO, concentration fixed at
at 1980 (NBI) 1980 (NBI)

Evolving cropland,

forests, urban,

suburbanization:

© Land use is fixed at
1980 (NBI)

Hydropower potential

as renewable resource

strategy:

© Hydropower output
fixed at 1980 (TEI)

 Reservoir numbers
fixed at 1980 (TEI)

Miaily ot oo <SR cuuaoalon o e thie iros: Akevadins discribiod i Sapclamentaty Aupetidhc 1. T fives-are 12 posalile cillis;

Evolving cropland, forests,
urban, suburbanization,
or nitrogen emission:
© Land use fixed at
1980 (NBI)
» Population generating
sewage fixed at 1980 (TEI)
 Instream nutrient
processing (NBI)

Evolving pollution

abatement technologies:

© Degree of wastewater
treatment fixed at
1980 (TED

 Crop cultivar use fixed
at 1980 (NBI)

Environmental

regulations (air and

water):

 Nitrogen deposition
fixed at 1980 (TEI)

 Fertilizer application
fixed at 1980 (NBI)

 Tile drainage fixed at
1980 (NBI)

® No-till agriculture fixed
at 1980 (NBI)
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Individual event years

Drought 1988 1989 2000 1999 2011 2017

Heat-wave 1988 1988 2003 2002 2012 2016

Extreme precipitation 1982 1983 2002 | 1996 [ 2015 2009
Cold-wave 1983 1990 1995 1997 2015 2016

Drought 1986-1990 1987-1991 1998-2002 1997-2001 2009-2013 2015-2019

Heat-wave 1986-1990 1986-1990 2001-2005 2000-2004 2010-2014 2014-2018 |
Extreme precipitation 1980-1984 1981-1985 2000-2004 1994-1998 2013-2017 2007-2011
Cold-wave 1981-1985 1988-1992 1993-1997 1995-1999 2013-2017 2014-2018

“This table depicts the extreme event chronologies. Experiments were also executed that aimed at removing the major influences of these extremes (Supplementary Appendix S1, Supplementary
Approach C). For the NE, and MW, respectively, we identified the following years for those experiments treating the reduction of: heat waves, 2014,2019; drought 2010, 2010; extreme precipitation
2016, 2012, and cold waves (2014, 2019).
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Scenario Annual irrigation demand Columbia river instream flow deficit

AClim Alrr ALU AClim Alrr ALU ATotal
RCP 85 no expansion -4% 0% ‘ 1% -3% 25% o% -4% 2%
RCP 8.5 moderate exp -3% 44% ‘ 1% 2% ‘ 35% 25% -4% ‘ 56%
' RCP 85 maximum exp | 0% 27% \ w 218% ‘ o 89% -4% 134% ‘
RCP 45 no expansion [ -1% | % -2% e 0% -5% 9%
RCP 45 moderate exp 1% -1% 7% 20% 27% -5% ‘ 2%
RCP 45 maximum exp 15% -1% 260% ‘ 37% 133% -5% ‘ 165%






OPS/images/fenvs-11-1069613/fenvs-11-1069613-g001.gif
C-FEWS Framework Structure & Workflows
Cimte C-FEWS MODELS

bt enarismaior |
FE | necantapeine pramteee oseh






OPS/images/fenvs-11-1028306/fenvs-11-1028306-g001.gif
4. Interpret findings 1. Define protocol

 Analyzo articios (n=49)

| Coda forquantrative elements | Identify study objectives.
| Evaluate the SLR { Evaluate protocol |
Rolno keyword search h

3. Evaluate data 2. Collect references

[T rviw =350 | | Construct query and remove

. | auplicates (n=s57)
Avstrctrevew (0=275) | Topi:Equty e oty o
[ Disgonairesdings (v=105) | sty

- Topi: Food o enegy orvate o sgputure
Topic. nscns o seseasmant o vt

Fulltoxt readings kesping A

onlywith HDI scores 209 (1=62) | - Keywore: syt or s or VY or WEF
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Scenario Hydropower generation Bioenergy crop production

Alrr ALU AClim Alrr ALU
RCP 85 no expansion 2% 0% -2% 0% 46% 0% 0% 46%
RCP 85 moderate exp 2% -2% -2% -2% s | B | 0% 76%
RCP 85 maximum exp 2% -6% -2% -6% 81% 102% 0% 183%
RCP 45 m0 expansion 1% 0% -2% -1% | 0% 4% 7%
RCP 4.5 moderate exp % % -3% 54% 27% 2% 105%
RCP 4.5 maximum exp 7% -2% -8% s | 143% 4% 256%
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Scenario Fruits, vegetables, and potatoes Wheat and small grains

AClim Alrr ALU ATotal AClim Alrr ATotal AClim Alrr
RCP 85 no expansion 10% 0% -30% -20% 39% 0% 2% 7% -9% 0% 0% -9% ‘
RCP 85 moderate exp 10% 0% -30% -20% 2% 2% 2% 51% -9% 0% 0% %
RCP 85 maximum exp 1% 4% -30% -15% 17% 65% 2% 80% -9% -1% 0% -10% ‘
RCP 4.5 no expansion 12% o% -11% -1% 2% 0% 3% 35% | om | wm -1%
RCP 4.5 moderate exp 12% -1% | -11% 0% 2% 2% 3% s | 0% wo -
o w £

RCP 4.5 maximum exp 13% 4% -11% 6% 17% 66% 3% 86%
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Scenario name
Historical baseline
GCAM baseline

RCP 45 no expansion

RCP 4.5 moderate expansion

RCP 4.5 maximum expansion

RCP 85 no expansion

RCP 8.5 moderate expansion

RCP 8.5 maximum expansion

Climate forcing
GridMet/Livneh
GridMet/Livneh
GridMet/Livneh
CNRM-CM5 RCP 4.5
CNRM-CMS5 historical
GridMet/Livneh
CNRM-CM5 RCP 4.5
CNRM-CMS historical
GridMet/Livneh
CNRM-CM5 RCP 4.5
CNRM-CMS5 historical
GridMet/Livneh
CNRM-CM5 RCP 85
CNRM-CMS5 historical
GridMet/Livneh
CNRM-CM5 RCP 8.5
CNRM-CMS historical
GridMet/Livneh
CNRM-CM5 RCP 85

CNRM-CMS historical

Irrigated extent
WSDA/IirMapper/ MIrAD
WSDA/IrrMapper/MIrAD
WSDA/IrrMapper/MIrAD
WSDA/IrrMapper/MIrAD
WSDA/IrMapper/MIrAD
Water right POU

Water right POU

Water right POU
SSURGO

SSURGO

SSURGO
WSDA/IrrMapper/MIrAD
WSDA/IrMapper/MIrAD

WSDA/IrrMapper/MIrAD

Water right POU

Water right POU
Water right POU
SSURGO
SSURGO

SSURGO

d use
WSDA/USDA-NASS
GCAM SSPS-RCP 85 (2015)
GCAM SSP2-RCP 45 (2015-2100)
GCAM SSP2-RCP 45 (2015-2100)
GCAM SSP2-RCP 45 (2015-2100)
GCAM SSP2-RCP 45 (2015-2100)
GCAM $SP2-RCP 4.5 (2015-2100)
GCAM SSP2-RCP 45 (2015-2100)
GCAM S§SP2-RCP 45 (2015-2100)
GCAM $SP2-RCP 4.5 (2015-2100)
GCAM SSP2-RCP 4.5 (2015-2100)
GCAM $SP5-RCP 8.5 (2015-2100)
GCAM SSPS-RCP 85 (2015-2100)

GCAM $SP5-RCP 8.5 (2015-2100)

GCAM $SP5-RCP 8.5 (2015-2100)

GCAM SSPS-RCP 85 (2015-2100)
GCAM SSPS-RCP 85 (2015-2100)
GCAM SSP5-RCP 8.5 (2015-2100)
GCAM $SP5-RCP 8.5 (2015-2100)

GCAM $8P5-RCP 8.5 (2015-2100)
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Government agencies/Commissions

® US Environmental Protection Agency (Regions 1-3,5)

® US Department of Energy

e Argonne National Laboratory

@ National Renewable Energy Laboratory

' Delaware River Basin Commission

@ Potomac River Basin Commission

® District of Columbia Water and Sewer Authority

® US Department of Interior

@ Massachusetts Executive Office of Environmental Affairs
 Civic operations

Energy/Climate Stakeholders Environmental/Conservation NGOs

@ Regional Greenhouse Gas Initiative

@ Electric Power Research Institute (EPRI)

© New England States Committee on Electricity
 National Renewable Energy Laboratory

15O New England

 Blue Phoenix, LLC

 1SO New England (Grid systems)

e TransCanada (hydropower; pipelines)

 Public Service Enterprise Group, Inc

Emergency Management Regional Plannel

* FEMA

© National Energy Management Association

Agriculture organizations

 New England Sustainable Agriculture Working Group
® Food Solutions New England

© Illinois Farm Bureau

© lowa Soybean Association

@ Illinois Corn Growers Association

 Minnesota Institute for Sustainable Agriculture
 American Farmland Trust

o Illinois Agri-Food Alliance

 Union of Conserved Scientists
® Resources for the Future

© The Nature Conservancy

© Natural Resources Defense Council

o Environmental Law and Policy Center
® Prairie Rivers Network

© Chicago Wilderness

© The Wildlife Society

© The American Fisheries Society

© League of Women Voters

© Regional Plan Association/America 2050
© Greener Prospects, LLC

® Chicago Metropolitan Agency for Planning

© Greenleaf Advisors, LLC

© Great Lakes and St. Lawrence Cities Initiative
© Highstead Foundation
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Total N Load into Rivers (Mkg N yr’)

Total N Flux to Receiving Waters (Mkg N yr')
Total N Removed by TEI (Mkg N yr')

Total N Removed by NBI (Mkg N yr')

ATEI

ANBI

% Change Due to Repeated Drought (Climate Approach B)

646
132
315
199

0532
0.203
-2.03%

380
105
243
32
0508
0.047
~0.68%

1026
237
558
231
0521
0.139
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Region Baseline (Tg Legacy land-use change effects (Tg ~ Contemporary land-use change effects (Tg

Cyr) Cyr) Cyr")
Midwest 1980s +10.5 +15.7 (150%) ~5.2 (-50%)
1990s +43 +11.6 (270%) ~7.3 (-170%)
2000 +184 +20.0 (109%) ~1.6 (-9%)
2010s =07 +2.4 (-343%) - 3.1 (443%)
1980-2019 +8.1 +12.5 (154%) ~4.4 (-54%)
Northeast 1980s +14.9 +19.3 (138%) ~4.4 (-38%)
1990s +4.8 +10.6 (221%) -5.8 (-121%)
2000s +134 +18.3 (137%) -4.9 (-37%)
2010s +32 +8.6 (269%) =54 (-169%)

19802019 +9.1 +142 (156%) 5.1 (~56%)
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Drought
Heatowave
Extreme precipitation
Cold-wave

Drought
Heatvave
Extreme precipitation
Cold-wave

1988
1988
982
1983

1986-1990
19861990
1980-1981
1981-1985

1989
1988
1983
199

1987-1991
1986-19%
19811985
19851992

Individual Event Years

2000
2008
2002
1995

i Periods.
19952002
2001-2005

2000-2001
19931997

19972001
2000-2004
19941998
19951999

2011
02
05
05

2009-2013
20102014
20132017
132017

2017
16
2009
16

20152019
0142018
20072011
20142018
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Purpose of
experiment

Baseline

Use of climate Forcings

Approach
A cSFE

Approach
B cSFE

Experiments

Use of Non-climate factors

Approach A
uses “pure”
ncSFEs

Approach B
uses
“combined”
MFEs

Impact measures

1 ISAM' | Show how climate v Drought Drought  ®Technology  ® Climate- * Crop Yields
stress on crop Technology
production is © Management/  ® Climate-
lessened (or made Regs (NBI- Management/
worse) by an related) Regs (NBI-
example of NBI- eled)
based technology
and of NBI-based
management
2 WBM-TP2M* | Show how dlimate v Heat-wave Heatwave  Technology Climate- © Electricity production
stress on Technology L of i
sleaidly thermally polluted
production is
lessened (or made
worse) by two
TEl-based
technologies
3 TEM Show how v TBD Land Use/ o Net carbon
different land uses Ecosystems sequestration
impact the
historical time
series of carbon
sequestration
(with all cimate
extremes as
recorded)
4 SPARROW® | Contrast the roles v TBD o Climate- © Riverine flux of total
of climate, TEI Technology nitrogen
and NBLin o Climate-Land
spmusting (o Use (point and
making worse) S past
nitrogen pollution Tosding asd
aquatic
processing)
o Climate-
Management
5 RCM-  Show historical v © Drought 55 of impact re
VALUATION | impact of the e ik nitrogen pollution,
MODEL* | 4 different Hteme bk clectricity
categories of production,
o Cold-wave

climate extremes
on economic
performance using
three key FEWS
metrics.

thermal impacts

“ISAM, integrated science assessment model; SPARROW = Spatially Referenced Regression On Watershed attributes; RCM, reduced complexity model; TEM, terrestrial ecosystem model; and,
WBM/TP2M = Water Budget/Thermoelectric Power and Pollution Model.
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H2: Impacts can be mitigated
by optimal mixes of TEI-NBI,
technology, efficiency gains,

Hypothesis Testing and Scenarios

H1: Climate extremes limit FEWS outputs; impacts

emerge through single sectors & their linkages

A

economics, policy

\
\f

Historical (Present Day) Future
-Diagnostic- -Prognostic-
Comprehe.nswe Single Factor Dual—FactOf' Scenarios AT
Scenario . & Multi-Sector
5 Scenarios = Pathways
(Baseline) Perspectives
S1: Climate Energy Perspective

B1: Energy and
agriculture build-
out, land use,
water resources
use and climate
and boundary
forcings, 1980-
2019 conditions

(Water availability for power
sector and agriculture sector with
fixed/varied historical climate)

§2: Technology
(Include/exclude sector specific
water efficiencies — domestic,
power generation, crop specific
water demands, industrial)

ED1...EDX: Water availability,
thermal pollution habitat
impacts, economic constraints
assessed as the results of
selected combinations of $1-54

Productivity

$3: Land

(Fix/vary land and climate
variability only)

S4:
Economics/Policy

(Fix/Vary exogenous economic
drivers and environmental policy
—e.g. CWA, CAA)

I Water-mediated

Tradeoffs

Agriculture Perspective
AD1..ADX: Water availability,
crop growth vulnerabilities,
water pollution, economic
constraints assessed as the
results of selected combinations
of $1-54

F1: Execute S$1-54 and
ED1-EDX with
alternative energy

pathways combined
with AD1-ADX and
alternative
agriculture pathways
to capture
emergence of multi-
decadal system
response
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SFE name MW (million USD) NE (million USD) Total (m

Corn Cultivars s142 $67 5210
Fertilizer 5143 83 5225
Land use/land cover change $153 $128 281
Atmospheric deposition $146 $140 5287
population 5143 $136 5279
Treatment 5158 $147 305
*Population & treatment s161 $155 8315
Cropland tile drainage suo $26 5175
No aquatic decay 183 164 $347
 No treatment 5197 $242 5439
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Mkg N/yr

Experiment Factor MW NE All MW NE All
neSFEs Baseline 610 210 820 - |- -
Cultivars 646 213 | 858 000 oo 0.007
Fertilizer 587 206 793 -0.006 -0.004 -0.005
Land use 694 226 | 920 0,021 0014 0019
Tiles 574 210 784 -0.009 0.000 -0.007
Population 594 197 ‘ 791 ~0.004 -0012 ~0.006
Treatment 620 229 | 848 [ 0.002 | 0.016 | 0.005
Atm. Dep. 642 243 885 0.008 0029 0012
ncMEEs Cultivars and fertilizer 619 208 828 0.002 -0.002 0.001
Land use and fertilizer 662 217 879 0013 0.006 0011
Land use and tiles 649 226 875 0010 0014 0011
Population and treatment 602 214 816 ~0.002 0.003 ~0.001
Hypothetical ncSFEs No decay o5 453 1,378 0255 0075 0222
No treatment 1,056 241 1,297 0.126 0283 0.166
CSFEs Hot 592 200 - -0.015 -0025 -
Dry 597 216 - -0.011 0014 -
Wet [ 626 230 - 0013 0.044 -
CcMFEs Dry + Treatment 606 235 - -0.003 0055 -
Hot + Treatment 602 218 - -0.007 | 0019 =
Wet + Fertilizer 602 225 - ~0.007 0033 -

for cSFEs, and ¢MFEs, climate conditions were based on different periods for the NE, and the MW, thus statistics are not computed for the combined region.
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Experi category  Factor(s)

ncSFE Atmospheric deposition Atmospheric nitrogen deposition kept to 1980s levels
Land use/land cover change = Land use/land cover area kept to 1980s levels Lu
Cropland tile drainage Cropland tile drainage kept to 1980s levels ™
Nitrogen fertilizer Nitrogen fertilizer/manure application rate kept to 1980s levels F
VPnpulzlicn Population kept to 19805 levels P
Corn cultivars Corn cultivar nitrogen use efficiency kept to 19805 levels c
Wastewater treatment Wastewater treatment level kept to 1980s levels T
neMFEs Population and treatment | Population and wastewater treatment kept to 1980s levels P&T
Cultivars and fertilizer Corn cultivar nitrogen use efficiency and N fertilizer/manure application rate kept to 19805 C & F
levels
Land use and tiles Land use area and tile drainage kept to 1980s levels LU & TD
Land use and fertilizer Land use area and fertilizer/manure application rate kept to 1980s levels LU &F
Hypothetical ncSFEs No treatment Wastewater treatment turned to 0 NT
No aquatic decay Aquatic decay turned to 0 ND
CSFE Hot Climate is replaced with consecutive hot years (NE- 2016-2018, MW- 2012-2014) Hot
Dry Climate is replaced with consecutive dry years (NE- 2017-2019, MW 2011-2013) Dry
Wet Climate is replaced with consecutive wet years (NE- 2009-2011, MW- 2015-2017) Wet
CMFE Dry & wastewater treatment | Climate is replaced with consecutive dry years (NE- 2017-2019, MW- 2011-2013) Dry & T
Wastewater treatment is kept to 1980s levels
Hot & wastewater Treatment | Climate is replaced with consecutive hot years (NE- 2016-2018, MW- 2012-2014) Hot & T
Wastewater treatment is kept to 19805 levels
Wet & fertilizer Climate is replaced with consecutive wet years (NE- 2009-2011, MW~ 2015-2017) Wet & F

Nitrogen fertilizer/manure application rate kept to 1980s levels
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FEWS portfolio element Total change in Total change in value—Simplified Difference Percent

value—FEWSVT approach difference
Food production 29090 5468 23622 81%
Electricity generation 750 5122 -372 -583%

Note: All monetary values are reported in Billion U.S. Dollars (USD).
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FEWS portfolio element Midwest region change in value Northeast region change in value

Food production 290.00 0.90
‘ Electricity generation 350 400
‘ New Carbon Dioxide Flux 10.00 | 1850
‘ Water quality 0135 0.07
‘ Total 30364 2347

Note: All monetary values are reported in Billion U.S. Dollars (USD).
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Food production (corn & soy)
‘ Total carbon sequestration
 Thermal power generation
‘ CO2 Emission

‘ Nutrient pollution (N, P)

Source model

Ton per year ISAM
Tera gram per month 1M
MWh per year P2M

Ton per year TP2M
Ton per year SPARROW

REEEE

Lin et al,, 2023 this issue
Kicklighter et al,, 2023 this issue
Zhang et al., 2023 this issue
Zhang et al., 2023 this issue

Maxfield et al., 2023 this issue
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Pollutal Input concentration Subindex equation
Dissolved oxygen (DO) DO <33 10
33<DO< 105 -80.29 + 31.88"DO—1401*DO?
105 < DO 100
Fecal coliform (FC) FC <50 98
50 < FC < 1600 98 * exp [-0.00099178 * (FC-50)]
1600 < FC 10
Biochemical oxygen demand (BOD) BOD < 8 100 * exp (-0.1993 * BOD)
" s<BoOD 10
ol nitrogen (TN) TN<3 100 * exp (~0.4605 * TN)
3<IN 10
Total phosphorus (TP) TP <025 100-299.5*TP—0.1384°TP*
025 < TP 10
Total suspended solids (TSS) TSS < 28 100
28 <Tss < 168 15848 * exp (~0.0164 8 TSS)
168 < TSS 10

Note-for each water pollutant, a subindex value is estimated on a 10-100 scale that is dependent on the pollutant’s input concentration. For example, if input DO concentrations were between 3.3 and
105 mg/L, the corresponding subindex equation would be applied to estimate a DO subindex. If DO concentrations exceeded 105 mg/L, then the DO subindex would automatically become 100.

Sour

hnston and Bauer (2020).
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Pollutant WQl weight

Dissolved oxygen ‘ mglL 024
‘ Fecal coliform ‘ colonies/100mL | 022 ‘
\7 Biochemical oxygen demand mglL 015
‘ Total nitrogen ‘ mglL 014
‘ “Total phosphorus ‘ mglL o ‘
} Total suspended solids | mglL o1 ‘

Source: Johnston and Bauer (2020).
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SCC (2021%/ton CO,) Discount rate (%)

Interagency Working Group on Social Cost of Greenhouse Gases (2016) 51 3
Nordhaus (2017) 102 3

Hinsel et al. (2020) 208 3
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Commodity

Domestic demand

Domestic supply ROW demand ROW supply Source
elasticity elasticity elasticity elasticity

Comn -005 012 - - Roberts & Schlenker

(2013)
‘ Corn - - ‘ -110 050 Reimer et al. (2012)
Soybeans -005 012 — Roberts & Schlenker

(2013)
‘ Soybeans - - ‘ -090 024 Reimer et al. (2012)

Note: ROW reflects the “rest of world,” which are all other trade partners besides the domestic importer or exporter of the good.
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Equity Affordability Sociocultural
integration

Type Economic Spatial i Mixed method
Definition Income, cost, or GDP are Spatial access is central | Equity is the measured quantity or | Equity includes elements of accessibility, quality, and
proxies for FEWS equity to FEWS equity quality of FEWS resources personal beliefs or perceptions about FEWS resources
Scales National to global Local to regional Local to regional Local
Analysis tools Index (50%, n = 4) Assessment (40%, n = 12) Assessment (70%, n = 7)
Model (50%, n = 4) Index (27%, n = 8) Index (10%, n = 1)

Model (33%, n = 10) Model (20%, n = 2)
Methods Economic indices Spatial indices Direct measurements of FEWS | Interviews
Income distributions Regressions characteristics Focus groups
Affordability indices Associations Surveys
Metrics GWP Distance from FEWS | Equal quantity/quality resource A combination of economic, access, and social
Household income resources or risks metrics

FEWS cost and spending
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Environmental impact Indirect contributor Factor Units Nl References

Water Use Water 301 Gal/Gal National Wernet et al. (2016)

Electricity See Table 2 Gal/kWh Regional US. EIA (2019b)
Natural Gas 046 Gal/Therm National | Ali and Kumar (2016) and U.S. EIA (2019¢)

Food See Figure 2 Gal/usD National Yang et al. (2017b)

Greenhouse Gas Emissions Water 0.0044 kg CO; eq/Gal National Wernet et al. (2016)
Electricity 0643 kg CO, eq./kWh Midwest US. EPA (2018)

Natural Gas 805 kg CO, eq/Therm | Midwest Wernet et al. (2016)

Food See Figure 2 kg CO, eq./USD National Yang et al. (2017b)

sGal, Gallon; kWh, Kilowatt-Hour; Therm, Therm; USD, US Dollar; kg CO, eq, Kilograms of Carbon Dioxide Equivalent.
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Message 1

Message 2

Message 3

Changing your old incandescent light bulbs to newer light emitting diodes (LEDs) can reduce your household GHG emissions from electricity use by
1,000 b per year (5%) and reduce your household water footprint by over 16,000 gallons per year (2%).

Switching your household to a renewable energy option at your electric utility could reduce your household GHG emissions by over 10,500 Ib per year
(43%) and reduce your household water footprint by over 230,000 gallons (27%).

Lowering your thermostat by 5" in the winter can reduce your household GHG emissions by 740 Ib per year (4%); and for homes with A/C, raising
your thermostat by 5" in the summer can reduce your houschold GHG emissions by an additional 630 Ib per year (3%).
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Consumption category Monthly average References
Water Use 6254 Gal Lake County USGS (2018)

Electricity Use 796 kwh Midwest US. EIA (2018)

Natural Gas Use 64 Therm Midwest US. EIA (2018)

Food Purchases 658 UsD National US. BLS (2018)
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January 10,569
February 9,621
March 9,850
April 11,910
May 12,505
June 12312
July 11,972
August 11,926
September 11,894
October 12,219
November 1,218
December 11,288
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