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Analytical results for phase
bunching in the pendulummodel
of wave-particle interactions

Jay M. Albert 1*, Anton Artemyev 2, Wen Li 3, Longzhi Gan 3 and
Qianli Ma 3,4

1Air Force Research Laboratory, Kirtland AFB, Rio Rancho, NM, United States, 2Department of Earth,
Planetary, and Space Sciences, University of California, Los Angeles, Los Angeles, CA, United States,
3Center for Space Physics, Boston University, Boston, MA, United States, 4Department of Atmospheric
and Oceanic Sciences, University of California, Los Angeles, Los Angeles, CA, United States

Radiation belt electrons are strongly affected by resonant interactions with

cyclotron-resonant waves. In the case of a particle passing through resonance

with a single, coherent wave, a Hamiltonian formulation is advantageous. With

certain approximations, the Hamiltonian has the same form as that for a plane

pendulum, leading to estimates of the change at resonance of the first adiabatic

invariant I, energy, and pitch angle. In the case of large wave amplitude (relative

to the spatial variation of the background magnetic field), the resonant change

in I and its conjugate phase angle ξ are not diffusive but determined by nonlinear

dynamics. A general analytical treatment of slow separatrix crossing has long

been available and can be used to give the changes in I associated with “phase

bunching,” including the detailed dependence on ξ, in the nonlinear regime.

Here we review this treatment, evaluate it numerically, and relate it to previous

analytical results for nonlinear wave-particle interactions. “Positive phase

bunching” can occur for some particles even in the pendulum Hamiltonian

approximation, though the fraction of such particles may be exponentially

small.

KEYWORDS

wave-particle interactions, radiation belts, nonlinear, hamiltonian, test particle
simulation

1 Introduction

Cyclotron-resonant interactions with whistler mode waves are of major importance

for the dynamics of radiation belt electrons (Bortnik and Thorne, 2007). Many numerical

studies of test particles interacting with coherent, monochromatic waves in an

inhomogeneous background magnetic field have demonstrated that cyclotron-

resonant interactions lead to changes in particle energy and pitch angle, due to the

breaking of an adiabatic invariant (Chang and Inan, 1983; Bortnik et al., 2008). For

sufficiently small amplitude waves these changes are diffusive, associated with a random

wave-particle phase (Albert, 2010), but larger waves induce systematic, asymmetric

changes, whose detailed behavior can be described in terms of phase bunching and

phase trapping (Albert, 1993). Estimates of the associated energy and pitch angle ranges of
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such electrons have been given by, e.g., Albert (2002) and

Albert et al. (2021). These processes are in turn deeply

connected to nonlinear wave generation or growth (Omura

et al., 2008).

For electrons interacting with parallel-propagating whistler

mode waves, phase trapping causes a sustained increase in

particle energy and pitch angle, while phase bunching (that is,

without trapping) causes these quantities to decrease; the lost

particle energy can feed wave growth. Theory and simulation

indicate that for representative wave and particle parameters,

phase bunching has much higher probability than phase trapping

in each resonant interaction. Typical particle trajectories showing

phase bunching, obtained with a Hamiltonian formulation to be

discussed below, are shown in Figures 1, 2. The variables P and q,

defined in Section 3, are related, respectively, to the first adiabatic

invariant I and its conjugate phase ξ, which are reviewed in

Section 2.

Albert (1993) obtained an analytical estimate of the change in

the first adiabatic invariant (and therefore energy and pitch

angle) caused by phase bunching in the highly nonlinear

limit, though the dependence on resonant wave-particle phase

seen in numerical simulations was not accounted for. A more

detailed expression can be written formally as an explicit but

infinite and intractable integral, which must still be evaluated

numerically; however, averaging over the appropriate phase and

interchanging integrals leads to a much more manageable

expression (Neishtadt, 1999); this is presented in Section 4.

Furthermore, the very general treatment of adiabatic invariant

changes of Cary et al. (1986) can be applied to this problem,

leading to a detailed and reliable approximation that retains the

phase dependence in closed form. This treatment quantitiatively

captures the numerical observation that phase bunching-induced

changes exhibit a spread of values, including some that are in fact

in the positive direction. This is discussed in Section 5.

Depending on the parameters used, adiabatic invariant

increase may be physically significant yet too infrequent to

detect from direct numerical simulation with a small number

of particles.

2 Hamiltonian formulation

Albert (1993) and Albert (2000) derived a Hamiltonian

K(I, ξ, z) appropriate for motion near a resonance. Recapping

the definitions and results of those papers, equations of motion

for the normalized first adiabatic invariant I ≈ (p⊥/mc)2(ω/2Ω)
and the canonically conjugate angle ξ (a combination of wave phase

and particle gyrophase) issue from a Hamiltonian K, given by

FIGURE 1
Trajectories of 120 particles from numerical integration of the equations of motion specified by the Hamiltonian of Eq. 11, with inhomogeneity
parameter R = 0.1 and wave amplitude parameter A = 0.25. Left: P vs. t, showing systematic decrease associated with phase bunching at resonance.
In this case, all values of ΔP are negative. Right: Change in P vs. the value of q at resonance. The dotted and dashed vertical lines show the calculated
values qturn and qx + 2π, respectively, as discussed in the text.
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K � K0 I, z( ) +K1 I, z( )sin ξ,
K0 � ηz I − c2( ) − σzsℓP0 I, z( ),
P0 �

�����������������
I − c2
sℓ

( )2

− 1 − 2
Ω
ω
I

√
.

(1)

The distance z along the field line plays the role of time, so that

dξ/dz � zK/zz anddI/dz � −zK/zξ. Hereω is thewave frequency,

Ω is the (local, unsigned, nonrelativistic) electron gyrofrequency, s is

the sign of the particle charge, ℓ is the resonant harmonic number,

and ηz is the parallel wave refractive index, k‖c/ω. P0 is the normalized

magnitude of p‖, where p⊥ and p‖ are components of the physical

momentum relative to the background magnetic field. The sign of p‖
is given by σz=±1. The constant ofmotion c2 relates I and the particle

kinetic energy E through

c2 � I − sℓγ, (2)

where γ is the relativistic factor 1 + E/mc2. K1 is proportional to

the wave amplitude; it is given in detail by Eqs. A2, A4 of Albert

(2000), and for the special case of a parallel-propagating wave by

Eqs. 2, 3 of Albert et al. (2021). As given in Appendix C of Albert

(2000), changes in energy E and equatorial pitch angle α0 are

related to small resonant changes in I by

ΔE
mc2

� ΔI
sℓ
, Δα0 �

Ωeq/ω − γ/sℓ( )sin2α0

p/mc( )2 sin α0 cos α0
ΔI, (3)

where ℓ ≠ 0, and Ωeq is the equatorial value of Ω.

At a given location z, the resonant value of I is determined to

lowest order by zK0/zI � 0, which corresponds to the standard

resonance condition

ω − k‖v‖ � sℓΩ/γ. (4)
This yields

Ires � c2 + sℓ( )2Ω
ω
+ σzsℓηzP0,res,

P0,res � 1�����
η2z − 1

√ ����������������
1 + 2

Ω
ω
c2 + sℓΩ

ω
( )2

√
,

(5)

which generalize Eqs. 5, 6 of Albert et al. (2021) to arbitrary

values of sℓ. The z dependence of Ires is characterized by zIres/zΩ,
which can be written as

zIres
zΩ � sℓσz

ηzIres − sℓσzP0,res

ω η2z − 1( )P0,res
. (6)

For the prototype situation of an electron (s = −1) in primary

resonance (ℓ = −1) and heading toward the equator (σz = −1), as

considered here, this quantity is always negative; both z and the

gyrofrequencyΩ decrease and Ires increases. The correspondence

between Eq. 1 and the gyro-averaged Lorentz equations of

motion was investigated by Albert et al. (2022).

FIGURE 2
Trajectories of 120 particles from numerical integration of the equations of motion specified by the Hamiltonian of Eq. 11, with inhomogeneity
parameter R = 0.2 and wave amplitude parameter A = 0.25. Left: P vs. t, showing systematic decrease associated with phase bunching at resonance.
In this case, most but not all values of ΔP are negative. Right: Change in P vs. the value of q at resonance. The dotted and dashed vertical lines show
the calculated values qturn and qx + 2π, respectively, as discussed in the text.
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3 Pendulum hamiltonian

A Taylor expansion of K0 in Eq. 1 gives the pendulum-like

form

M I, ξ, z( ) � Gr

2
I − Ires( )2 + Fr sin ξ (7)

where Gr � z2K0/zI2 and Fr � K1, both evaluated at resonance.

Albert (2000) obtained the estimate

Gr ≈
η2z − 1
sℓσzP0

. (8)

It is convenient to define σF and σG as the signs of Fr and Gr,

respectively, so that F = σFFr and G = σGGr are positive. Then Eq.

7 can be brought into the same form as Equation 72 of Cary et al.

(1986) by changing variables to

τ � σGz, P � GI, q � ξ − σFσG
π

2
. (9)

The equations of motion in these variables are then given by the

Hamiltonian

H P, q, τ( ) � 1
2

P − Pres( )2 − 2A sin2 q/2( ), (10)

with Pres = GIres and A = FG. Typical contours at fixed Pres(τ) are

shown in Figure 3. For the prototype configuration (with s = ℓ =

σz = −1) Gr is negative, so dPres/dτ = σGG(dIres/dz) is positive.

Albert et al. (2021) and Artemyev et al. (2021) considered a more

general version of Eq. 7 which retains a factor of
�
I

√
in the wave

term, which can distort the separatrix shape in order to maintain

I > 0. This can lead to “positive phase bunching” for particles with

small initial values of I (Kitahara and Katoh, 2019; Gan et al.,

2020). However, as seen in Figure 2, this can occur even in the

pendulum approximation.

Transforming from P to p = P − Pres in Eq. 10 gives

K p, q, τ( ) � p2

2
− A 1 − cos q − Rq( ), (11)

where both A and the inhomogeneity parameter R = (dPres/dτ)/A

are positive and will be taken as constant. This idealization

eliminates the possibility of phase trapping, which involves

expansion of the Hamiltonian separatrix to engulf neighboring

trajectories.

Trajectories of 120 particles from numerical integration of

the equations of motion specified by the Hamiltonian of Eq. 11

are shown in Figure 1, with inhomogeneity parameter R = 0.1

and wave amplitude parameter A = 0.25. In this case, all values

of ΔP are negative. In Figure 2 the wave amplitude parameter A

is the same but the inhomogeneity parameter has been

increased to R = 0.2, resulting in positive ΔP for some values

of q at resonance.

FIGURE 3
Contours of the pendulum Hamiltonian H(P, q) given by Eq. 10, with A = 0.25. If the inhomogeneity parameter R is small but positive, the
separatrix (shown in black) slowly rises. At resonance near the X-point, particles cross from red contours to blue (phase bunching) or green (phase
trapping) contours.
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4 Integral expression for changes in
invariant

Contours of K, from Eq. 11, are shown in the top panel of

Figure 4. The linearly unstable X-point obeys tan qx � R/
������
1 − R2

√
and the stable O-point obeys tan qo � R/(− ������

1 − R2
√ ), with the

branch choices − 2π < qx < − 3π/2 and − 3π/2 < qo < − π. The

value qturn is the second location where the curve through an X-

point crosses p = 0, with qx < qo < qturn < qx + 2π. Finally, q* refers

to where a general trajectory crosses p = 0, with qturn < q* < qx
+ 2π.

The change in P can be expressed as

ΔP � ∫ dq
dP/dτ
dq/dτ � ∫ dq

−zH/zq
zK/zp

� ∫ A sin q dq���������������������
2[K + A 1 − cos q − Rq( )]√ .

(12)

The integral over q is taken from − ∞ to the value q* and then

back to q = −∞, where q* is the value of q as the curve crosses p =

0. It is sufficient to integrate from −∞ to q* and double the result.

It is convenient to define h = (K + A)/AR and a = 1/R, so that

ΔP �
���
2A
R

√ ∫qp

−∞
sin q dq������������

h − a cos q − q
√ . (13)

Note that h(p, q + 2π) = h(p, q) + 2π.

This infinite, oscillatory integral is carried out along contours

of h(p, q). The middle panel shows values of the integrand, and

indicates that a wide range of q values contribute to the total

integral. The bottom panel shows numerical evaluations (in

color), which are generally negative but can be positive near

qp = qturn or qp = qx + 2π. Also shown, as black symbols, are the

values from the simulations of Figure 2. The excellent agreement

is expected since Eq. 13 and the equations of motion from Eq. 11

should be exactly equivalent.

FIGURE 4
Top: Contours of K(p, q) for parameters R = 0.2 and A = 0.25, color-coded by q* (the value of q at p = 0). Middle: The function appearing in the
integral of Eq. 13. Bottom: The colored symbols show ΔP vs. q* from numerical evaluation of Eq. 13, which is negative formost but not all values of q*.
The horizontal dashed line shows the averaged value, and the horizontal dotted line shows the value −(8/π) ��

A
√

applicable to R=0. The black symbols
show the values from Figure 2.
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4.1 Average value of ΔP

The integral for ΔP cannot be carried out in closed form, but it

can be averagedwith respect to q* analytically. Averagingwith respect

to q* is equivalent to averaging with respect to h (Cary et al., 1986; Itin

et al., 2000), with the range qturn to qx+ 2π corresponding to the range

hx to hx + 2π (since hturn = hx). Following Neishtadt (1999) and

Artemyev et al. (2018), the curves are integrated separately over the

ranges q < qx (region 1) and q > qx (region 2), with the latter

combined with the (p, q) island (region 3). For region 1,

I1 � ∫hx+2π

hx

dh∫qx

−∞
sin q dq������������

h − a cos q − q
√

� ∫qx

−∞
2dq sin q

�����������������
hx + 2π − a cos q − q

√
−

�������������
hx − a cos q − q

√[ ]
� −∫qx

qx−2π
2dq sin q

�������������
hx − a cos q − q

√
.

(14)
Next, noting that along the q axis h ≡ h0 = a cos q + q,

I2 + I3 � ∫qx+2π

qx

dq∫hx+2π

h0

dh
sin q������������

h − a cos q − q
√

� ∫qx+2π

qx

2dq sin q
�����������������
hx + 2π − a cos q − q

√
.

(15)

Thus I1 + I2 + I3 = 0. Finally, I3 can be expressed as

I3 � ∫qturn

qx

dq∫hx

h0

dh
sin q������������

h − a cos q − q
√

� ∫qturn

qx

2dq sin q
�������������
hx − a cos q − q

√
.

(16)

Writing sin q = (a sin q − 1)/a + 1/a leads to I3 = S/a, with

S � ∫qturn

qx

2dq
�������������
hx − a cos q − q

√
, (17)

which is the area of the (p, q) island. The average of ΔP over

regions 1 and 2 is then

〈ΔP〉 � −
����
2AR

√
2π

S, (18)

which becomes −(8/π) ��
A

√
as R → 0, in agreement with the

estimate obtained by Albert (1993).

5 Two-lobe hamiltonian

Cary et al. (1986) (hereafter CET) gives a comprehensive

treatment of adiabatic invariant breaking due to crossing the

separatrix of a Hamiltonian H(Π, Q) with the form

H Π, Q, t( ) � ω
Π2 − Q2

2
+ δH Π, Q, ϵt( ), (19)

where Π and Q are a pair of action-angle variables and the

small quantity ϵ indicates that the crossing is slow. This form
is chosen to facilitate analysis of motion near the X-point, but

Appendix A of CET shows how an arbitrary Hamiltonian may

be put into this form to arbitrary order in ϵ (the several

typesetting errors in Eq. 10 notwithstanding). The phase

portrait of this Hamiltonian has two lobes; typical contours

of Eq. 19 are shown in Figure 5.

FIGURE 5
Contours of a two-lobe Hamiltonian of the form of Eq. 19. The contour colors correspond to those of Figure 3.
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Following a very complex sequence of calculations based on

Eq. 19, two special cases are considered, described as symmetric

and antisymmetric (which refer to the growth rates of the two

lobes shown in 5, not their shapes). The symmetric case was

applied to drift orbit bifurcation by Öztürk andWolf (2007). The

antisymmetric case applies to the pendulum Hamiltonian of Eq.

7 and its transformed version Eq. 11, which are of the same form

as, respectively, Equation 72 and the subsequent one of CET.

With a minor typesetting correction, Equation 84 of CET gives

ΔP � −8
π
A1/2 − h0

πA1/2 log
32A
h0

∣∣∣∣∣∣∣ ∣∣∣∣∣∣∣
−2RA1/2 1

2
+ μ( )log|μ| − log

Γ 1 + μ( )���
2π

√
∣∣∣∣∣∣∣∣ ∣∣∣∣∣∣∣∣{ }, (20)

where Equation 75 of CET has been used, and the notation

μ � h0
2πRA

(21)

has been introduced. Related expressions were presented by

Neishtadt (1987). The leading term of Eq. 20 is the same as

the estimate of Albert (1993).

To evaluate h0 and μ in terms of K(p, q, τ) of Eq. 11, it is

necessary to shift K by a constant:

h0 qp( ) � K p � 0, qp, τ( ) − K p � 0, qx + 2π, τ( ), (22)

so that h0(qx + 2π) = 0 for consistency with the derivation. It can

be shown that K(q*) is an increasing function of q* between qturn
and qx + 2π, so h0 ≤ 0, and that μ correspondingly increases from

− 1 to 0. Eq. 9 of Tennyson et al. (1986), which was written in

terms of md = |μ|, is equivalent if A = ω = 1.

Evaluation of Eq. 20 is shown in color in Figure 6. Also

shown, as a black curve, are the values from Eq. 13. These two

formulations are not exactly equivalent, but are in excellent

agreement.

Equation 20 can be approximated near μ = 0 as

ΔP ≈ − 8
π
A1/2 + RA1/2 log

1
2πμ

∣∣∣∣∣∣∣∣ ∣∣∣∣∣∣∣∣, (23)

and near μ = −1 as

ΔP ≈ − 8
π
A1/2 + 2RA1/2 log

16

R
���
2π3

√ 1
1 + μ

− γ0( )∣∣∣∣∣∣∣∣ ∣∣∣∣∣∣∣∣, (24)

where γ0 ≈ 0.5772 is the Euler constant. For small values of R,

these estimates are positive only for very narrow ranges of μ,

approximately

|μ|< 1
2π

e−8/πR (25)

or

1 + μ< 2
R
e−4π/R, (26)

respectively. For R = 0.5, these values are approximately 10−3 and

0.3, while for R = 0.2 they are 5 × 10−7 and 0.02, respectively. Thus

ΔP > 0 only for particles with μ near − 1 or extremely near μ = 0.

Equation 20 can be averaged over μ, giving

〈ΔP〉 � −8
π
A1/2 1 − πR

8
1 + log

16
πR

( )[ ]. (27)

This value is shown as the thick black line in Figure 6, and agrees

very well with Eq. (18), shown as the dashed red line.

Finally, comparing Eqs. 27, 18 gives the estimate

S � 16���
2R

√ 1 − πR

8
1 + log

16
πR

( )[ ], (28)

which should be useful in situations where R is slowly changing,

and the probability of phase trapping is proportional to the rate

of change of S (Artemyev et al., 2018).

FIGURE 6
The colored symbols show ΔP vs. qp from Eq. 20, which is negative for most but not all values of q*. The solid horizontal line shows the averaged
value, and the red dashed horizontal line shows the value from Eq. 18. The black symbols show the values from Figure 2. The dotted and dashed
vertical lines show the calculated values qturn and qx + 2π, respectively, as discussed in the text.
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6 Summary

Wave-particle interactions are frequently treated with a

pendulum Hamiltonian equivalent to Eq. 11. With the wave

amplitude parameter A and the inhomogeneity parameter R held

constant, phase trapping does not occur, and changes in adiabatic

invariant P due to phase bunching are formally expressible by the

integral in Eq. 13. This result depends on the wave-particle phase

q at resonance; positive values can occur but are uncommon.

Averaging over that phase gives the more tractable expression 18,

which is always negative.

Equation 20, which is a special case of a detailed analysis

of the two-lobe Hamiltonian of Eq. 19, gives the change in P

as an explicit function of q at resonance. Its average value, Eq.

27, agrees very well with Eq. 18, and it also accurately

reproduces the numerically observed dependence on q,

including positive values of ΔP (see Figure 6). Analytical

estimates of the fraction of particles with these positive values

were obtained, which are exponentially small for small values

of R. Finally, combining the two treatments gives a good

analytical approximation to the area bounded by the

pendulum separatrix, whose rate of increase determines

the probability of phase trapping.
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Charged particle precipitation from Earth’s magnetosphere results in stunning

displays of the aurora and energy transfer into the atmosphere. Some of this

precipitation is caused by wave-particle interactions. In this study, we present

an example of a wave-particle interaction between Electromagnetic Ion

Cyclotron waves, and magnetospheric protons and electrons. This

interaction resulted in a co-located isolated proton aurora and relativistic

electron microbursts. While isolated proton aurora is widely believed to be

caused by Electromagnetic Ion Cyclotron waves, this unique observation

suggests that these waves can also scatter relativistic electron microbursts.

Theoretically, nonlinear interactions between Electromagnetic Ion Cyclotron

waves and electrons are necessary to produce the intense sub-second

microburst precipitation. Lastly, detailed analysis of the auroral emissions

suggests that no chorus waves were present during the event. This is in

contrast to the most commonly associated driver of microbursts, whistler

mode chorus waves, and supports other less commonly considered driving

mechanisms.
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1 Introduction

Since the Van Allen radiation belts were discovered by Van

Allen (1959) and Vernov and Chudakov (1960), the loss of

radiation belt electrons due to wave-particle interactions has

been modeled with quasilinear diffusion theory (e.g., Kennel and

Petschek, 1966; Summers et al., 1998; Summers, 2005; Thorne

et al., 2005). On long time scales, this model leads to accurate

quantification of particle energization and loss (e.g., Lyons and

Thorne, 1973; Claudepierre et al., 2020). On shorter time scales,

however, quasilinear diffusion does not accurately predict

precipitating fluxes on second or sub-second timescales (e.g.,

Bortnik et al., 2008; Albert and Bortnik, 2009; Saito et al., 2012;

Miyoshi et al., 2015; Mozer et al., 2018; Shumko et al., 2018). The

importance of nonlinear scattering in regard to particle loss is still

unknown. Indeed, even the variety of mechanisms that

nonlinearily scatter radiation belt electrons is still unknown

(e.g. Grach and Demekhov, 2020; Bortnik et al., 2022).

Scattering mechanisms that lead to electron microburst

precipitation are of particular interest here; while there is a

plethora of observational evidence linking whistler mode

chorus waves to electron microbursts, only Douma et al.

(2018) shows observational evidence of microbursts scattered

by Electromagnetic Ion Cyclotron (EMIC) waves.

Microbursts are intense bursts of electron precipitation that

typically last ≈ 100 ms (Shumko et al., 2021). Microburst energies

span from tens of keV all the way up to > 1 MeV (Anderson and

Milton, 1964; Parks, 1967; O’Brien et al., 2003; Blum et al., 2015;

Douma et al., 2017; Shumko et al., 2020b; Kawamura et al., 2021;

Shumko et al., 2021; Zhang et al., 2022). The microburst L-MLT

distribution peaks in the outer radiation belt L-shells and in the

0–12 MLT region (Lorentzen et al., 2001; O’Brien et al., 2003).

Whistler mode chorus waves share many similarities with

microbursts, including similar distribution in MLT and duration

(of chorus rising tone elements) (Teng et al., 2017; Meredith

et al., 2020; Shumko et al., 2021). These similarities led to a

widely-accepted conclusion that microbursts are most often

scattered by whistler mode chorus waves (e.g., Lorentzen

et al., 2001). This is further supported by theory. Both

Miyoshi et al. (2020) and Chen et al. (2020) show that rising

tone whistler mode chorus waves can rapidly—and

nonlinearly—scatter microburst electrons over the wide range

of energies.

EMIC waves are an another type of plasma wave that can

pitch angle scatter energetic protons and electrons into Earth’s

atmosphere (e.g., Cornwall, 1965; Summers et al., 1998;

Spasojević et al., 2004; Jordanova, 2007; Halford et al., 2016;

Yahnin et al., 2021). EMIC waves are typically generated near the

magnetic equator by anisotropic ions and are often bounded in

frequency by the ion gyrofrequencies into three primary bands:

hydrogen, helium, and oxygen (e.g., Gary et al., 1995; Blum et al.,

2012; Saikin et al., 2015). In the magnetosphere, EMIC waves are

spatially confined in L-Shell and extended in MLT (Mann et al.,

2014; Blum et al., 2017). When some of the EMIC wave power

enters the ionosphere, it can duct and be observed over a large

geographical area (Woodroffe and Lysak, 2012; Mann et al., 2014;

Kim et al., 2018).

During their generation and subsequent propagation away

from the magnetic equator, EMIC waves can precipitate 10 s keV

protons (e.g., Miyoshi et al., 2008; Shoji andOmura, 2011).When

the protons impact the atmosphere, they decelerate via charge-

exchange: the bare proton strips an electron from an atmospheric

molecule and becomes a neutral hydrogen atom in an excited

state (Kivelson et al., 1995). This hydrogen atom, newly

decoupled from the magnetic field, then emits hydrogen-

specific auroral light, primarily in the Lyman-α (121.57 nm),

Balmer-α (653.3 nm), and Balmer-β (486.1 nm) lines (e.g.,

Gallardo-Lacourt et al., 2021). Davidson (1965) and Fang

et al. (2004) show that this charge exchange process will

spatially smear a fine beam of precipitating protons into a

≈ 100 km radius proton aurora patch.

Similarly, EMIC waves can also scatter relativistic electrons

(e.g., Summers et al., 1998; Khazanov et al., 2014; Kubota et al.,

2015; Remya et al., 2015; Zhang X.-J. et al., 2016; Kubota and

Omura, 2017; Zhu et al., 2020; Grach et al., 2021). The theoretical

work by Omura and Zhao (2013) is most relevant here: they

demonstrated that EMIC waves can scatter relativistic

microbursts into the atmosphere. There, these precipitating

electrons experience bremsstrahlung deceleration and emit

X-ray photons which are absorbed before they reach the

ground (Winckler et al., 1958; Woodger et al., 2015).

Therefore, relativistic electron precipitation can only be

observed directly in space and indirectly via the secondary

X-rays in the upper atmosphere.

Some satellites in low Earth orbit (LEO) are well-equipped to

observe this dual electron-proton precipitation that is often

attributed to EMIC wave scattering (e.g., Miyoshi et al., 2008;

Nishimura et al., 2014; Zhang J. et al., 2016; Qin et al., 2018;

Capannolo et al., 2021). These studies often show EMIC

precipitation structure that lasts a few to 10s of seconds. From

the vantage point of a high-inclination satellite in LEO, these

durations can correspond to either the spatial size or temporal

duration (Shumko et al., 2020a,b). Nevertheless, EMIC-driven

electron precipitation on faster time scales is seldom observed. In

fact, Douma et al. (2018) is the only study to our knowledge

which shows sub-second electron precipitation associated with

an EMIC wave. These authors presented the results of a magnetic

conjunction between the Solar Anomalous and Magnetospheric

Particle Explorer (SAMPEX) satellite in the northern hemisphere

and a ground-based magnetometer in Halley, Antarctica. During

the conjunction, SAMPEX observed three > 1 MeV electron

microbursts.

Due to the aforementioned EMIC wave ducting and a lack of

auroral observations, it is difficult to co-locate the EMIC wave

and microbursts in the Douma et al. (2018) conjunction.

However, observing an EMIC wave on the ground, together
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with co-located proton and electron precipitation, will provide

more convincing evidence of EMIC-driven electron microbursts.

We present such a study here.

Early on 20 January 2007, the Canadian Array for Real-time

Investigations of Magnetic Activity (CARISMA) magnetometers

spread throughout Canada observed an EMIC wave lasting

almost 2 hours. This wave generated an isolated proton aurora

(IPA) patch that was observed by a Time History of Events and

Macroscale Interactions during Substorms (THEMIS) all-sky

imager (ASI) and a meridional scanning photometer.

Meanwhile, the SAMPEX satellite passed directly through the

proton aurora and observed very rapid and intense > 1 MeV

electron microbursts.

2 Materials and methods

2.1 Instruments

2.1.1 Canadian array for real-time investigations
of magnetic activity

We used the CARISMA (Mann et al., 2008) magnetometers

to identify EMIC waves. The instruments consist of fluxgate and

induction coil magnetometers deployed throughout Canada.

Here we use the fluxgate magnetometer from Gillam

(CARISMA-GILL) that is close to the ASI that observed the

proton aurora. The magnetometer data is collected in twomodes:

1- and 8-Hz sample rates. We use the 1-Hz data here.

2.1.2 Solar anomalous and magnetospheric
particle explorer

We used the SAMPEX satellite to identify relativistic

microbursts. It was launched in July 1992 into a 520, −,

760 km altitude, 82° inclination low Earth orbit (Baker et al.,

1993; 2012). The Heavy Ion Large Telescope (HILT; Klecker

et al., 1993) observed > 1 MeV electrons. HILT was a large

rectangular chamber with the aperture on one end, and 16 solid

state detectors on the other. During this event HILT pointed to

zenith and the electron counts were accumulated from all of the

solid state detectors at a 20 ms cadence.

2.1.3 Time history of events and macroscale
interactions during substorms all-sky imager

We use the THEMIS ASIs to study the auroral light. The

THEMIS ASIs are an array of charged-coupled device (CCD)

auroral cameras spread across Canada and Alaska (Harris et al.,

2009; Mende et al., 2009). Each white light imager uses a fisheye

lens to expand its field of view to 170°, corresponding to 9°

latitudinal and 1 h magnetic local time (MLT) coverage

(Donovan et al., 2006; Mende et al., 2009).

The 256 × 256 pixel images are taken at a 3-s cadence: a 1-s

exposure is followed by 2-s processing. To analyze the white light

images, we used the THEMIS ASI skymap calibration files that

are provided by the University of Calgary. The calibration data

contain, among other things, arrays that map each pixel to

(latitude, longitude) coordinates at an assumed auroral

emission altitude.

In this study, we use the THEMIS ASI camera stationed in

The Pas (THEMIS-TPAS) to study the proton aurora.

Furthermore, we briefly use the THEMIS ASI at Gillam

(THEMIS-GILL) to identify the proton aurora, but the aurora

was overwhelmed by light pollution in that part of THEMIS-

GILL’s sky.

2.1.4 Meridian scanning photometer
And lastly, we used the Northern Solar Terrestrial Array

(NORSTAR) meridian scanning photometers (MSPs) to

understand the multispectral properties of the aurora. MSPs

are designed to measure the latitudinal location and

brightness of aurora at the meridian. We use four channels

from the MSP at Gillam (MSP-GILL): 470.9 nm blue-line,

486.0 nm Hβ (i.e.. the Balmer-β emission line), 557.7 nm

green-line, and 630 nm red-line (Jackel, 2005). See Unick

et al. (2017) for a comprehensive description of the operation

and calibration of MSPs.

2.2 Methods

Our analysis consists of two main steps: calculate the

CARISMA wave spectrum, and map the THEMIS-TPAS

images and SAMPEX footprints to 110 km altitude.

To calculate the CARISMA frequency-time spectrum, we

used the Windowed Fast Fourier Transform algorithm

implemented by Scipy’s spectrogram ()function (Virtanen

et al., 2020). We used the Tukey window (also known as the

tapered cosine) that had a 256-s length. The windows overlapped

by 128 s (50% of the window length).

Then, to accurately compare the two datasets, we mapped the

THEMIS-TPAS ASI images and the SAMPEX location to the

same altitude. For the images, we mapped the THEMIS-TPAS

pixels along their line of sight to their (latitude, longitude) at a

110 km altitude. We used the aforementioned skymap files,

together with Python’s pymap3d (Hirsch, 2016), and aurora-

asi-lib (Shumko, 2022) libraries to do this. For SAMPEX, we

mapped its location to its magnetic field footprint at 110 km

altitude. For this we used the IRBEM-Lib magnetic field library

(Boscher et al., 2012) with the IGRF magnetic field model

(Thébault et al., 2015).

3 Results

From approximately 00:00–01:40 UT on 20 January 2007,

nine CARISMAmagnetometers deployed around central Canada

observed EMIC wave power between 0.25–0.4 Hz, classified as Pc
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1 (Jacobs et al., 1964). Figure 1F and Supplementary Video S1

show the EMIC wave observed at CARISMA-GILL. The primary

band of the EMIC wave spanned 0.25–0.4 Hz. A second weaker

band, centered around 0.1 Hz, ended earlier around 01:00 UT.

Supplementary Figure S1 shows the spatial extent of the EMIC

wave as observed on the ground: it shows a map of Canada with

the CARISMA magnetometer locations that observed EMIC

waves highlighted. The EMIC wave amplitude was largest at

the Island Lake magnetometer (CARSIMA-ISLL), 275 km south

of CARISMA-GILL. The wave appeared to be almost linearly

polarized with the semi-major axis pointing north, suggesting

that the EMIC wave entered the ionosphere near ISLL

(Woodroffe and Lysak, 2012).

The 0.25–0.4 Hz EMIC wave band coincided with an auroral

patch that was observed concurrently by two THEMIS ASIs

located at Gillam (GILL) and The Pas (TPAS). The ASIs observed

the aurora from just after the cameras turned on at sunset until

01:40 UT. THEMIS-TPAS is 500 km south-west of THEMIS-

GILL and the auroral patch was observed in between the two

imagers. While THEMIS-TPAS observed the patch in the region

of the sky away from sunset, THEMIS-GILL observed the aurora

light superposed with a strong background light consisting of

twilight and terrestrial light. Thus, our analysis focused on

THEMIS-TPAS. At TPAS the sunset was at 23:03 UT the

previous day and twilight lasted until 01:09 UT on January

20th. The TPAS imager turned on at 00:22:06 UT and was

initially saturated by twilight. The image in Figure 1A, taken

at 00:35 UT, was the earliest time when the auroral patch was

clearly visible. Panels (E) and (F) in Figure 1 show that both the

auroral patch and EMIC waves vanished simultaneously around

01:45 UT, indicating that the auroral patch was driven by the

EMIC wave.

Next, we investigate what particles created the auroral patch

light. Figure 2 shows a multi-spectral keogram from MSP-GILL

in panels (A)-(D) and a THEMIS-TPAS keogram along MSP-

GILL’s field of view in panel (E). We show MSP-GILL’s field of

view at 110 km altitude in Figures 1A–E with the dotted orange

line. Figures 2A–D shows that the green and Hβ MSP channels

observed an intensity enhancement corresponding to magnetic

latitudes λ = 62°–65° that we highlighted in Figures 1A–E with the

solid orange line. The Hβ MSP channel is sensitive to

precipitating 10 s keV protons, while the green MSP channel

is sensitive to secondary electrons that were generated by the

protons (Sakaguchi et al., 2008). While the aurora intensity was

dim in the Hβ channel, we confirmed that it was not observed in

the MSP’s 480 and 495 nm background channels.

Since we’re using THEMIS-TPAS images, we need to

compare its light to MSP-GILL to identify the proton

emission. Figure 2E shows a keogram constructed along the

MSP-GILL field of view using data extracted from the THEMIS-

TPAS ASI images. The field of view grazed the auroral patch that

THEMIS-TPAS observed—enough that the two can be

FIGURE 1
Select ASI images and magnetic field spectrum from the first 2 hours on 2007–01-20. (A–E) show select THEMIS ASI images from The Pas
(TPAS). The intensity bounds are identical between the panels. Light pollution from twilight and other terrestrial sources is in the lower-left corner
(south-west). The red arrows point to the proton aurora that the imager observed in (A–C). The red X shows the location of the ASI andMSP at Gillam.
The dotted orange line shows the GILL-MSP field of view, with the solid orange highlighting the 62° − 65° magnetic latitudes. (F) shows the BX

component of the magnetic field variations observed by a CARISMA magnetometer in Gillam. The proton aurora coincided with the EMIC wave in
(A–C), after which the magnetic wave power and proton aurora simultaneously faded in (D,E).
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compared. The auroral patch observed by THEMIS-TPAS was

constrained to λ = 62°–65° along theMSP’s field of view. Thus, the

auroral patch seen in the ASI images was caused by the

precipitating 10 s keV protons, confirmed with the MSP-GILL,

and is an IPA.

At 00:40 UT SAMPEX orbited above the IPA and directly

observed precipitating relativistic electrons. Supplementary

Video S1 and Figure 3 show the conjunction that was at

approximately L = 5 and MLT = 17 h. Figures 3A–D shows

the mapped THEMIS-TPAS image with the SAMPEX orbit

footprint superposed as a dotted red line and the instanta-

neous footprint as a red circle. Figure 3E shows that HILT

observed a handful of > 1 MeV electron microbursts.

We used the fitting method described in Shumko et al.

(2021) to estimate microburst durations. Some of the mic-

robursts lasted ≈ 100 ms, while three had a ≈ 300 ms

duration.

Two more instruments onboard SAMPEX, the Proton/

Electron Telescope (PET; Cook et al., 1993) and the Low-

Energy Ion Composition Analyzer (LICA; Mason et al., 1993),

observed precipitation at this time that we show in

Supplementary Figure S2. PET is sensitive to > 400 keV

electrons and clearly observed many microbursts at a 100 ms

cadence. Electron precipitation was also observed by LICA’s stop

microchannel plate that was sensitive to > 25 keV electrons.

However, LICA’s time resolution was 1 s, so microbursts are

difficult to identify. The clearest exception is the microburst

observed at 00:40:30 UT shown in Supplementary Figure S2. The

three SAMPEX instruments’ integral response make it difficult to

infer the energy of the precipitating electrons—we can only claim

that some of the electrons had a > 1 MeV energy. Furthermore,

the SAMPEX instruments show signs of time-energy dispersion.

However, we are unable to reliably verify dispersion because the

time synchronization between instruments was of order

1 second—longer than the theoretical sub-second energy

dispersion.

4 Discussion

This event shows strong evidence of EMIC-driven IPA

concurrent with > 1 MeV electron microbursts. The EMIC

wave was observed throughout central Canada for almost

2 hours. The wave precipitated 10 s keV protons in a localized

patch which then generated the IPA light—confirmed by the

white-light observed by THEMIS-TPAS and the Hβ light

observed by MSP-GILL. The wave also precipitated intense

and rapid > 1 MeV electron microbursts that SAMPEX

observed directly above the IPA.

While Miyoshi et al. (2008) and Jordanova et al. (2008), and

others show that quasilinear diffusion can model the gradual

EMIC-driven relativistic electron precipitation, it is unable to

model the intense sub-second relativistic microbursts studied

here. Nonlinear EMIC-electron scattering models are probably

needed. Albert and Bortnik (2009) show that nonlinear

interactions between electrons and monochromatic EMIC

waves lead to rapid electron transport in pitch angle (and

negligible transport in energy). The scattering efficiency of

relativistic electrons is strongly dependent on the gyrophase

difference between the wave and particle and on the

inhomogeneity parameter. Albert and Bortnik (2009) describe

the inhomogeneity parameter as quantifying the strength of the

EMIC wave relative to the inhomogeneity of the magnetospheric

plasma and magnetic field.

Omura and Zhao (2012) extended this work from a

monochromatic wave to rising tones, generated by the EMIC

triggered emission mechanism (e.g., Grison et al., 2013;

Sakaguchi et al., 2013). The authors found that the most

effective EMIC-MeV electron scattering occurs with EMIC

rising tones and repeated encounters with the wave as the

electrons bounce: the EMIC wave is relatively stationary

compared to a bouncing MeV electron. Omura and Zhao

(2013) applied this theory to model EMIC-driven MeV

microbursts. Here, the authors found that EMIC rising tones

are very efficient at trapping relativistic electrons and

FIGURE 2
Keograms from Gillam and The Pas. (A–D) show the MSP
intensity in the Hβ, blue, and red channels. (E) shows a keogram
constructed along the MSP-GILL field of view using data extracted
from the THEMIS-TPAS ASI images. The matching aurora
intensity in (A,B,E) confirm that the aurora observed by THEMIS-
TPAS right after sunset was generated by protons.
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transporting them into the loss cone when the inhomogeneity

parameter is less than one. The authors simulated an EMIC wave

that propagated away from the magnetic equator to higher

magnetic latitudes for 37 s. As the electrons bounced (with a

sub-second bounce period), they repeatedly passed through and

resonated with the wave for ≈ 20 ms. This led to efficient pitch

angle transport of the resonant electrons into the loss cone.

Figure 8b in Omura and Zhao (2013) shows an envelope of

precipitating electrons with intense subsecond electron

enhancements superposed; thus, the authors classified them as

microbursts.

Thus, our observations are theoretically supported by Omura

and Zhao (2013)’s results. Nonlinear wave-particle interactions

between EMIC rising tones and electrons are necessary to

generate these microbursts. Other studies including Nakamura

et al. (2019), and Zhu et al. (2020) also presented evidence of

nonlinear scattering of electron by EMIC rising tones that

resulted in sub-minute flux variations observed by the Van

Allen Probes (Mauk et al., 2012). That said, given that EMIC

rising tones are necessary for nonlinear microburst scattering,

our observations do not show clear EMIC rising tones. This is

unsurprising, because ground-based observations of EMIC rising

tones are rare—likely explained by the smoothing of the

frequency dispersion during the propagation to the ground. In

fact, Nomura et al. (2016) claims to be the first to have find EMIC

rising tones on the ground.

We consider one final scenario: collocated EMIC and chorus

waves. In this case, the EMIC waves were responsible for the IPA

while the chorus waves were responsible for microbursts. While

there were no direct equatorial wave measurements in this

L-MLT region at this time, the MSP-GILL can infer the

presence of 10 s keV electrons that are associated with lower-

band chorus (Thorne et al., 2010). The green-to-blue MSP ratio is

a good proxy for the precipitating electron energy spectrum:

higher green-to-blue ratios correspond to lower energy electron

precipitation (Rees and Luckey, 1974; Shepherd et al., 1996). The

keograms in Figure 2 show an emission in the green but not the

blue line. The large green-to-blue ratio indicates an absence of

10 s keV electron precipitation and thus suggest an absence of

lower-band chorus waves that are capable of scattering MeV

electrons.

The chorus-microburst model is admittedly very simple and

widely accepted. But, our results suggest that there are multiple

ways to scatter microbursts. Perhaps this is unsurprising, given

that microbursts are broadly defined by their intensity and sub-

second duration—so we would classify any wave-particle

interaction capable of producing rapid precipitation as

microbursts.

In conclusion, our observations show EMIC-driven

precipitation of both 10 s keV protons that resulted in IPA

light, and > 1 MeV electron microbursts. Since relativistic

electrons were not observed above the full extent of the

FIGURE 3
Select ASI images, and relativistic electron microbursts observed during the conjunction. (A–D) show select THEMIS ASI images from The Pas
mapped to 110 km altitude. The SAMPEX footprint and its instantaneous position are shown by the dotted red line and the large red circle. The
intensity bounds are identical between the images. (E) shows the SAMPEX-HILT time series with vertical guides at times that correspond to the ASI
images in (A–D). The minor ticks are at every second. The HILT instrument observed microbursts only when it passed above the proton aurora.
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proton aurora, this means that the relativistic microburst

electrons are episodic: a very specific triggering condition

must have been met. Douma et al. (2018) showed an example

of EMIC-driven microbursts, but the waves and MeV electrons

were observed in opposite hemispheres, and no proton aurora

was observed to localize the EMIC wave. Thus, our event is

arguably the strongest evidence yet of nonlinear interactions

between EMIC waves and electrons, leading to microburst

precipitation. Our results are theoretically supported, despite

the scant observational evidence in the published literature.

Further, this study shows the indispensable utility of ground-

based observations to gain a more comprehensive understanding

of wave-particle interactions.
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We present a statistical investigation (September 2012 - September 2017) of

pitch angle distribution (PAD) of energetic electrons (~30 keV - 1 MeV) in the

outer radiation belt (L ≥ 3) during CME- and CIR-driven geomagnetic storms

using Van Allen Probe measurements. We selected geomagnetic storms based

on minimum of SYM-H being less than -50 nT and classified the storms

according to their drivers. Thus, we obtained 23 CME- and 24 CIR-driven

storms. During the storm intervals, pitch angle resolved electron flux

measurements are obtained from the MagEIS instrument on-board Van Allen

Probe-A spacecraft. We assume symmetric pitch angle distributions around 90°

pitch angle and fit the observed PADs with Legendre polynomials after

propagating them to the magnetic equator. Legendre coefficients c2 and c4,

and the ratio R = |c2/c4| are used to categorize the different PAD types. To

resolve the spatio-temporal distribution of PADs, these coefficients are binned

in 5 L-shell bins, 12 MLT bins for seven energy channels and four storm phases.

We found that several hundreds of keV electrons exhibit clear dependence on

local time, storm phases and storm drivers, with increased anisotropy for CME-

driven storms duringmain and early recovery phases. On the contrary, we found

that tens of keV electrons do not exhibit significant dependence on these

parameters. We have discussed the different physical mechanisms responsible

for the observed MLT dependent PADs and found drift-shell splitting to be the

major contributor.

KEYWORDS

pitch angle distribution, outer radiation belt, energetic electrons, van allen probes,
geomagnetic storms, CME, CIR
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Introduction

The earth’s radiation belt electron dynamics is highly

complex, resulting from a delicate competition between

different acceleration, transport and loss mechanisms (e.g.,

Friedel et al. (2005)). The acceleration mechanism is mostly

driven by inward radial diffusion of radiation belt electrons from

higher to lower radial distances, or local wave-particle

interactions with various magnetospheric waves, or a

combination of the two (e.g., Schulz and Lanzerotti (1974);

Southwood and Kivelson (1981); Elkington et al. (2003);

Horne et al. (2003); Baker and Kanekal (2008); Ukhorskiy

et al. (2009); Zong et al. (2009); Thorne (2010); Claudepierre

et al. (2013); Reeves et al. (2013); Ma et al. (2015); Boyd et al.

(2016); Zong et al. (2017)). Interplanetary (IP) shocks generating

strong electric field impulse can also cause rapid energization of

radiation belt electrons within a time scale of few minutes (e.g.,

Foster et al. (2015); Kanekal et al. (2016)). The loss mechanism is

driven by pitch-angle scattering of electrons and subsequent

atmospheric precipitation led by wave-particle interactions

(e.g., Thorne (1977); Rodger et al. (2007); Reidy et al. (2021)),

or magnetopause shadowing caused by sudden magnetospheric

compression (e.g., Yu et al. (2013); Staples et al. (2020); Cohen

et al. (2021)), or a combination of both (e.g., Summers and

Thorne (2003); Bortnik et al. (2006); Shprits et al. (2006);

Ukhorskiy et al. (2006); Turner et al. (2012); Blum et al.

(2015); Shprits et al. (2017)). The relativistic electron

dynamics also show strong dependence on several factors,

such as, geomagnetic activity, solar wind driving conditions,

spatial location, local time, and background magnetospheric

conditions (e.g., Li et al. (1997); Reeves et al. (1998, 2003);

Meredith et al. (2003); Lee et al. (2013); Ni et al. (2013);

Thorne et al. (2013b,a); Baker et al. (2013, 2014b,a)). To

comprehensively understand the underlying physical processes

responsible for the complex radiation belt electron dynamics, an

useful approach is to investigate the evolution of electron pitch

angle distribution (PAD). This is because electrons of different

energies at different pitch angles respond differently to the

external influences (e.g., Chakraborty et al. (2021)) and

therefore, PADs can provide important information on the

source and loss processes in a specific region.

There are several types of PADs for electrons in the outer

radiation belt. The simplest of them is the isotropic distribution,

which is usually observed in the midnight MLT sector at

geosynchronous (GEO) orbit for substorm-injected electrons

having energy in the range of few tens to hundreds of keV

(Asnes et al., 2005). Some other commonly observed outer

radiation belt electron PADs are the pancake distribution,

butterfly distribution and flat top distribution. The pancake

distribution is the most prevalent type of PAD for outer

radiation belt electrons. This type of PAD is mostly found on

the dayside and is identified by electron flux maximum at 90°

pitch angle (e.g., West et al. (1973); Gannon et al. (2007)). The

mechanisms that have been attributed to the formation of this

type of PAD are pitch angle diffusion caused by wave-particle

interaction and inward radial diffusion (Schulz and Lanzerotti

(1974); Summers et al. (1998); Horne et al. (2003); Xiao et al.

(2009b,a, 2012, 2014); Thorne et al. (2013c)). The butterfly PAD

is generally observed at nightside at larger L-shells and is

characterized by lower electron fluxes at 90° pitch angle

compared to field-aligned directions. This type of distribution,

at larger L-shells, is mostly attributed to drift-shell splitting of

electrons in an asymmetric magnetic field (e.g., Sibeck et al.

(1987); Selesnick and Blake (2002)), while at lower L-shells, past

studies have shown that wave-particle interactions with chorus

and/or magnetosonic waves can generate this type of PAD (e.g.,

Horne et al. (2005); Li et al. (2016)). The flat top PAD is generally

observed at dawn and dusk local times at larger L-shells and has

almost similar electron fluxes spread over a wide pitch angle

range around 90° pitch angle. Wave-particle interaction is

believed to generate this type of PAD and it is considered to

be an intermediate distribution between the pancake and

butterfly PADs (e.g., Horne et al. (2003); Zhao et al. (2017)).

Past studies have shown that radiation belt electron

equatorial pitch angle distributions exhibit an energy

dependence. Most of the equatorial PADs of 1–10s of keV

electrons in the outer radiation belt are pancake shaped (e.g.,

Zhao et al. (2020)). On the contrary, for hundreds of keV to few

MeV electrons, pancake PADs are prevalent on the dayside of

both the outer and inner magnetosphere, while butterfly PADs

are prevalent on the nightside magnetosphere over extended

radial distances (e.g., West et al. (1973); Gannon et al. (2007); Ni

et al. (2015); Pandya et al. (2020)). The electron PADs have also

been found to depend on geomagnetic activity, L-shell and

magnetic local time (MLT) (e.g., Shi et al. (2016)). During

geomagnetic disturbed periods, the anisotropy of electron

PADs have been found to increase: pancake PADs become

more 90°-peaked. This has mostly been attributed to chorus

acceleration for regions outside the plasmasphere and

electromagnetic ion cyclotron (EMIC) wave scattering for

regions inside the plasmasphere (e.g., Ni et al. (2015)).

However, butterfly PADs do not exhibit strong correlation

with solar wind parameters, specifically, solar wind dynamic

pressure (Ni et al., 2016).

In recent years, several studies have examined the statistical

relationship between energetic particle equatorial pitch angle

distributions, different phases of geomagnetic storms, and solar

wind drivers using Van Allen Probe observations. Ni et al. (2015)

used 15 months of electron flux measurements from the

Relativistic Electron Proton Telescope (REPT) instrument

onboard the Van Allen Probes to study the storm time

evolution of PADs of ultra-relativistic (> 2 MeV) electrons.

They used sinusoidal functions of the form sinn(α) to fit the

observed pitch angle distribution, and used the sine power n to

indicate pitch angle anisotropy. The results from Ni et al. (2015)

showed that n increases with geomagnetic activity, suggesting
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increased pitch angle anisotropy during storm main phase.

Pandya et al. (2020) used 5 years of Van Allen Probe REPT

measurements to study the variation of pitch angle distribution

of relativistic electrons (1.8–6.3 MeV) during different phases of

55 geomagnetic storms driven by different solar wind drivers,

namely, coronal mass ejections (CMEs) and corotating

interacting regions (CIRs). Using the same sinusoidal fitting

method, Pandya et al. (2020) found the PADs to exhibit

strong dependence on MLT at higher L-shell (L ≈ 5), while at

lower L-shells (L ≈ 3), the electron PADs are found to be less

affected by geomagnetic activity and storm phase. Although, they

couldn’t find any significant dependence of the relativistic

electron PADs on the storm drivers (27 CMEs and 28 CIRs).

Greeley et al. (2021) studied the energization and isotropization

of the same outer radiation belt relativistic and ultra-relativistic

electron population (1.8–7.7 MeV) using REPT measurements

and sinusoidal fitting methods during storms driven by CMEs

and CIRs. They found that electron PADs are, in general, more

anisotropic for CME-driven storms compared to CIR-driven

storms. Also, the PADs of higher energy electrons are more

anisotropic than lower energy electrons, and the anisotropy

peaks within a day of DSTmin. The isotropization of electron

PADs were also found to have faster rates for CME-driven storms

than CIR-driven storms. Smirnov et al. (2022) used Van Allen

Probe Magnetic Electron Ion Spectrometer (MagEIS) instrument

measurements to examine equatorial PADs of electrons in the

energy range 30 keV - 1.6 MeV during 129 geomagnetic storms

in the entire Van Allen Probe era (2012–2019). They used

sinusoidal functions to fit the observed PADs for day and

night MLT sectors. Smirnov et al. (2022) found that on the

dayside, the distributions are mainly pancake which become

more 90° peaked during the storm main phase, and this

anisotropy increases with electron energy. They also found

butterfly PADs to be more prevalent on the nightside at

higher L-shells during geomagnetic quiet conditions, that

spread to lower L-shells during enhanced geomagnetic activity.

The previous studies discussed above, although, provide a

comprehensive picture of the storm-time evolution of electron

PADs in the outer radiation belt, the effect of storm drivers

(CMEs/CIRs) on the electron population having energies in the

range of few tens to several hundreds of keV has not yet been

investigated. Therefore, in this study, using 5 years (September

2012 to September 2017) of energetic electron flux (~30 keV to

~1 MeV) measurements from the MagEIS instrument on board

the Van Allen Probe-A spacecraft, we have extensively examined

the evolution of equatorial PADs in the outer radiation belt (L ≥
3) as a function of L-shell, MLT and electron kinetic energy

during different phases of 23 CME- and 24 CIR-driven

geomagnetic storms. The measured electron PADs have been

propagated to the magnetic equator and 5-min averages have

been calculated. To fit the equatorial PADs, a Legendre

polynomial form has been adopted following the method used

by Chen et al. (2014); Zhao et al. (2018, 2020), and the coefficients

of Legendre polynomials are binned in radial distance (L), local

time (MLT) and electron kinetic energy. The coefficients give us

information about the electron PAD type and hence, the binned

coefficients are plotted on L-MLT polar maps to study the

characteristics of equatorial PADs during different phases of

geomagnetic storms. The underlying physical mechanisms

responsible for the observed PAD types have also been examined.

This paper is organized as follows: in Data and event

selection, data used in this study and the event selection

criteria are provided; in Methodology, the data analysis

methodology is discussed; in Results, the statistical results are

presented; in Discussion and conclusion, the possible physical

mechanisms are discussed; and finally, in Summary, we provide

our concluding remarks.

Data and event selection

The Magnetic Electron Ion Spectrometer (MagEIS)

instrument of Energetic Particle, Composition, and Thermal

Plasma Suite (ECT; Spence et al. (2013)) on board the Van

Allen Probes flying near the equatorial plane (Mauk et al., 2013)

provides high resolution electron flux measurements over an

energy range of ~ 30 keV to 4 MeV (Blake et al., 2013; Spence

et al., 2013). In this study, we have used the pitch angle resolved

Level 3 MagEIS data from Probe A measurements during the

period September 2012 to September 2017 at seven specific

energy channels (33 keV, 80 keV, 143 keV, 226 keV, 346 keV,

597 keV, and 909 keV) binned to 11 pitch angles (8.19°, 24.55°,

40.91°, 57.27°, 73.64°, 90°, 106.36°, 122.73°, 139.09°, 155.45°, and

171.82°). Measurements from Electric and Magnetic Field

Instrument Suite and Integrated Science (EMFISIS; Kletzing

et al. (2013)) on board the Van Allen Probe - A spacecraft are

also used to investigate the chorus and ULF (ultra-low frequency)

wave activity during this period. The EMFISIS wave instruments

collect survey measurements of the wave electric and magnetic

fields during half-second collection periods every 6 s over

65 logarithmically spaced frequency intervals between ~1 Hz

to ~12 kHz. EMFISIS is also equipped with a fluxgate

magnetometer (FGM) that measures the magnetic field with a

sampling rate of 64 vectors/sec. In this study, we have used the

FGM data that provides magnetic field with 1 s resolution. The

key solar wind parameters and geomagnetic indices are procured

from the OMNIWEB data service with 1 min resolution.

To study the effects of storm drivers on the evolution of

radiation belt electron PADs, we created a 5 year period database

of geomagnetic storms from September 2012 to September 2017.

To create the database, we selected storms such that the

minimum SYM-H index was less than -50 nT and classified

them according to their drivers, namely coronal mass ejections

(CMEs) and corotating interacting regions (CIRs), the details of

which are listed in Table 1. The list of storms in Table 1 consists

of storms presented in Pandya et al. (2019) and other new storms
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to complete the 5 year period database. In addition, as our aim is

to study the evolution of PADs during different phases of

geomagnetic storms driven by different solar wind drivers, we

also ensured that the selected storms are isolated events. The new

ICME events identified in this work are supported by the event

list published by Cane and Richardson (http://www.srl.caltech.

edu/ACE/ASC/DATA/level3/icmetable2.htm), and the new CIR

events are consistent with the list of SIR/HSS events during

1995–2017 published by M. Grandin, A. T. Aikio, and A.

Kozlovsky (Grandin et al., 2019). After the storms are selected

and classified, they are divided into different storm phases,

defined as: main phase - the duration starting from the time

when SYM-H index begins to monotonically decrease to when

SYM-H reaches its minimum value; pre-storm phase - a period of

10 h prior to the main phase; early recovery phase - a period of

10 h after the main phase; and late recovery phase - a period of

10 h after the early recovery phase.

Methodology

To study the distribution of energetic electron PADs, the

PADs need to be quantified. In the past, different models have

been used to quantify PADs. Out of them, the most commonly

used are PAD models of the form sinn(α), where n is the

anisotropy index and α is the pitch angle (e.g., Garcia (1996);

Vampola (1997)); and empirical models using the method of

Legendre polynomial fitting (e.g., Chen et al. (2014); Zhao et al.

(2018, 2020)). The problem with fitting models having the form

of sinn(α) is that they can not represent butterfly PADs, whereas a

complete set of Legendre polynomials can represent any form of

PADs (Chen et al., 2014; Zhao et al., 2018, 2020). This makes

Legendre polynomial fitting models better candidates to study

electron PADs in the radiation belt. Chen et al. (2014), taking

measurements from CRRES, Polar and LANL-GEO satellites and

using the method of Legendre polynomial fitting developed an

empirical model of relativistic electrons (~ 150 keV to 1.5 MeV)

in the outer radiation belt. Later, Zhao et al. (2018) developed an

empirical model of electron PADs in the slot region and inner

radiation belt as a function of L-shell, MLT, electron energy and

geomagnetic activity using 4 years of Van Allen Probe

measurements and Legendre polynomials. Most recently, Zhao

et al. (2020) using 7 years of data from Van Allen Probes HOPE

instrument and Legendre polynomial fitting of observed PADs

examined the equatorial PADs of 1–50 keV electrons in the inner

magnetosphere. In this study, we have adapted the same method

TABLE 1 List of CME- and CIR-driven geomagnetic storms.

Event CME-associated storm SYM-Hmin (nT) CIR-associated storm SYM-Hmin (nT)

1 2012-10-01 −138 2013-01-26 −62

2 2012-11-14 −118 2013-03-01 −76

3 2013-03-17 −132 2013-08-27 −64

4 2013-06-01 −137 2013-10-30 −57

5 2013-06-29 −111 2013-12-08 −72

6 2013-07-06 −80 2014-06-08 −72

7 2013-10-02 −90 2015-02-17 −70

8 2014-02-27 −101 2015-02-24 −76

9 2014-04-30 −76 2015-05-13 −98

10 2014-09-12 −97 2015-06-08 −105

11 2014-12-22 −65 2015-07-05 −87

12 2015-01-07 −135 2015-07-13 −71

13 2015-03-17 −234 2016-01-20 −95

14 2015-06-23 −208 2016-02-03 −60

15 2015-07-23 −83 2016-05-08 −105

16 2015-11-07 −106 2016-07-25 −51

17 2015-12-20 −170 2016-08-03 −63

18 2015-12-31 −117 2016-08-23 −83

19 2016-03-06 −110 2017-03-01 −74

20 2016-10-13 −114 2017-03-27 −86

21 2016-11-09 −55 2017-04-04 −50

22 2017-05-27 −142 2017-05-29 −142

23 2017-07-16 −67 2017-08-29 −64

24 2017-09-26 −74
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of Legendre polynomial fitting as described in Chen et al. (2014)

and Zhao et al. (2018, 2020) to investigate the effect of storm

drivers on the statistical properties of equatorial electron PADs in

the outer radiation belt. Although the methodology adapted in

this study is the same as mentioned in the previous works, the

main focus of this study is to explore any characteristic

differences in the PADs of outer radiation belt electrons

spanning an energy range from tens of keV to MeV during

storms driven by different storm drivers.

Towards that goal, the steps followed in this study can be

described as: (1) We selected the electron flux data when Van

Allen Probe-A was close to the magnetic equator with the

absolute value of magnetic latitude (MLAT) less than 10°.

This ensured that we have equatorial PADs with a wide pitch

angle coverage. (2) The measured electron PADs are propagated

to the magnetic equator using T89D (Tsyganenko, 1989)

magnetic field model. The selection of electron flux data when

the Van Allen Probe-A was within ±10° MLAT also assured that

there is no large data gap near 90° pitch angle after propagating

the observed local electron flux data to the magnetic equator. (3)

5-min averages of equatorial PADs are calculated from the ~

10.8 s resolution data, assuming symmetric PADs around 90°

pitch angle. (4) The measured 5-minute-averaged equatorial

PADs are then fitted by Legendre polynomials and

represented by a set of normalized Legendre coefficients (cn).

For a more comprehensive description of the Legendre

polynomials and coefficients, the readers are encouraged to

read the methodology sections of Chen et al. (2014); Zhao

et al. (2018, 2020). In this study, we have included only those

PADs that are well fitted by Legendre polynomials with a root-

mean-square-deviation (RMSD) < 0.1.

Figure 1 shows examples of Legendre polynomial fitting

results of the three most prevalent PAD types in the outer

radiation belt: (a) pancake, (b) flat top and (c) butterfly. The

fitting results are shown by blue curves and the measured

equatorial PADs are shown by red filled circles. The sets of

first six normalized Legendre coefficients c1 − c6 representing the

different PAD types are shown at the top of each panel. Although

a complete set of Legendre polynomials should be used to

represent a PAD, in statistical studies, it is reasonable to

retain only a handful of coefficients (Zhao et al., 2018). Chen

et al. (2014) demonstrated that electron PADs in the outer

radiation belt can be well categorized by Legendre

polynomials up to the sixth order and therefore, in this study,

we have used normalized Legendre coefficients up to c6 to

represent the measured PADs. Further, as we are considering

symmetric PADs around 90° pitch angle, we have taken the odd

order Legendre coefficients, i.e., c1, c3, and c5 as zero. Therefore,

c2, c4 and c6 become the only three fitting parameters for

representing the equatorial PADs. Chen et al. (2014) also

showed that as n increases, the value of cn becomes

significantly small and therefore, different pairs of the first

two even order Legendre coefficients (c2, c4) can be directly

read for categorizing PAD types. In this study, our discussions

will thus include only c2 and c4. Pancake PADs have negative and

larger c2 values and smaller values of |c4| (Figure 1A), flat top

PADs have usually comparable values of c2 and c4 (Figure 1B),

and butterfly PADs have negative and larger c4 values and

smaller/comparable values of c2 (Figure 1C). Therefore, if we

take ratio of the two coefficients, say R = |c2c4|, then for pancake

PADs, R will be greater than one; for flattop PADs, R will be

comparable to one; and for butterfly PADs, R will be less than 1.

Thus, the values of R can be used to directly identify the PAD types.

To resolve the spatial and temporal distribution of PADs, the

coefficients c2 and c4, and the parameter R are binned in L with

bin width 0.8 L (5 bins from L = 3 to L = 7), MLTwith bin width 2 h

FIGURE 1
Examples of (A) pancake, (B) flattop and (C) butterfly pitch angle distributions. The red filled circles are normalized electron flux of 143 keV
electrons measured by MagEIS instrument on-board the Van Allen Probe-A spacecraft (propagated to the magnetic equator and averaged in 5 min
assuming symmetric distribution around 90° pitch angle), and blue curves show the Legendre polynomial fitting results. The first six Legendre
coefficients (c1− c6), RMSD and magnetic ephemeris information (L, MLT, MLAT) are provided in each panel.
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(12 bins), electron energy E (7 energy channels) and storm phases

(4 storm phases). Then, medians of the coefficients (c2, c4) and R in

each (L, MLT, E, and storm phase) bin are derived, based on which

the characteristics of ~30 keV to 1 MeV electron equatorial PADs in

the outer radiation belt are presented. Further, to ensure that we

have enough number of data points in each L-MLT bin for statistical

evaluation, we considered only those bins that have at least 40 data

points. This is because bins with few number of data points may

falsely appear as MLT variation. Supplementary Figure S2 in the

supporting document shows the distribution of data points in each

L-MLT bin. Supplementary Figure S3 shows the distribution of the

parameter R without excluding any bin to highlight the randomness

of such distribution if we include bins with few number of data

points.

To investigate the possible role of wave-particle interactions

in driving the different PAD shapes, we examined the statistical

properties of whistler mode chorus and Pc5 mode ULF waves

during the period of our study. To identify the chorus waves

having typical frequencies in the range 0.05–0.8 fce, where fce is

the equatorial electron gyrofrequency, we used the criteria as

described in Bingham et al. (2019), such as the Van Allen Probe-

A is outside the plasmasphere, and the waves have planarity >
0.6 and ellipticity > 0.7. After identifying the chorus waves, the

wave amplitudes are binned in (L, MLT, and storm phase) as

defined earlier. To visualize the excitation of the waves, we

defined an excitation factor (F) as the ratio of the chorus

wave power in each individual (L, MLT, and storm phase) bin

to the background chorus wave power. For background chorus

wave power, we considered the minimum chorus wave power

during the pre-storm phase. Finally, superposed epoch analyses

(SEA) is performed to derive the median of the parameter F,

based on which the role of chorus waves in outer radiation belt

electron dynamics is discussed.

To study the statistical distribution of Pc5 mode ULF waves

in the outer radiation belt, 1 s resolution magnetic field data from

the fluxgate magnetometer of EMFISIS on board the Van Allen

Probe-A spacecraft for the region L ≥ 3 are first projected on a

mean-field aligned coordinate system to separate ULF field

variations along directions both perpendicular and parallel to

the magnetic field Takahashi et al. (1990). In this coordinate

system, the mean field is defined as the 400 s running average of

the magnetic field vector 〈B〉. The individual components are

defined as: (1) parallel component êz � 〈B〉/|〈B〉; (2) azimuthal

component êy � 〈 B〉 × r, where r is the position vector of the

spacecraft with respect to the earth’s center; and (3) radial

component êx � êy × êz. The magnetic field components are

defined as: radial (poloidal) component Bx � B · êx which is

pointing radially outward; azimuthal (toroidal) component By �
B · êy which is positive eastward; and parallel (compressional)

component Bz = |B| − |〈 B〉|, which is pointing along the

magnetic field. Once the observed magnetic field has been

resolved into its three directional components, a low-pass

Butterworth filter with cut-off frequency of 10 mHz is applied

to obtain wavelet power spectra covering the Pc5 frequency range

(typically 2–7 mHz) Balasis et al. (2013). For wavelet analysis, we

used Morlet mother wavelet function with ω0 = 6, as Morlet

wavelet in the range ω0 = 5–10 provides high time resolution that

is ideal for the study of ULF waves in the Pc4-5 range Balasis et al.

(2013). This provided us with ULF wave power in the

Pc5 frequency range for the three magnetic field components.

We then manually identified and eliminated false wave events for

each individual storm. Finally, SEA is performed to derive

median Pc5 ULF wave power, based on which, the role of

ULF waves in the outer radiation belt PAD is investigated.

Results

Using the methodology as described inMethodology, here we

present the statistical results of radiation belt electron PADs as a

function of L-shell, MLT and electron energy E during different

phases of CME- and CIR-driven geomagnetic storms.

Figure 2 shows the L-MLT distribution of the medians of c2
(left panel) and c4 (right panel) at seven specific energy channels

(from top to bottom: 33 keV, 80 keV, 143 keV, 226 keV, 346 keV,

597 and 909 keV) during pre-storm, main, early recovery and late

recovery phase of CME-driven geomagnetic storms. For each

plot, the Earth is at the centre and the Sun is to the left. MLT =

12 is indicated in the leftmost column, and the concentric circles

denote L values from L = 1 to 7 with L-width of 2 RE. The

colorbar denotes the c2 and c4 values spanning a range from -1 to

1. From Figure 2, we can see that the coefficients c2 and c4 exhibit

dependence on electron energy, storm phase, L-shell and MLT.

We can also see that these coefficients exhibit opposite variations,

the combined (c2, c4) values being consistent with those defined

in Methodology. To understand these features explicitly, first, if

we increase the electron energy during a particular storm phase,

we can find that the distributions of c2 and c4 are different in

different energy channels. As an example, during the pre-storm

phase, we can see that in the low energy channels, c2 values are, in

general, negative at all L-shell and MLT, while in the higher

energy channels, a clear day-night asymmetry can be seen: c2
values are mostly negative on the dayside and positive on the

nightside outside L = 4. The parameter c4, on the other hand, at

lower energy channels, is mostly positive inside L = 4 and near

zero to slightly negative outside L = 4. At higher energies, at lower

L-shells, c4 is mostly near-zero, while at higher L-shell and

nightside, it exhibits negative values. Second, keeping the

energy fixed, if we compare the distribution of c2 and c4
during different storm phases, we can find the coefficients to

show clear storm phase dependence, particularly in the medium

and high energy channels. For example, during the pre-storm

phase, c2 (c4) values of 597 keV electrons are mostly negative

(near-zero) on the dayside and slightly positive (slightly negative)

on the nightside outside L = 4. During the main phase, c2 (c4)

values become mostly negative (positive) on the dayside and
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positive (negative) on the nightside. During the early recovery

phase, the day-night asymmetry further increases. In the late

recovery phase, the day-night asymmetry still persists, but the

values become less intense, indicating reduced anisotropy. These

examples also highlight the L-shell and MLT dependence that

itself varies with electron energy and storm phase.

Figure 3 shows L-MLT distribution of the medians of c2 and

c4 values for CIR-driven geomagnetic storms in the same manner

as in Figure 2. Similar to CME-driven storms, the coefficients c2
and c4 exhibit energy dependence, L-shell dependence, day-night

asymmetry and storm phase variations. The overall features of

the variations in c2 and c4 are found to be common for both the

storm drivers (CMEs/CIRs), the only difference being in the

values of the coefficients, particularly in the higher energy

channels. For CME-driven storms, the c4 values in the energy

range 597–909 keV are close to ~ -1 for L > 3 and MLT ≈18–4
during early recovery phase, whereas for CIR-driven storms, c4
values are in the range -0.25 to -0.75 for L > 4 and MLT ≈16–2.
This indicates slightly higher anisotropy in c4 values for CME-

driven storms compared to CIR-driven storms. One can also see

that for CIR-driven storms, in the energy range 597–909 keV, c2
values are close to ~ 1 for L > 5 andMLT ≈16–4 during the main

phase, whereas for CME-driven storms, c2 values are comparably

smaller (~ 0.75).

Figure 4 shows L-MLT distribution of the medians of the ratio

R = |c2/c4| for CME-driven (left panel) and CIR-driven (right panel)

geomagnetic storms. As defined in Methodology, pancake PADs

have R > 1, flattop PADs have R ≈ 1 and butterfly PADs have R <
1. From the colorbar on the right, we can see that R > 1 values are

denoted by red to deep red, R ≈ 1 values are denoted by slight red to

FIGURE 2
The distribution of coefficients c2 (left panel) and c4 (right panel) in a respective L-MLT bin during coronal mass ejection (CME) driven
geomagnetic storms at seven specific energy channels, from top to bottom: 33 keV, 80 keV, 143 keV, 226 keV, 346 keV, 597 keV, and 909 keV. The
columns correspond to different storm phases. MLT = 12 is indicated in the leftmost column and the concentric circles denote L values from L = 1 to
7 with L-width of 2 RE. For each panel, the Earth is at the centre and the Sun is to the left. The colorbar represents the corresponding c2 and c4
values.
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slight blue, and R < 1 values are denoted by blue to deep blue. These

R values are used to identify the different PAD shapes. While

identifying the different PAD shapes, we have excluded the single

bins that exhibit random values as they might be manifestations of

statistical bias and falsely indicate MLT variations. We mostly

concentrate on the overall distribution and several intriguing

features are revealed from Figure 4:

1. In the low energy channels (33–80 keV), the fitting results

suggest that majority of PAD fits have values of R > 1 during

all the four storm phases and both the storm drivers (CMEs/

CIRs). This indicates that majority of tens of keV electrons in

the outer radiation belt exhibit pancake PADs. This is in

agreement with the results of Zhao et al. (2020): using

observations from the HOPE instrument on board the Van

Allen Probes and the same Legendre polynomial fitting

technique, they showed that most of the tens of keV

electron equatorial PADs in the inner magnetosphere

during geomagnetically quiet (Kp ≤ 1+), moderate (1+ <
Kp ≤ 3+), and active times (Kp > 3+) are pancake PADs.

2. In the medium energy channels (143–226 keV), for CME-

driven storms, during the pre-storm and main phase, R values

are > 1; during the early recovery phase, a day-night

asymmetry in R values can be seen: R > 1 at the dayside

and R ~ 1 or slightly < 1 at the nightside; and during the late

recovery phase, R values again become mostly greater than 1.

This indicates that during the pre-storm and main phase,

majority of few 100s of keV electrons exhibit pancake PADs;

during the early recovery phase, they exhibit pancake PADs at

the dayside and flattop PADs at the nightside; and during the

late recovery phase, the PADs again become mostly pancake

shaped. Just as the combination of c2 and c4, and hence R

provides information about the PAD shapes, changes in their

values give an estimation of the pitch angle anisotropy. Higher

FIGURE 3
Same as in Figure 2 but during corotating interacting region (CIR) driven geomagnetic storms.
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values of R suggest higher anisotropy. From Figure 4, it can be

seen that during the early and late recovery phases, R values

are significantly larger which suggest greater pitch angle

anisotropy during these storm phases. For CIR-driven

storms, the fitting results suggest that during the pre-storm

phase, R values are > 1; during themain phase, R values ~ 1 or

slightly < 1 can be seen at ~ 18 MLT and ~ 2 to 5 MLT; and

during the early and late recovery phases, R values again

become > 1. This indicates that during the pre-storm and

recovery phases, the PADs are mostly pancake, while during

the main phase, flattop PADs can be seen at around the dusk

and dawn MLT sectors. R values are also higher during the

early and late recovery phases, suggesting enhanced

anisotropy.

3. In the high energy channels (346–909 keV), for CME-driven

storms, during the pre-storm phase, fitting results show that

most of the dayside PAD fits have values of R > 1 while the

nightside PAD fits have values of R ~ 1 or slightly < 1; during

the main phase, R values are mostly greater than 1; during the

early recovery phase, R values are largely > 1 at the dayside

and < 1 at the nightside; and during the late recovery phase, R

values at the dayside are still greater than 1, while a few

patches of R values ~ 1 can be seen at the nightside for regions

outside L ≈ 4. This indicates that during the pre-storm phase,

several 100s of keV electrons exhibit pancake PADs at the

dayside and flattop/butterfly PADs at the nightside; during the

main phase, the electron PAD shapes are mostly pancake;

during the early recovery phase, the PADs at the dayside are

pancake shaped while those at the nightside are butterfly

shaped; and in the late recovery phase, electrons at the dayside

exhibit pancake PADs while those at the nightside exhibit

flattop PADs outside L ≈ 4 and pancake PADs inside L ≈ 4.

FIGURE 4
Comparison of the ratio R = |c2/c4| between CME-driven (left panel) and CIR-driven (right panel) geomagnetic storms. R is plotted in the same
manner as in Figure 2, 3.
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The ratio R also exhibits larger values during early and late

recovery phases indicating increased anisotropy. For CIR-

driven storms, the distribution of PADs during the different

storm phases follows, in general, the same trend as for CME-

driven storms, although the day-night asymmetry is less

prominent: during the early recovery phase, R values are

> 1 at the dayside and mostly ~ 1 with few bins of R

values slightly less than 1 at the nightside. However, the

anisotropy is high during the late recovery phase as evident

from larger values of R. Also, during the late recovery phase, R

values ~ 1 or < 1 are confined to regions L > 6 on the

nightside, indicating that flattop/butterfly PADs are found

outside L = 6 while pancake PADs are found inside L = 6.

Discussion and conclusion

The statistical results presented above suggest that there is a

dependence of equatorial PADs on electron energy, geomagnetic

activity, and spatial location, both radial (L-shell dependence) and

azimuthal (MLT dependence). The equatorial PADs of few tens of

keV electrons are pancake shaped during all the four phases of

geomagnetic storms, although the distributions have higher

anisotropy (higher R values) during the main and early recovery

phases. For electrons having energy in the range of few to several

hundreds of keV, the dayside PADs are mostly pancake shaped

while butterfly PADs can be seen at night at higher L-shells. The

anisotropy of PADs is also found to increase with geomagnetic

activity. All of these results are in good agreement with the previous

studies (see e.g., Ni et al. (2015, 2016); Pandya et al. (2020); Zhao

et al. (2018, 2020); Greeley et al. (2021); Smirnov et al. (2022)).

However, in addition, our results also show prominent influence of

storm drivers (CMEs/CIRs) on the PADs of outer radiation belt

electrons, especially in the medium (143–226 keV) and high

(346–909 keV) energy channels. In general, the pitch angle

distributions are found to be more anisotropic for CME-driven

storms compared to CIR-driven storms during the stormmain and/

or early recovery phase.

The dependence of equatorial electron PADs on electron energy

and geomagnetic activity has been extensively studied in the past and

discussed in details in several papers (e.g., Sibeck et al. (1987);

Selesnick and Blake (2002); Korth et al. (1999); Califf et al. (2014,

2017); Zhao et al. (2017, 2018, 2020)). The energy dependence of

electron PADs has been attributed to the difference in radial flux

gradients of electrons having different energies (see e.g., Zhao et al.

(2020) and references therein). The dependence on geomagnetic

activity has been explained to happen mostly due to the deformed

magnetic field configurations, enhanced wave-particle interactions

or/and changes in the electron radial flux gradients during

geomagnetic disturbed times (see e.g., Zhao et al. (2018) and

references therein). In the discussions that will follow, we will

mainly focus on finding a possible explanation for the observed

MLT dependence of electron pitch angle distributions.

The MLT dependence of electron PADS are especially found at

higher energies and during the storm main phase and/or the early

recovery phase. As an example, for CME-driven storms, for 909 keV

electrons in the early recovery phase, butterfly PADs can be seen

between L ≈ 5 to 6 and MLT ≈18 to 3, while pancake PADs can be

seen at all other MLTs and L-shells (Figure 4). One of the possible

mechanism for such MLT dependence is enhanced drift-shell

splitting caused by stretched geomagnetic fields during active

times. Different processes can cause drift shell splitting, the

y-component of the interplanetary magnetic field being one of

the potential candidates. The IMF By-component exerts a torque

on the magnetosphere, and in response, oppositely directed

azimuthal flows occur in the dayside cusp. These azimuthal flows

imply that open flux tubes are added asymmetrically to the tail lobes.

For IMF By > 0, flux tubes are preferentially added to the dawn side

and for IMF By < 0, flux tubes are preferentially added to the dusk

side (Cowley, 1981). This results in an asymmetrical stretching of the

geomagnetic field lines and can result in a day-night asymmetry in

the pitch angle distribution of higher energy electrons. For the lower

energy electrons, drift shell splitting can not generate butterfly PADs

as they have positive radial flux gradients at larger L-shells (Zhao

et al., 2018, 2020). This is the reason why tens of keV electrons

exhibit pancake PADs at all L-shells and MLTs for different storm

phases and both the storm drivers (Figure 4).

Other processes that can contribute to geomagnetic field line

stretching and drift-shell splitting are magnetic depressions near the

equator driven by injection of hot ions duringmagnetic disturbances

due to the diamagnetic effect (e.g., Lyons (1977); Ebihara et al.

(2008)); and changes in magnetic field Bz component near the

equator (termed as magnetic dip or bz dip) during substorms (e.g.,

He et al. (2017); Xiong et al. (2017, 2019)). Past studies have reported

that magnetic depressions by 50% or more during the storm main

phase can produce nightside butterfly PADs, while 20% decrease in

magnetic field Bz component can also contribute to these PADs (He

et al. (2017); Xia et al. (2017); Xiong et al. (2017)). Xiong et al. (2019)

statistically investigated the global distribution of magnetic dip

related butterfly PADs of 466 keV and 2.1 MeV electrons using

6 years of Van Allen Probe measurements from 2012 to 2018. They

found that the magnetic dip related butterfly PADs are confined

mostly in the duskside tomidnight sectorwithin 4.5 < L < 6. In our

case, we also found butterfly PADs in the high energy channels

(346–909 keV) confined in the nightside MLT sector for regions

outside L = 4.5. This is consistent with the findings of Xiong et al.

(2019), and thus, suggests that the nightside butterfly PADs may

have been formed by substorm induced magnetic dips.

Apart from field line stretching and drift shell splitting, some

past studies have reported contribution of local wave-particle

interactions in the generation of different pitch angle

distributions in different MLT sectors. Interaction with chorus

and/or magnetosonic waves are known to generate butterfly

PADs (e.g., Xiao et al. (2014); Yue et al. (2016)), while drift-

resonance of ULF waves with 90° pitch angle electrons can lead to

the formation of characteristic pancake PADs (e.g., Xiao et al.
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(2009b,a, 2012, 2014); Thorne et al. (2013b)). Therefore, in this

study, we statistically investigated any possible role of chorus and

ULF waves in the observed MLT-dependence of PADs. In

Figure 5A, we have shown the chorus wave excitation factor F

(as defined inMethodology) during all the four storm phases and

both the storm drivers. We find that during the early recovery

phase of CME-driven storms, chorus wave power increases by

almost two orders of magnitude above the background level

between MLT = 20 and 10. For CIR-driven storms, during the

early recovery phase, the increase in chorus wave power is

relatively less intense. This region of enhanced chorus wave

power coincides with the region of observed butterfly PADs,

and therefore, it suggests that enhanced chorus wave activity

might have contributed to the formation of butterfly PADs. In

Figure 5B, we have shown the ULF wave power in Pc5 frequency

range (2–7 mHz) for three magnetic field components, and

during the four storm phases for both the storm drivers. We

can see that during the main and early recovery phase of

geomagnetic storms driven by both the storm drivers, the

ULF wave power increases by almost two orders of magnitude

above the pre-storm level, with slightly higher intensity for CME-

driven storms than CIR-driven storms. We can also see that the

enhancement in ULF wave power is mostly in the post-noon to

pre-midnight sector. These observations suggest that Pc5 mode

ULF waves might have played a role in the formation of pancake

PADs. The results also highlight the difference in PADs between

the two storm drivers: both chorus and ULF waves are

comparably more intense during CME-driven storms, which

might have resulted in the higher anisotropy of both pancake

and butterfly PADs (higher R values, Figure 4) during CMEs

than CIRs.

From the statistical results of both the electron pitch angle

and magnetospheric wave distribution discussed above, although

the regions of wave power enhancements during geomagnetic

disturbed periods seem to coincide well with the corresponding

PAD types, wave-particle interactions resulting the observed

MLT dependent PADs does not seem to be a viable

explanation. This is because, the MLT dependence is mostly

observed at higher energies. An electron with energy 1 MeV at

L = 5 will have a drift period of approximately 15 min. Therefore,

to create such MLT-dependence, the local processes have to act

faster than this drift period. Also, even if such local wave-particle

interactions create a particular PAD type, the same distribution

will be observed at all other MLTs. Another possibility is that the

local processes have to act simultaneously on the electrons to

create different PADs at different MLT sectors. As an example, if

FIGURE 5
(A) L-MLT distribution of average integrated chorus wave excitation factor F during the four storm phases for coronal mass ejection (CME; left
panels) and corotating interacting region (CIR; right panels) driven geomagnetic storms in the same manner as in Figures 2–4. The colorbar shows
the excitation factor F in logarithmic scale (B) L-MLT distribution of ULF waves covering the Pc5 frequency range (2–7 mHz) for the three magnetic
field components (radial, azimuthal and compressional) during the four phases of geomagnetic storms driven by CMEs (left panel) and CIRs
(right panel). The colorbar at the right represents Pc5 ULF wave power.
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the dayside processes make pancake PADs, then the dusk

processes will have to change them to butterfly before the

electrons drift to the night. Thus, based on these arguments, it

seems that the magnetic field line stretching during geomagnetic

disturbed times and drift-shell splitting resulted in the observed

MLT dependent equatorial electron PADs.

Summary

The major findings from this study can be summarized as

follows:

1. Tens of keV (33–80 keV) electrons exhibit mostly pancake

PADs at all local times, and do not exhibit significant

dependence on storm phases and storm drivers (CMEs/CIRs).

2. Few hundreds of keV (143–226 keV) electrons exhibit clear storm

phase and storm driver dependence. For CME-driven storms

during the prestorm and main phase, electrons have mostly

pancake PADs; during the early recovery phase, the dayside

PADs are pancake while nightside PADs are flattop; and during

the late recovery phase, PADs again become mostly pancake

shaped. For CIR-driven storms, the PADs during pre-storm and

recovery phases are mostly pancake, while during the main phase,

flattop PADs can be seen at around dusk and dawn, with enhanced

anisotropy during the early and late recovery phases.

3. Several hundreds of keV (346–909 keV) electrons exhibit mostly

pancake PADs on the dayside andbutterflyPADs on the nightside,

and show clear dependence on stormphases and stormdrivers: for

CME-driven storms during the pre-storm phase, these electrons

exhibit pancake PADs on the dayside and flattop/butterfly PADs

on the nightside; during the main phase, most of the PADs are

pancake shaped; during the early recovery phase, they exhibit

pancake PADs at the dayside and butterfly PADs at the nightside;

and during the late recovery phase, they exhibit pancake PADs at

the dayside and flattop PADs at the nightside at higher L-shells.

For CIR-driven storms, which are overall less intensive than CME-

driven storms, although the overall distribution remains almost

similar to those during CME-driven storms, the PADs are less

anisotropic (lower R values) compared to CME-driven storms

during the main and recovery phases.

4. Magnetic field line stretching and drift-shell splitting during

disturbed times resulted in the MLT dependent PAD of

346–909 keV electrons.
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Backward-propagating source as
a component of rising tone
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Whistler-mode chorus waves in the magnetosphere play a crucial role in space

weather via wave–particle interactions. The past two decades have observed

tremendous advances in theory and simulations of chorus generation; however,

several details of the generation mechanism are still actively contended. To

simulate chorus generation, a new envelope particle-in-cell code is introduced.

The model produces a rising tone chorus element in a parabolic geomagnetic

field. The initial chorus element “embryo” frequency is shown to initialize near

the equator at the frequency of maximum linear growth. A backward resonant

current is then observed to propagate upstream of the equator. The trajectory

of the backward current follows that of a freely falling electron that has been de-

trapped at the equator superimposedwith forwardmotion at the group velocity.

The backward current iteratively radiates a rising tone element where the

highest frequency components are generated furthest upstream. The work

provides new advancements in modeling chorus and corroborates other recent

work that has also demonstrated a backward-moving source during the

generation of coherent whistler-mode waves.

KEYWORDS

magnetospheric chorus, particle–in-cell (PIC) simulation, wave generation, gyro-
resonant interactions, electron de-trapping

Introduction

Whistler-mode waves in the near-Earth space environment play an essential role in

space weather dynamics (Ripoll et al., 2020). Of particular interest are magnetospheric

whistler-mode chorus waves in the extremely low and very low frequency radio bands (<
30 kHz). Chorus typically consists of discrete rising (and sometimes falling) frequency

tones and is most often observed in the dawn sector with the highest intensities (Meredith

et al., 2012). Chorus is believed to be responsible for many important physical phenomena

such as relativistic microbursts (Mozer et al., 2018), acceleration of “killer” electrons

(Horne, 2007), and as a source of plasmaspheric hiss (Bortnik et al., 2008). As such, an
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accurate understanding of the physical mechanisms that drive

the generation of chorus waves is critical for space weather

modeling.

The generation of chorus waves is well-known to be a

consequence of the Doppler-shifted cyclotron instability, also

known as the gyro-resonant instability (Helliwell, 1967; Nunn,

1974; Inan et al., 1978; Bell, 1984; Omura et al., 1991). Physically,

counter-streaming geomagnetically trapped electrons can

resonate with the circularly polarized whistler-mode waves

when their intrinsic spiral motion (due to the background

magnetic field) moves in unison with the polarization vector

of the waves. This allows for considerable energy andmomentum

exchange since the resonant particles effectively observe a static

wave field in their frame of reference. Specifically, the first-order

resonance velocity of electrons is given by

vr � ωc − ω

k
. (1)

The quantities ωc, ω, and k correspond to the gyrofrequency,

the wave frequency, and the whistler-mode wavenumber,

respectively. It should be noted that in this convention the

resonance velocity is assumed to be positive (unlike the work

by Omura et al. (2008)) in the presence of parallel propagating

whistler-mode waves (same as Gołkowski and Gibby, 2017;

Harid et al., 2014a; Harid et al., 2014b; Hosseini et al., 2019).

The gyro-resonant mechanism is the starting point for analyzing

and modeling the production of chorus waves.

The most common method of quantifying instabilities in

plasmas is via the linear growth theory (Stix, 1992). In the case of

whistler-mode waves, it can be shown that temperature

anisotropy is the underlying mechanism by which waves can

be generated (Kennel and Petschek, 1966). If the electron

temperature perpendicular to the magnetic field is sufficiently

higher than the parallel temperature, this anisotropy acts as a

source of free energy and can amplify any random noise in the

system. However, the linear approach only describes the initial

stages of wave growth and not necessarily the evolution of the

wave fields once the amplitudes are high enough to initiate

nonlinear phenomena.

As far back as the 1970s, the generation mechanism of

discrete VLF emissions was understood by theoreticians to be

nonlinear in origin (Dysthe, 1971; Nunn, 1974; Roux and Pellat,

1978; Matsumoto, 1979). Given the high coherence of chorus

waves, the wave–particle interaction process can be simplified by

considering a quasi-monochromatic whistler-mode wave. It can

be shown that particles with velocities that are close enough to

the resonance velocity can be phase-trapped in the effective

potential associated with the wave magnetic field (Inan et al.,

1978; Bell, 1984; Omura et al., 1991; Albert, 2002). The phase-

trapped particles are forced to stay in resonance with the wave

over large spatial scales, and this effect is generally believed to be

responsible for the generation of chorus. Even so, the detailed

dynamics of phase-trapped particles during the wave generation

process is still actively researched despite several decades of

analysis (Trakhtengerts, 1999; Tao et al., 2017; Omura, 2021;

Zonca et al., 2022). A key outstanding question is at what stage in

the trapping process are the amplifying currents formed.

Prior to discussing the contemporary models of chorus

generation, it is fruitful to provide some historical context

behind their development. The earliest model describing the

generation of chorus (and triggered emissions) was put forth by

Helliwell (1967). In this framework, each wave frequency

component is generated by electrons that are in adiabatic

motion under the assumption that these particles are

simultaneously in resonance. This phenomenological model is

often referred to as the “consistent-wave” condition in the

literature. Although the model describes many of the

frequency-time features of VLF emissions, the original work

was criticized as not rigorous in terms of failing to consider

more realistic non-beam-like distributions and the effect of the

geomagnetic inhomogeneity (Nunn et al., 1997). Moreover,

11 years after the work by Helliwell, Roux and Pellat (1978)

described a model in which the frequency sweeps of VLF

emissions are triggered by de-trapped particles at the back

end of a whistler-mode wavepacket. The results bridged the

lack of rigor from Helliwell’s original theory with fundamental

plasma physics; however, the model relied on the existence of a

triggering wave, and it is not immediately clear if it can be applied

to naturally generated chorus waves. A few years later,

Vomvoridis et al. (1982) put forth a model that showed

frequency change as proportional to wave amplitude via self-

consistently maintaining an inhomogeneity ratio that maximizes

wave growth via phase-trapping. However, just as in the work by

Roux and Pellat, the theory of Vomvordis et al. also relied on the

existence of a triggering wave. Furthermore, although the model

assumed that frequency change could occur, an explanation for

why the emissions occur was somewhat lacking. Since then,

several prominent researchers have spent considerable effort

expanding the theories and developing complex simulations of

chorus based on fundamental physical equations (Trakhtengerts,

1999; Omura et al., 2008; Nunn et al., 2009; Summers et al., 2012;

Crabtree et al., 2017).

By the mid-2000s, much of the work on nonlinear wave

generation focused on a single theory based on an optimumwave

amplitude and sweep rate (summarized in Omura, 2021). This

theory relies on the creation of a phase-space “electron–hole” by

trapped electrons with a shape that enforces resonant currents

that maximize wave growth. In particular, the theory assumes

that the rising tone chorus emission is generated exactly at the

equator, which allows for a simple expression for the frequency

sweep rate in terms of optimal wave amplitude (similar to

Vomvoridis et al., 1982). Simultaneously, it is assumed that

the wave amplitude is naturally optimized to not only grow at

the fastest rate but also to sustain a sweep rate that permits the

fastest growth via the resonant current component aligned with

the wave magnetic field (Katoh and Omura, 2011). With all these
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simplifications, the final theory results in the so-called “chorus

equations” (Summers et al., 2012) directly simulated these

equations and showed the formation of rising tones, similar to

the morphology of chorus. Unlike the work by Helliwell (1967)

and Roux and Pellat (1978), this model does not require the de-

trapping of resonant particles nor does it require a triggered

wave. A concern with this model, however, is that several

simulations show that parts of the rising frequency chorus

elements (and rising tone-triggered emissions) seem to occur

upstream of the equator which violates the assumption of the

theory (Hikishima et al., 2009; Tao et al., 2017; Nogi and Omura,

2022). Nevertheless, it provides a strong foundation for building

future theoretical developments.

Recently, Tao et al. (2021) proposed the “trap-release-

amplify” (TaRA) model of chorus generation. Specifically, they

propose that a chorus wavepacket initiates at the equator and

traps resonant particles. These resonant particles are released

from the back end of the wave and then selectively generate a

narrowband emission in accordance with the frequency that

corresponds to maximum power transfer. The process

continues in succession upstream and produces the entire

chorus element. This element then propagates downstream

and is sustained and distorted by nonlinear amplification,

leading to a subpacket structure. An interesting aspect of their

model is that it combines the consistent-wave theory of Helliwell

(1967), the de-trapping of Roux and Pellat, (1978), and the

optimum wave feature of Vomvoridis et al. (1982) and Katoh

and Omura, (2011). Their work is an important step toward

updating and unifying the theory of whistler-mode chorus

generation.

Most recently, Nogi and Omura, (2022) demonstrated that

triggered whistler-mode waves are generated via a backward-

moving source. Specifically, the authors used a full-scale PIC

code to model the triggering of whistler-mode waves due to an

enforced coherent current source at the equator. They showed

that the initial seed waves trapped resonant electrons upstream

which are then released upstream. The released electrons then

become phase-organized and radiate a new wavepacket at a

higher frequency. The velocity of the backward-moving source

wave is determined to be the difference in magnitude between the

resonance velocity and group velocity (assuming that the wave

and electrons are counter-streaming). This process continues in

succession to generate the triggered emission. The emission itself

is then sustained during propagation by the formation of a stable

phase-space hole, which has also been identified by other

researchers over the past decade (Omura et al., 2008; Nunn

and Omura, 2012; Harid et al., 2014b; Gołkowski et al., 2019; Tao

et al., 2021). Although the results are catered toward triggered

VLF emissions, much of the analysis readily transfers over to the

generation of whistler-mode chorus as well.

The work presented here reinforces a backward-moving

source as an important mechanism of rising tone chorus

element generation, which is a blend of the results by Tao

et al. (2021) and Nogi and Omura, (2022). Specifically, we

utilize a new type of particle simulation code that is catered to

the production of coherent elements. As will be shown, the

simulated chorus element is successively generated by a

backward-traveling resonant current that is a superposition of

backward adiabatic motion of a de-trapped electron and forward

motion at the group velocity. The following sections cover

important features of the code as well as the analysis of the

simulation results.

Envelope particle-in-cell code

The high degree of nonlinearity associated with chorus

generation is difficult to analytically approach. Computer

simulations are thus the best alternative for understanding the

details of the wave–particle interaction process. Over the past

several decades, several different approaches have been utilized to

reproduce salient features of the chorus.

The most common simulation technique for modeling wave

generation is the particle-in-cell (PIC) method. PIC relies on

using a large number of finite-sized “super-particles” which are

pushed within the wave fields via the Lorentz force. Each super-

particle is treated as an element of charge and current density,

such that the net current and charge densities everywhere can be

determined via straightforward superposition. Subsequently, the

wave fields can be updated using a time-domain update scheme

applied to Maxwell’s equations (usually the well-known FDTD

method). This methodology has been employed by numerous

researchers to accurately model the generation of whistler-mode

waves with both full PIC and hybrid PIC approaches (Omura

et al., 2008; Hikishima et al., 2009; Xiao et al., 2017; Lu et al., 2019;

Wu et al., 2020; Tao et al., 2021; Nogi and Omura, 2022).

Although the standard PIC formalism is a powerful tool, it is

often computationally intensive since millions (or even billions)

of super-particles are needed to reduce noise, and they are

continuously tracked for several thousands of time steps.

An alternative approach is direct solutions to the Vlasov

equation (abbreviated as VCON methods, see review and

discussion by Gołkowski et al. (2019)). A full VCON method

is typically even more computationally stringent than PIC;

however, simplifying assumptions permit feasible and low-

noise simulations. The most famous VCON method is the

VHS code originally demonstrated by Nunn (1990). The code

was able to produce rising, falling, and hook-shaped triggered

emissions and was also used to model chorus rising tones (Nunn

et al., 2009). It relies on using envelope equations that greatly

reduce the number of grid points needed to track the wave fields.

Furthermore, the range of particle velocities is limited by only

considering resonance velocities that translate to a fixed

bandwidth of the wave (up to 3 kHz in the most recent

version by Nunn (2021)). A drawback of the code was that,

because of the manner in which the Lorentz force was
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formulated, a single wave frequency and wavenumber had to be

determined at every time step. This unavoidably requires

artificial filtering of the wave fields which may also be filtering

out important physical features.

We have developed a new 1D3V code that combines

properties of PIC and the VHS code, known as E-PIC

(envelope-PIC). Specifically, the wave fields are modeled using

the envelope equation given by

z~Bw

zt
− vg

z~Bw

zz
� −μ0vg

2
~Jh. (2)

Here, the quantity ~Bw is the complex wave field, while ~Jh is

the complex hot current density. The quantities vg and μ0
represent the whistler-mode group velocity and free space

permeability, respectively. The group velocity is selected

according to an initial wave frequency (reference frequency

of the envelope), which is assumed to be the frequency of

maximum linear growth. As such, the envelope equations

ignore group velocity dispersion effects. Similar equations

have been derived by several other authors in the past

(Nunn, 1974; Trakhtengerts, 1995; Omura et al., 2008;

Gołkowski and Gibby, 2017) and have been utilized in

several simulation and theoretical studies. The complex

amplitude can be further expressed in terms of wave

amplitude and phase, ~Bw � |~Bw|ejϕw ; however, the complex

notation allows for a more stable numerical scheme.

Concurrently, the equations of motion for electrons are

given by

dv‖
dt

� qe
m
v⊥
∣∣∣∣∣∣~Bw

∣∣∣∣∣∣ sin(ϕw + ϕr) − v2⊥
2ωc

zωc

zz
, (3)

dv⊥
dt

� qe
m
v⊥
∣∣∣∣∣∣~Bw

∣∣∣∣∣∣(v‖ + vp) sin(ϕw + ϕr) + v⊥v‖
2ωc

zωc

zz
, (4)

dϕr

dt
� −(ωc − ω0 − k0v‖) − qe

m

∣∣∣∣∣∣~Bw

∣∣∣∣∣∣ (v‖ + vp)
v⊥

cos(ϕw + ϕr), (5)
dz

dt
� v‖. (6)

Eqs. 3–6 have been derived by several authors, and the

equations govern the non-relativistic motion of electrons

immersed in a whistler-mode wave in an inhomogeneous

background magnetic field. In Eqs. 3–6, the quantities v‖, v⊥,
and ϕr represent the electron parallel velocity, perpendicular

velocity, and relative gyrophase, respectively. In particular, the

gyrophase (ϕr) is defined to be relative to a wave with the pre-

defined reference frequency (and wavenumber) of the wave (ω0

and k0) and not the instantaneous frequency. The reference

wavenumber is given by the cold plasma dispersion relation,

k20 � 1
c2 (ω2

0 − ω2
p

1−ωc
ω0

). It should be noted that the reference

wavenumber is dependent on space since the gyrofrequency

(ωc) is inhomogeneous. Accordingly, the reference group

velocity (vg) and phase velocity (vp) are also implicit

functions of position.

The wave’s instantaneous frequency, ω � ω0 + zϕw
zt , will

deviate from the original reference frequency during the

generation of a rising tone element, and this variation will be

captured by a more rapidly varying wave phase, ϕw. The same

will be true of the instantaneous wavenumber, k � k0 + zϕw
zz . As

long as the spatial grid size and time step are chosen to be small

enough, the rapid change in the wave fields corresponding to an

increasing frequency will be captured. To demonstrate that this is

the case, consider the “true” gyrophase, ϕ, which is given by

ϕ � ϕw + ϕr. This is typically the quantity that is tracked in

theoretical analysis of whistler-mode wave–particle

interactions (Nunn, 1974; Gołkowski et al., 2019; Omura,

2021). The time variation of ϕ is then defined by

dϕ

dt
� dϕw

dt
+ dϕr

dt
. (7)

The second term, dϕrdt , is the same as Eq. 5 and is thus already

defined. The first term, dϕwdt , can be expanded with the chain rule

to give

dϕw

dt
� zϕw

zt
+ v‖

zϕw

zz
. (8)

Here, it is assumed that dz
dt � v‖ as defined by Eq. 6.

Substituting Eq. 5 and Eq. 8 into Eq. 7 and using the

definition of instantaneous frequency wavenumber then gives

dϕ

dt
� −(ωc − ω − kv‖) − qe

m

∣∣∣∣∣∣~Bw

∣∣∣∣∣∣(v‖ + vp)
v⊥

cos(ϕ). (9)

The result in (9) is the usual equation of motion for

gyrophase where the first term corresponds to the

instantaneous resonance condition while the second term

represents centrifugal force (Inan et al., 1978). Thus, it has

been shown that the equation for the relative gyrophase, ϕr,

contains the same physics as the traditional gyrophase, ϕ, but

without needing to calculate the instantaneous frequency and

wavenumber at each time step. Thus, the instantaneous

frequency of the wave does not need to be explicitly known

during the simulation, and consequently, no artificial filtering is

required. The relaxation of the filtering requirement is a highly

desirable feature of this formalism. It should be noted that the

reference frequency can be chosen arbitrarily; however, it allows

for a more efficient simulation (i.e., fewer particles and fewer grid

points) if it is chosen to be close to the frequency of maximum

linear growth. These are unique features of the (E-PIC)

formalism that sets it apart from the prior modeling work.

It is also worth noting that the equations of motion ignore

any relativistic effects. However, for the physics of wave

generation, the primary impact of including relativity will be

to change the resonance velocity (Summers, 2005), alter the

trajectories of adiabatic motion, and slightly modify the

nonlinear threshold for trapping (Omura et al., 2008).

Uniquely relativistic phenomena, such as turning acceleration

(Furuya et al., 2008), only occur at ultra-relativistic energies and
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are not relevant to the current analysis. As such, ignoring

relativity is justified to provide insight into the physics of

wave growth.

Unlike the VHS code and other VCON methods (Gibby,

2008; Harid et al., 2014b), the hot current density in E-PIC is

determined using the super-particle approach, similar to PIC.

That is, the total complex hot current density everywhere is

synthesized by using

~Jh � −qej∑n
e−jϕ

(n)
r v(n)⊥ w(n)S(z − z(n)). (10)

Here, the quantity w(n) represents the weight (equivalent to
total charge) of the nth particle, while S(z) is the normalized

triangle shape-function of each particle that is used to interpolate

onto the wave’s (~Bw) grid (Birdsall and Langdon, 2017).

The initial particle distribution is assumed to be specified at

the equator as a function of v⊥ and v‖ (chosen as bi-Maxwellian

in this study). The initial distribution of particles in gyrophase

(ϕr) is uniformly distributed between 0 and 2π. However, due to

the in-homogenous background field, a constant anisotropy bi-

Maxwellian is not a valid equilibrium distribution (Summers

et al., 2012). As such, Liouville’s theorem is then used to conserve

the value of the distribution function along adiabatic trajectories

at locations away from the equator (Harid et al., 2014a). The

super-particle weights and velocities are then assigned by

sampling the distribution function on a uniform grid in

phase-space, which is sometimes referred to as the “cold-start”

condition. From this distribution, the initial hot current density is

then determined using Eq. 10 and is used to step Eq. 2 forward

in time.

The E-PIC code thus has the reduced computational

requirements and uni-directionality of the envelope formalism

(like VHS) and reduced phase-space bandwidth (like VHS),

while retaining the ease of hot current calculation from PIC.

The following section shows the results of a chorus element

generation simulation using the E-PIC code.

Rising tone element simulation

In order to compare with the previous work, we use very

similar simulation parameters as Tao et al. (2021). The initial

distribution function is an anisotropic loss cone bi-Maxwellian

(see Hikishima et al., 2009 for the closed form expression),

which results in an equatorial linear growth rate that maximizes

at approximately 3 kHz, which is thus chosen as the reference

carrier frequency. It is worth noting that the initial temperature

anisotropy takes the value of 81 in order to increase the

numerical signal-to-noise ratio (SNR) and reduce the

number of computational particles. As such, the growth rates

are much higher than those expected for real chorus elements

with the benefit of decreased computational time. This type of

numerical trick has been employed by other published works as

well in order to keep the number of super-particles in the 10s of

millions instead of billions (Hikishima et al., 2009). Increasing

the number of particles will require a large degree of

parallelization (on a supercomputing platform) for which the

code has not been designed yet. This is an area of active

development, and future simulations will utilize more

realistic parameters and a larger number of particles on a

larger HPC platform. Nevertheless, the simulation described

here is still useful for understanding the general mechanisms of

generation and growth. The background gyrofrequency is

assumed to be parabolic and is given by the expression,

ωC(z) � ωc0(1 + δz2). The values of all the remaining

relevant parameters used in the simulation are shown in

Table 1.

Similar to the VHS formalism, the range of parallel velocities

is limited such that they can resonate with waves between 2 and

4 kHz. The boundary condition for the particles follows

“instantaneous mirroring” such that only the electron position

is negated (z → − z) if the parallel velocity exceeds the maximum

limit or is below the minimum limit (corresponding to 4 and

2 kHz resonant waves, respectively), while all velocity

components are conserved. The same condition is applied

when electrons arrive at the left or right spatial boundaries of

the simulation space. The wave boundary condition on the right

hand side of the simulation enforces continuity of the derivative

of the wave magnetic field (no injected wave), while the left hand

side enforces simple outflow. The initial conditions on the wave

magnitude are set identically to zero to ensure any generated

waves are purely spontaneous. Furthermore, the envelope

equations are updated with a backward semi-Lagrangian

method, which, hence, circumvents the typical CFL stability

condition. With all these simplifications, the E-PIC code runs

TABLE 1 Background, wave, and grid parameters used in the
simulation.

Physical quantity Value

Reference carrier frequency, f 0 3 kHz

Electron gyrofrequency, f c0 15 kHz

Plasma frequency, f p 75 kHz

Coefficient of the parabolic magnetic field, δ 2.6512 × 10−9 m−2

Number of simulation particles 25 × 106

Equatorial hot plasma density 0.68 el
cm3

Ratio of hot to cold plasma density, Nh/Nc 0.01

Bi-Maxwellian thermal velocities: v⊥TH , v‖Th 0.45c, 0.05c

Bi-Maxwellian loss cone parameter, β 0.3

Number of spatial grid points, Nz 500

Number of time steps, Nt 7,293

Time step, Δt 8.73 μs

Grid spacing, Δz 1.202 km

Boundary of the simulation domain: z maxωc 0
c 94.28
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approximately 5–10x faster than full PIC or hybrid PIC codes for

this particular simulation setup.

The simulation generates a rising tone chorus element that is

shown to be generated upstream of the equator. Figure 1 shows

spectrograms of the wave fields at four locations along the field

line that are upstream of the equator (opposite the direction of

wave propagation). It is worth noting that the simulation results

are shown in the same normalized space–time coordinates as

employed by Hikishima et al. (2009). Specifically, Figure 1D

shows a spectrogram of the wave furthest upstream (zωc
c � 56.47),

and it is apparent that no frequency components are present.

Figure 1C shows a spectrogram closer to the equator

(zωc
c � 37.58), and it is apparent that a single frequency

component is present at this point. Moving even closer to the

equator (zωc
c � 18.69), additional lower frequency components

are shown to appear at early points in time, and the rising tone

structure is shown to emerge. Finally, at the equator (or

numerically close at zωc
c � 0.19), the entire rising tone is

present and represents a chorus element that will propagate

and amplify downstream. Thus, as shown in Figure 1, the rising

FIGURE 1
Spectrograms of the wave magnetic field starting at the (A) simulation equator and progressively more upstream (B,C,D).

FIGURE 2
Spatial distribution of thewave frequency content during rising tone generation at progressively increasing snapshots in time. Earliest time (A) to
latest time (D).
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tone chorus element is mostly created upstream of the equator in

the direction opposite to the wave’s propagation direction.

The generation of the rising tone element occurs upstream of

the equator; however, the initial “embryo” frequency emerges at

the equator approximately at the maximum linear growth

frequency (as suggested by Omura (2021)). Figure 2 shows

four subplots where the y-axis corresponds to frequency, while

the x-axis corresponds to position, and each subplot corresponds

to a progressively increased point in time. Figure 2A shows the

spatial distribution of frequency at tωC � 81.85.

As shown, an initial embryo frequency emerges at the

equator and propagates downstream at the frequency of

maximum linear growth. It is also noticeable that the

wavepacket “stretches” upstream to some extent, which serves

as the initial point for the remainder of the rising tone. Figure 2B

shows the frequency components a short time later at

tωC � 164.124. It can be seen that a new higher frequency

component emerges further upstream of the initial embryo.

As time increases, as shown in Figures 2C,D, the remainder of

the rising tone is generated while simultaneously propagating

downstream, that is, the rising tone is sequentially generated

upstream of the equator with the highest frequency components

arising furthest downstream. It is worth noting that the emission

eventually terminates at some point upstream (at approximately
zωc
c � 50) and turns the emission into an “element”. However, it is

currently unclear as to what underlying mechanism determines

this termination point. It is potentially related to the “critical

distance” described in Omura (2021); however, a detailed

analysis of this is outside the current scope of this work.

It is worth noting that the embryo frequency component

increases considerably in intensity (as shown by the dark red in

Figures 2B–D) which is mostly a function of the artificially high

anisotropy utilized in the simulation. This can be tuned in future

works to determine the impact of the growth rate (and other

parameters) on chorus generation.

Backward-propagating resonant
current driving rising tone generation

The results shown in Figures 1, 2 clearly demonstrate that an

embryonic component is generated at the equator, and the rising

tone is subsequently generated upstream. However, it is still not

immediately evident as to the mechanism by which the rising tone

emerges. To assess a backward-moving source as a viable

mechanism, a simple approach is via tracking the adiabatic

trajectory of an initially de-trapped electron. Assuming that the

embryo spontaneously emerges at the equator due to linear growth

of thermal noise, the electrons that first encounter the embryonic

wave from downstream will be phase-trapped and then rapidly

ejected from the back end of the wavepacket. At this point, these

de-trapped electrons now observe zero wave fields since they have

been ejected into a region upstream where no waves exist. If the

electrons have been phase-organized to any extent, as expected for

phase-bunched electrons, for instance (where phase-bunching is

based on the definition of Albert (2002)), a net current will be

formed and a new wavepacket will be generated in its wake. Since

the electrons are free falling out the back end of the wave, any

“new” electrons that get trapped downstream by the freshly

generated upstream wavepackets will already satisfy the local

resonance condition and simply follow the trajectory of the

electrons that were originally released by the embryo wave. At

the same time, the waves are forced to be propagating in the

forward (downstream direction) direction and will be supported

by the resonant currents in the process. Thus, the constant flow of

de-trapped electrons should result in a backward-going

(i.e., upstream propagating) current that follows the adiabatic

trajectory of the initially de-trapped electron stream

superimposed with forward motion at the group velocity (as

suggested by Nogi and Omura, (2022)). In order to confirm

this hypothesis, the combined trajectory of adiabatic motion

and group velocity motion can be calculated and compared to

the hot current profile.

Assuming that the embryo wave generates at the frequency of

maximum linear growth at the equator, the initially trapped

electrons will have a parallel velocity equal to the local equatorial

resonance velocity evaluated at the maximum linear growth rate

frequency. From the equator, it can be assumed that electrons

become quickly de-trapped and travel upstream adiabatically.

The equation of motion governing the position of an electron, za,

undergoing adiabatic motion after being released from resonance

at the equator is given by

dza
dt

� vr(0)
cos(αeq) (1 − ωc

ωc(0) sin(αeq)2) 1
2. (11)

Here, the quantity αeq is the pitch angle of the electron exactly

at the equator. At the same time, the motion of the backward-

propagating source must have the forward motion at the group

velocity superimposed. Thus, the equation for the position of the

backward-propagating source, zs, is given by

dzs
dt

� dza
dt

− vg(zs). (12)

Although the group velocity should also vary with time if the

frequency of the wave changes, the E-PIC formalism currently

does not include this effect (as mentioned in the previous

section), and it is thus ignored in this post-processing

calculation. For simplicity, we consider a fixed pitch angle

within the range used in the simulation, that is, αeq ≈ 65°.
This value also falls within the pitch angle range expected to

contribute to nonlinear growth (Nunn, 1990). The equation of

motion shown in Eq. 12 can be numerically integrated to get the

expected trajectory of the backward-moving source.

Figure 3 shows the space–time profile of the hot current

magnitude (a), the wave magnetic field magnitude (b), and the
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wave’s instantaneous frequency (c), respectively. The

instantaneous frequency is determined via the local maximum

frequency on the spectrogram (using a 512-point FFT) and is

only calculated for field amplitudes from 40 dB below the

maximum amplitude up to the maximum amplitude (non-

calculated points are shown in dark blue). As shown in

Figure 3A, the hot current has a “V”-like structure that

indicates both forward- and backward-going components. It

should be noted that “backward” in this formalism

corresponds to the component moving in the +z direction.

On top of the space-time profile of the current, the source

trajectory from integrating Eq. 12 is shown by the black

curve. It is evident that the trajectory of an initially resonant

electron with the group velocity subtracted out very closely aligns

with the enhancement in the backward current. This strongly

suggests that the backward stream of hot current is due to the

repeated trapping and de-trapping process that, on average,

follows the adiabatic trajectory of the initially de-trapped

particle with the group velocity motion superimposed (with

an opposite sign). The same trajectory is superimposed on the

wave’s space–time profile in Figure 3B. It is evident that the

expected trajectory of the source closely coincides with a

backward-moving source that continuously radiates forward-

going waves. Thus, the generation of the wave due to a

backward-moving source that has also recently been shown by

Nogi and Omura, (2022) in the context of VLF-triggered

emissions that seem to also apply to the generation of

whistler-mode chorus waves. It is also worth emphasizing that

the source trajectory (Figure 3) is primarily utilized to visualize

the average trajectory of the backward-going resonant current.

The physically accurate picture is several successive bunches of

particles that are constantly trapped and then de-trapped. This

phenomenon is visible as the substructure in the resonant current

profile in Figure 3A coincides with the source trajectory.

The envelope equation formalism of the E-PIC code only

allows waves to propagate in the –z direction in the absence of

any currents. Thus, the forward-going waves are expected to

approximately follow the trajectory of a ray moving at the group

velocity, which is superimposed as the red curve on all the panels

of Figure 3. It is clear that the propagation of the wave does

indeed follow the expected ray trajectory. The forward-going

component of the current is more complex since it must transit

from the backward component that radiates the wave to the

forward component that sustains the wave after it has been

generated. Finally, Figure 3C shows that higher frequency

components are generated upstream of the equator and then

propagate downstream to form the chorus element and undergo

some nonlinear distortion. Furthermore, the initial generation of

new frequency components is also shown to closely coincide with

the theoretical source trajectory from Eq. 12.

The simulation results thus confirm that the rising tone

whistler-mode chorus element is generated upstream of the

equator due to a free falling electron stream that is de-trapped

by a spontaneously generated equatorial embryonic wave.

Conclusion

Despite several decades of observational and theoretical

investigation of magnetospheric chorus, there remains

considerable debate on the precise mechanism of cyclotron

resonance that governs the frequency chirp of chorus

FIGURE 3
Space–time profiles of the (A) hot current density magnitude, (B) wave magnetic field magnitude, and (C) wave magnetic field instantaneous
frequency. The source trajectory (Eq. 8) and the ray trajectory of a wave-front are superimposed as the black and red curves, respectively.
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elements. A new E-PIC code has been developed to model chorus

element generation in a parabolic magnetic field. We have shown

that the chorus element initiates at the frequency of maximum

linear growth at the equator. This embryo wave immediately

phase-traps resonant electrons and releases them upstream. The

de-trapped particles revert to adiabatic motion upstream of the

equator, resulting in a backward-moving source. The motion of

the backward-propagating source is consistent with the

superposition of the adiabatic trajectory of an initially

resonant electron and forward motion at the group velocity.

Our results show that a blend of the conclusions by Tao et al.

(2021) and Nogi and Omura (2022) seem to explain the origin of

rising tone chorus elements. The results of this work thus provide

valuable theoretical insight into the origin of the rising tone

magnetospheric chorus.
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Off-equatorial effects of the
nonlinear interaction of VLF
chorus waves with radiation belt
electrons

John C. Foster* and Philip J. Erickson

Massachusetts Institute of Technology Haystack Observatory, Westford, MA, United States

Nonlinear processes are involved in both the growth of VLF chorus waves and

the energization of radiation belt electrons trapped in the wave potential.

Nonlinear theory has led to analytic formulae describing both these

processes. To investigate these processes, observations from the Van Allen

Probes twin spacecraft provide simultaneous in situ information on VLF chorus

waves, radiation belt and injected electrons, and local plasma parameters. We

combine the theoretical treatment summarized by Omura (2021) with these in

situ observations to investigate the characteristics and effects of nonlinear

radiation belt processes at the off-equatorial location of the spacecraft

observations. We show the smooth phase transition between initial

subpackets of chorus wave elements, conducive to extended trapping and

enhancement of resonant electrons. The structure of the chorus wave element

changes as it propagates away from the equator. Frequency dispersion due to

the variation of parallel wave group velocity with frequency contributes to the

chorus waveform frequency sweep rate observed at an off-equatorial location.

Nonlinear damping at the local value of ½ fce progressively erodes wave

amplitude at frequencies above ½ fceEQ. We examine the important

dependencies of the nonlinear inhomogeneity factor on the time rate of

change of the wave frequency and the field-aligned gradient of the

magnetic field and discuss their implication for the energization of trapped

non-relativistic and MeV electrons. The 0.5–2% energy gain we find for

3–6 MeV seed electrons indicates that prompt local acceleration of highly

relativistic and ultra-relativistic radiation belt electrons can take place

directly through their nonlinear interaction with an individual VLF chorus

wave element.

KEYWORDS

nonlinear processes. wave-particle interactions, VLF chorus, electron acceleration,
nonlinear inhomogeneity factor, radiation belt electrons
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1 Introduction

Baker et al., 2014 show that both slow diffusive and rapid

energization are important physical mechanisms for radiation belt

recovery following large geomagnetic storms, as exemplified by

dynamic conditions duringMarch 2013. In particular, the time scale

of energization for relativistic particles can be greatly shortened by

nonlinear processes. The energization of radiation belt electrons is a

multi-step process involving VLF chorus waves and a population of

seed particles (Jaynes et al., 2015). Using in situ Van Allen Probes

observations, Foster et al., 2014 focused on conditions surrounding a

prompt relativistic electron recovery following the major

geomagnetic storm on 17 March 2013. They concluded that

nonlinear processes must be involved to account for the

30–60 min 10x increase in multi-MeV fluxes observed at L ~ 4.

The growth of rising-frequency chorus elements involves

nonlinear cyclotron resonance (n = 1) with 10–100 s keV

electrons that are injected into the inner magnetosphere during

substorm dipolarization events (e.g. Foster et al., 1976). The chorus

waves in turn can energize 100 s keV seed electrons toMeV energies

through further nonlinear processes (Kubota and Omura, 2018).

The electrons giving energy to the wave are untrapped resonant

electrons that form a hole in velocity phase space and are decelerated

by the wave electric field, transferring energy to the wave. By

contrast, those electrons accelerated by the wave are trapped by

the wave potential with a number density much less than that of the

untrapped resonant electrons. Demekhov et al., 2006’s theoretical

investigation shows that generating resonant particles are

untrapped, but relativistic/higher energy electrons satisfy the

trapping condition. Important in both these nonlinear processes

is the inhomogeneity factor, S (Omura et al., 2008; 2019). S is a

function of local parameters, the time rate of change of the wave

frequency, df/dt, and the gradient of the Earth’s magnetic field along

the direction of wave propagation, dB/dx (x is distance along the

wave propagation direction away from the wave generation region).

The generation of a wave subpacket with fixed frequencies occurs in

a critical region near the equator where the df/dt term in the S-factor

equations dominates the dB/dx gradient term. For the Van Allen

Probes data we present, the gradient term is dominant and our point

of observation is off-equatorial in the sense that it is outside the

critical region of wave development where the df/dt terms are

dominant. Omura (2021) has provided an extensive review of

the nonlinear theory of the generation of chorus wave elements

and their effect in the nonlinear acceleration of radiation belt

electrons, and notes that the acceleration of electrons >100 keV
and the wave generation by electrons <100 keV can be treated

independently.

Combining nonlinear theory with Van Allen Probes

observations, Foster et al., 2017 quantitatively investigated the

energization potential of observed chorus waves, finding good

overall agreement with characteristics of local acceleration of

1–3MeV radiation belt electron population seen during the

17 March 2013 event. Later, Hsieh and Omura (2018) and

Omura et al. (2019) further extended the theoretical analysis of

the nonlinear energization potential of VLF chorus rising tones to

the case of obliquely propagating waves [e.g. Santolik et al. (2009)],

including both cyclotron (n = 1) and Landau (n = 0) interactions.

They found that nonlinear trapping of relativistic electrons by the

Lorentz force of the perpendicular wave magnetic field resulted in

effective electron acceleration (Omura et al., 2019). The analysis of

Demekhov et al., 2006 concluded that energy gain is independent of

wave amplitude for trapped particles. Artemyev et al. (2012) found

that Landau-resonant acceleration, including low-latitude effects

frommagnetic field inhomogeneity driving phase velocity variation,

is most effective for 10–100 keV particles.

In the following sections, we illustrate further aspects of nonlinear

acceleration processes, using a merger of in situ observations with

nonlinear theoretical analyses that focus on the specific off-equatorial

location of the Van Allen Probes observations. We show the smooth

phase transition between initial subpackets of chorus wave elements,

conducive to extended trapping and enhancement of resonant

electrons. Foster et al., 2021 pointed out the steepening of the

observed chorus waveform frequency sweep rate, df/dt, near the

local value of 1/4 fce for several cases and noted that it was generally

seen in their observations of strong chorus elements. Here we address

the effects of frequency dispersion on df/dt with a simplemodel based

on the off-equatorial observations of df/dt and the frequency

dependences of the wave group velocity, Vg, and wave normal

angle, WNA. Invoking the theory/simulation studies of Hsieh and

Omura (2018) of chorus wave damping around 1/2 fce, half the local

electron cyclotron frequency, we use the observed characteristics of

lower-band chorus emissions to determine both the magnetic field

strength (fce) and starting frequency for the chorus emission in the

equatorial wave generation region.

We employ the theoretical treatment developed in Omura et al.,

2019 to investigate the dependency of the nonlinear inhomogeneity

factors S0 and S1, for Landau and cyclotron resonant interactions,

on df/dt and dB/dx using directly observed wave and plasma

parameters. We examine the separate contributions of df/dt and

dB/dx terms to the nonlinear energization of sub-relativistic through

ultra-relativistic seed electrons. We find that prompt local

acceleration of highly relativistic and ultra-relativistic (>3MeV)

radiation belt electrons can take place directly through their

nonlinear interaction with an individual VLF chorus wave element.

2 17 March 2013 event

During the 17 March 2013 storm, the Van Allen Probes A

and B spacecraft (Mauk et al., 2012) crossed the inner portions of

the outer electron radiation belt at the time of a substorm

injection with ~1 h time separation along the same spatial

orbital trajectory. They were well situated to observe the

characteristics and effects of local acceleration through

quantification of conditions before and after energization took

place. As RBSP-A traveled inbound from L ~ 5.5 to L ~ 3, its
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observations form a time history of the lower energy (50–several

100 keV) electron population [MagEIS (Blake et al., 2013)],

resultant VLF chorus intensification [EMFISIS (Kletzing et al.,

2012)], and MeV electron recovery [REPT (Baker et al., 2012)].

RBSP-A data for this period are presented in Figure 1, showing

intensification of 2.6 MeV electron flux reaching > 104 cm−2 s−1

sr−1 MeV−1 following the onset of intense rising tone chorus and

the earthward injection of 50–100 s keV electrons. RBSP-B

preceded RBSP-A across the same region of the outer

radiation belt by ~1 h and those data are presented in

Figure 2. Temporal change is seen by comparing RBSP-A

observations (disturbance) with those of RBSP-B

(background) over the same spatial region. Both RBSP-A at L

~ 6.0 and RBSP-B at L ~ 4.9 observed a sharp increase of

50–200 keV electron flux at ~15:50 UT, indicative of the

earthward injection of low energy electrons accompanied by

VLF chorus intensification. RBSP-A 2.6 MeV electron flux

began increasing immediately after 15:50, exceeding the

background RBSP-B observations by 10x over the range of L

from ~5.7 to 4.9. During the event 100 keV electron injection was

accompanied by chorus wave growth at 1–3 kHz frequencies and

an order of magnitude increase in MeV electron flux in ~1 h.

Figure 3 presents the variation of REPT relativistic phase

space density (PSD) observed as RBSP-B preceded RBSP-A along

successive outbound (curves 1 and 2, before the injection/

recovery event) and inbound (curves 3 and 4, during

recovery) orbits. PSD is labeled by the three phase space

momentum coordinates: the first adiabatic invariant M, the

second adiabatic invariant K, and the drift shell L* associated

with the third adiabatic invariant (Chen et al., 2006). In Figure 3

PSD for M = 2,500 MeV/G, K = 0.25 is plotted vs. L*. At the ~15:

50 UT time of the 100 s keV injection, both RBSP-A at L* =

4.45 and RBSP-B at L* = 3.95 began to see increasing 2,500 MeV/

G PSD as the multi-MeV electron flux began to increase. For the

subsequent 1-h interval, RBSP-A observed a post-injection PSD

that amounted to a 10x increase at L* = 4 with respect to the

RBSP-B observations at that position 1 hour earlier. Figure 3

gives clear evidence of the rapid local acceleration (Reeves et al.,

2013) of MeV radiation belt electrons that occurred during this

recovery event.

3 Chorus wave observations

Three-axis burst mode EMFISIS (Kletzing et al., 2012)

observations of wave electric and magnetic fields (28.6 μs time

resolution; ~12 kHz maximum observable frequency) are used to

investigate electron interactions with individual chorus rising tones

on a sub-millisecond time scale. We analyze individual chorus wave

elements following the method described by Foster et al., 2017,

FIGURE 1
RBSP-A in situ observations of the rapid recovery of MeV radiation belt electron fluxes on 17 March 2013. The black line marks the spacecraft
location (L ~ 6; 1.5 MLT) at 15:50 UT.(A) MagEIS spectogram of lower energy electron fluxes associated with chorus wave growth.(B) EMFISIS WFR
electric field spectorgram showing the onset of strong VLF chorus waves. (C) Pitch angle dependence of REPT 2.6 MeV electron flux.
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FIGURE 2
RBSP-B in situ observations following the format of Figure 1. The black line marks the spacecraft location (L ~ 4.8; 1.7 MLT) at 15:50 UT. RBSP-B
observed pre-recovery background conditions across L 6 to 4.8 as it preceded RBSP-A by ~ 1 h. (A)MagEIS spectogramof lower energy electron flux.
(B) EMFISIS WFR electric field spectorgram. (C) Pitch angle dependence of REPT 2.6 MeV electron flux.

FIGURE 3
Van Allen Probes A and B power spectral density (PSD) vs. L plots showing the onset of the rapid recovery at 15:50 UT seen in Figure 1A. Curve
numbers indicate the order in which the spacecraft crossed L* = 4 as RBSP-B preceded RBSP-A by ~ 1 h along successive outbound (dashed curves
1 and 2) and inbound (solid curves 3 and 4) orbits. A 10x increase in 2,500 MeV/G PSD observed by RBSP-A was associated with the injections and
development of strong VLF risers.
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determining wave magnetic and electric field components, wave

frequency, wave vector, and wave normal angle on a wave cycle by

cycle basis. An example of this analysis is shown in Figure 4 for a

65 msec segment of the chorus element highlighted in the theoretical

study of Omura et al., 2019. ER, the right hand circularly polarized

wave electric field, is the dominant wave component throughout the

chorus element [panel (a)].

The chorus element shown in Figure 4 displays five clear

subpackets (Santolik et al., 2014). Foster et al., 2021 give a

detailed description of the characteristics of the strong subpacket

structure observed during the 17 March 2013 event. At the point of

observation (L ~ 5.0, magnetic latitude −3.8 deg), fpe/fce = 3.2. An

initial long (>20 ms) coherent subpacket (times <26.233 s) exhibits
slowly rising frequency [panel (b)], and wave normal angle

(WNA) < 20 deg [panel (c)]. A second stronger subpacket

centered near 1/4 fce at the point of observation (~26.24 s)

exhibits rapidly rising frequency (df/dt) and small WNA <10 deg.
Figure 5 presents wave magnetic field, Bw, and phase (Δt measured

across 5 half wave cycles). Wave frequency and phase vary smoothly

both within these first and second subpackets and across the

transition between them, providing appropriate conditions for

continuous resonant electron phase trapping and leading to good

potential for MeV electron acceleration. Pronounced phase

discontinuities are seen between higher order subpackets. As

described by Zhang et al., 2020, such jumps in phase would

cause de-trapping of electrons, and reduce energization caused by

phase trapping. The noticeable frequency dip between first and

second subpackets has been reported previously inVanAllen Probes

observations (Santolik et al., 2014; Foster et al., 2021) and is in

keeping with numerical simulations of chorus elements (Hanzelka

et al., 2020). Foster et al., 2021 has shown the relative contributions

of first and second subpackets to electron energization. In the

following we address nonlinear effects associated with a single

subpacket and limit our discussion to the strong second

subpacket, shown by the black horizontal lines in Figure 4.

4 Pitch angle effects

The simulation studies of Hiraga and Omura (2020)

examined electron trapping and acceleration for seed electrons

with a wide range of pitch angles. They find that the

FIGURE 4
Five well-defined subpackets are seen during a strong chorus element at 16:56:26 UT. A black horizontal line in each panel highlights the 11 ms
interval further analyzed and described in Figures 5, 6, 9–11. (A)Magnetic field aligned (EZ) and right (ER) and left (EL) circularly polarized components
of the wave electric field reveal an initial slowly growing subpacket followed by a second strong subpacket with ER reaching 80 mV/m. (B)
Normalized wave frequency (f/f ce local) rises steeply during the strong second subpacket. Time intervals with ER > 40 mV/v are highlighted in
red in all panels.(C) Subpacket development is characterized by wave normal angle (WNA) < 20 deg (red line). During the second subpacket WNA
decreases steadily from 16 deg to 2 deg.
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interrelationship between the chorus wave propagation velocity

and the electron velocity parallel to Earth’s magnetic field is an

important condition for ultra-relativistic acceleration (URA;

Summers and Omura (2007); Omura et al., 2007). When wave

propagation and parallel electron velocities are nearly the same,

chorus waves cannot interact with electrons traveling in the same

direction as the wave propagation. Electrons with higher or lower

initial equatorial pitch angles, however, interact with a chorus

wave by being either overtaken or catching up with the

chorus wave.

The formulae used in our study determine the resonant

velocity and pitch angle for electrons of a given energy that

are separately in cyclotron or Landau resonance with waves at

frequency ω. Eq. 1 gives the relativistic formula for the nth-order

electron resonance velocity VR
(n) where Ωe is the local electron

cyclotron frequency, γ is the relativistic Lorentz factor for an

electron of given energy, and k|| is the magnetic field-aligned

component of the wave vector.

V(n)
R � 1

k‖
(ω − nΩe

γ
) (1)

For the chorus element indicated in Figure 4, the pitch

angles for 500 keV–5 MeV cyclotron resonant electrons

were <10 deg from perpendicularity as shown in Figure 6A.

At lower energies (<~1 MeV) resonant electron velocities are

oppositely directed to the wave propagation and the pitch

angles are >90 deg. For Landau resonance, n = 0 and VR =

ω/k||, the field-aligned wave phase velocity is important. As seen

in Figure 6B, pitch angles for relativistic Landau resonant

electrons lie in the narrow range of 80–83 deg at the off-

equatorial point of observation.

Our calculations of energy increase for a given initial electron

energy in Section 6 consider only those electrons with a resonant

pitch angle (i.e. a fraction of the overall population). We note that

for electrons of given energy the pitch angles for Landau and

cyclotron resonance differ.

5 Off-equatorial effects on subpacket
structure

Van Allen Probes measurements of the chorus waveform

are made at a fixed location along the magnetic field line, some

distance from the chorus subpacket source region near the

equator. Wave frequencies within the rising tone chorus

element are fixed in the near-equatorial critical region of

wave generation where wave growth is dominated by the

df/dt term in S. However, several subsequent processes

FIGURE 5
(A)Wavemagnetic field (Bw)for the chorus element shown in Figure 4 exhibits a smooth transition between the first and second subpackets at ~
26.233 s |Bw| exceeds 2.2 nT during the strong second subpacket.(B) A smooth phase transition occurred between the first and second subpackets
with sharp discontinuities across higher order subpacket transitions. Wave period is determined across 2.5 wave cycles at 1/2 wave cycle intervals for
Bw shown in panel (A).
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alter the strength and appearance of the waveform as the

subpacket propagates to the observation point off the

equatorial plane.

Van Allen Probes observations (Santolik et al., 2014)

indicate that chorus generation within the critical region

near the equator is characterized by continuous rising

frequency (positive df/dt) arising from optimum nonlinear

wave growth conditions. Theory shows that beyond the

critical distance away from the equator, convective wave

growth saturates when the flux of resonant electrons

decreases as the absolute resonance velocity value increases

(Omura, 2021). Katoh and Omura (2013; 2016) confirm

through simulation that beyond the critical distance,

nonlinear wave growth cannot occur as the optimum

amplitude of growth becomes less than the threshold

amplitude for triggered growth. Our observations in this

study are outside the critical distance.

5.1 Frequency dispersion

From magnetoionic propagation considerations,

frequency dispersion of VLF waves in the magnetosphere

can lead to pronounced distortions of the frequency sweep

rate observed at distances away from the source, as observed in

whistlers (Storey, 1953). Prominent in our off-equator

observations of strong chorus elements is a large-amplitude

second subpacket with steep frequency sweep rate, df/dt, near

FIGURE 6
Pitch angles for seed electrons resonant with the strong chorus subpacket shown in Figure 4 are shown for (A) cyclotron resonant electrons,
and (B) Landau resonant electrons. For pitch angles >90 deg, the resonance velocity VR is negative.
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the local value of 1/4 fce (cf. Figure 4). When frequency

dispersion is active, as constant-frequency wave elements

propagate away from the equator, frequencies with greater

field-aligned wave velocities catch up with slower wave

elements. This leads to a distortion of the observed

frequency sweep rate, and such distortion will increase with

distance, x, away from the wave generation region. Foster et al.

(2021) suggested two potential dispersive processes that could

alter the chorus element waveform observed at an off-

equatorial location. First, the wave group velocity (Vg) has

a maximum at frequencies near the local value of 1/4 fce.

Second, the observed decrease in wave normal angle (WNA) as

the wave amplitude increases provides a further increase in

parallel propagation velocity. Both such effects could be

significant for the strong subpackets observed near 1/4 fce
at the Van Allen Probes location.

For each subpacket, observations, theory, and simulations

all indicate a continuous rising frequency generated in the

region of chorus development near the equator. To examine

the effect of subsequent trajectory-dependent variations of the

parallel group velocity (Vg para) on the observed chorus

element waveform, we have constructed a simple model

using as input the values of df/dt, Vg, and WNA for a

chorus wave element observed during the 17 March

2013 event at 16:39:07 UT (L = 5.2; MLT = 2.1;

maglat = −4.4). By first combining Vg and WNA to

produce an effective Vg para, we then back-project each

observed frequency element toward the equator in 1/4 msec

steps to estimate the frequency sweep profile at a given

distance, −x, upstream from the point of observation. For

simplicity and to reflect the qualitative nature of this model, in

the calculation, Vg para is held constant for each frequency and

no variation of fce along the field line has been included.

Figure 7 presents the observed variation of wave electric field

amplitude, group velocity, wave normal angle, and frequency

in panels (a), (b), (c), and (d) respectively. All parameters are

calculated at each 1/2 wave cycle following the method of

Foster et al., 2017. The resulting back-projected frequency

FIGURE 7
Wave parameters evaluated at each 1/2 wave cycle for a chorus wave element observed during the 17 March 2013 event at 16:39:07 UT are
shown in black. (A) Wave electric field (E R) shows an initial weak subpacket (690–720 msec) ans a strong (50 mV/m) second subpacket
(720–730 msec). (B)Wave group velocity is shown by the solid curve while the parallel group velocity, including the effects of varying wave normal
angle, is shown as circles. (C) Low wave normal angle (<20 deg) is observed through both subpackets with significant variation across the
second subpacket. (D) The frequency sweep rate observed at the off-equatorial location is shown as the solid black curve. Back projection 3,000 km
toward the equator using the observed values of V g para estimates the chorus sweep rate profile at the equator (red circles, shifted forward in time
50 msec for comparison with the observed profile).
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sweep rate at x = −3,000 km (the approximate distance to the

equator) is shown as red circles overplotted on the off-

equatorial observation in (d). These model results show

that variations in Vg para can, by themselves, produce a

noticeable, but small, sweep rate distortion associated most

closely with the decrease and increase of WNA during the

strong second subpacket (720–730 msec).

The dominant sweep rate characteristics, such as the

steeply rising frequency observed in the strong second

subpackets described in Foster et al., 2021, most likely are

formed within the critical region of wave generation near the

equator as described by e.g. Omura (2021). Beyond this

region, however, the propagation effects just described

generally depend on the variation of Vg and WNA with

frequency. We note that the level of variation of Vg para for

the case shown in Figure 7 is typical of that seen in our off-

equatorial chorus observations. However, this match is not

universally the case. For example, modeling of observations

with nearly constant Vg and WNA across the observed

waveform would result in no frequency distortion and no

distortion of df/dt. (Ultimately, the actual variation of Vg and

WNA along the wave trajectory is not known from

measurements at a single location.) In addition, the

variations of plasma density and magnetic field along the

particle trajectory would change the frequency dependence of

Vg and the normalized frequency (f/fce) for each wave element,

producing a different waveform distortion. However, despite

its simplicity, the model results shown in Figure 7, and their

general agreement with aspects of the observed frequency

variation in subpackets, suggest that frequency dispersion

effects can make a noticeable contribution to the

characteristics of the chorus element waveform observed at

an off-equatorial location.

5.2 Damping at ½ fce

The structure of the chorus wave element also changes as it

propagates away from the equator into regions of increasing

magnetic field. Both Tsurutani and Smith (1974) and Omura

FIGURE 8
(A) The magnetic field spectrogram observed near L = 6.5 by Van Allen Probe B at 22:48:20 UT on 17 March 2013 exhibited clear damping at
frequencies below 1/2 the local electron cyclotron frequency (1/2 fce). (B) Integrated signal power at each frequency is shown for the ~400 ms of
observations shown in (A). The local value of fce is observed at the spacecraft and the equatorial value of fceEQ is determined from the characteristics
of the damping of the chorus element (from Foster et al. (2021)).
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et al. (2019) predict a gap in chorus at 0.5 fce due to nonlinear

damping. Damping at the local value of ½ fce progressively

erodes wave amplitude at frequencies above ½ fceEQ. As a

result, away from the equator, chorus elements are divided

into lower and upper band emissions by a pronounced

amplitude minimum below the local value ½ fce [e.g.

Tsurutani and Smith (1974)]. Figure 8 presents an example

of this effect, plotting magnetic field spectral power as a

function of time and focusing on the gap between the

lower and upper band emissions. Integrated signal power

across the ~400 ms of observations shown in panel (A) is

plotted in panel (B), and clearly identifies ½ fceEQ as the point

of onset of the ~1,000x decrease in the lower band chorus

element integrated wave power. Thus determined, the value of

fceEQ also indicates that the frequency of initial chorus element

wave growth occurred near 0.25 fceEQ. The wave power

damping seen between ½ fce and ½ fceEQ is in keeping with

the nonlinear damping mechanism described by Hsieh and

Omura (2018). We cannot prove that the gap between the

lower and upper chorus bands is due to nonlinear

damping, but its observation is consistent with that

mechanism.

Beside nonlinear damping around 1/2 fce, several other

plausible models exist for the observed lower-upper band

gap. Li et al. (2010) states that very isotropic distributions

at a few keV produced by Landau resonance are commonly

observed in dayside THEMIS data and would contribute

to chorus gap formation. Li et al. (2019) use simulations to

state that initially excited single-band chorus waves alter

the electron distribution immediately via Landau resonance

(and suppress it at medium energies), naturally

dividing electron anisotropy into low and high energy

components exciting upper-band and lower-band chorus

waves, respectively. Gao et al. (2016; 2019) posit a natural

FIGURE 9
The nonlinear inhomogeneity factors for cyclotron (−S1) and Landau (S0) resonance are shown in the upper and lower panels respectively. S
factors have been calculated wave cycle by cycle for a range of resonant electron energies for the subpacket indicated in Figure 4. Each value of
S1 and S0 has beenmultiplied by the trapping potential in velocity phase space, F (|S|). White regions on each panel indicate that |S| > 1 where F (|S|) =
0 and trapping does not take place (see text). (A,D) present the full calculations for S1 and S0 including both df/dt and dB/dx terms. For panels
(B,E), dB/dx has been set to zero. In (C,F), df/dt = 0.
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chorus gap emerging from upper band chorus excitation

through lower band cascade and second harmonic

generation. Simulations by Fu et al. (2014) predict that

warm and hot chorus components separately drive quasi-

electrostatic upper band and electromagnetic lower band

emissions, resulting in a gap. Fu et al. (2015) predict power

gaps at several frequencies (including 0.5 fce) due to sub-

cyclotron resonances between oblique chorus and thermal

electrons.

6 Relativistic electron
acceleration—Effect of the
inhomogeneity factor

For acceleration of energetic electrons, both a smooth

frequency increase and a gradient of the magnetic field are

needed at appropriate magnitudes. Zhang et al., 2018 have

investigated the properties of intense chorus waves, i.e. those

capable of nonlinearly resonating with electrons. They find

that 10–15% of chorus wave packets have sufficient effective

wave amplitude (Bw > 2–3 nT) for nonlinear interaction to

occur and that longer wave packets (>10 wave cycles) are

needed to produce a significant energy increase for trapped

electrons.

The formula for the nonlinear inhomogeneity factor S has

two terms (Eq. 2). The first depends on the frequency sweep

rate, df/dt, and the second on the gradient of the magnetic field

along the field line, dB/dx. Coefficients A and B are derived in

Omura et al., 2019 for each nonlinear resonance. Near the

magnetic equator where dB/dx is ~0 or very small, S is

determined by the frequency sweep rate df/dt, which is

nearly constant through propagation of the wave packet

away from the equator. The critical distance away from the

equator identifies the location marked by a change of the

dominant term of the inhomogeneity factor. Within the

critical region, triggering of nonlinear wave growth due to

frequency variation is possible and this can be

FIGURE 10
Percent energy gain (solid black curves) for electrons with for 30 keV–10 MeV initial energy in cyclotron (A) or Landau (B) resonance is shown
assuming the electrons remain trapped across the 11 ms subpacket indicated in Figure 4. Panels (A) and (B) respectively show the S-factor
dependencies of the cyclotron and Landau energization. For the black dashed curves in both panels the contribution to the electron energization
from only the dB/dx gradient term is shown (df/dt has been set to zero). For the red curves the dB/dx terms have been set to zero in the
inhomogeneity factors such that the only the contribution to the electron energization is from the frequency variation.
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regarded as the generation region of the subpackets forming

chorus emissions. Whether inside or outside the critical

region, we can make the simplified form of S as

S � A
df
dt

+ B
dB
dx

(2)

The Van Allen Probes observations during the 17 March

2013 event were taken at magnetic latitude = −3.8 deg,

outside the critical distance. To examine the relative

importance of the individual terms in the inhomogeneity

factor at this off-equatorial location, we use a maximum

effect approach and artificially set either df/dt or dB/dx to

0 for S0 and S1 in the equations for cyclotron

(S1) and Landau (S0) electron energization in Omura

et al., 2019).

6.1 Off-equatorials S factor

In Figure 9, we present cycle by cycle calculations of

cyclotron and Landau inhomogeneity factors as functions of

initial electron energy and time across the single strong second

subpacket indicated by the horizontal black line in Figure 4. For

that 11 ms (19 wave cycles) subpacket, |ER| = 84 mV/m, |BR| =

FIGURE 11
Examples of chorus wave elements observed during different injection/acceleration events on 17 March 2013 are shown for RBSP-A at 5.3 RE

(left panels) and RPSP-B at L = 6.5 RE (right panels). (top panels) Wave magnetic field, normalized wave frequency, wave electric field, and wave
normal angle. (bottom panels) Percent energy for seed electrons with for 30 keV–10 MeV initial energy in cyclotron (dashed curve) or Landau (red
curve) resonance.
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2 nT. Local conditions for RBSP-A at 16:56 UT were L = 4.9,

MLT = 2.3, magnetic latitude = −3.8 deg, local fce = 6,050 Hz,

fpe = 19,440 Hz, fpe/fce = 3.2. For the gradient terms, dω/dt =
2.5e5 radians/sec and dωce/dx = 9.0e-4 radians s−1 m−1. White

regions on each panel indicate that |S| > 1, at which point

trapping does not take place. The number of trapped particles

decreases to 0 as |S| increases from 0 to 1 as the size of the

trapping potential in velocity phase space, F(|S|) is given by

equation 71 of Omura et al., 2019, shrinks to zero. The values of

S0 and S1, plotted in Figure 9 and used in the subsequent

sections to determine electron energy gain, have been

multiplied by F(|S0|) or F(|S1|) respectively. The fraction of

trapped electrons is a decreasing function of |S|, in a manner

such that S *F(|S|) for maximal nonlinear acceleration occurs

when |S| ~ 0.4.

Panels (A) and (D) of Figure 9 present the full calculations for

S1 and S0 including both df/dt and dB/dx terms. For panels (B)

and (E), the magnetic field gradient has been set to zero, leaving

only the contribution from the df/dt terms to contribute.

Conversely, in panels (C) and (F), df/dt = 0. Panel (B)

indicates that cyclotron acceleration at MeV energies is

significantly reduced when the dB/dx term is cancelled, while

cyclotron acceleration is nearly unchanged at sub-relativistic seed

energies. Panel (E) indicates that the Landau S0 factor is

significantly at all relativistic electron energies when the

magnetic field gradient is zero or very small. Cyclotron

acceleration at MeV energies is significant, although reduced

somewhat, while nearly eliminated completely at non-relativistic

energies when frequency sweep rate (df/dt) is near zero [cf.

Panel (C)].

For the majority of the Van Allen Probes cases we’ve

examined, the dB/dx term dominates the df/dt term in

determining the S factor in keeping with the location of our

observing points outside the critical region. It is to be noted,

FIGURE 12
Nonlinear energy gain is shown for relativistic and ultra-relativistic seed electrons.(A) Energy gains for cyclotron and Landau resonant electrons
are shown separately. Landau resonant energization exceeds cyclotron energization at all energies. (B) 0.5%–2% energy gain is determined for
highly-relativistic and ultra-relativistic seed electrons in their ~11 ms nonlinear interaction with the single strong subpacket denoted in Figure 4.
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however, that the critical region relates to nonlinear chorus

generation, not to the acceleration of seed electrons.

6.2 S factor dependance of electron
energy gain

Having derived full and modified S factors, we can proceed

with energy gain calculations for seed electrons for each of the

cases shown in Figure 9. As discussed in Section 4, pitch angles

differ for electrons in cyclotron or Landau resonance at a given

energy so that these different populations are treated

separately. In Figure 10, panels 1) and 2) break down the

total cyclotron and total Landau contributions to the

energization for 30 keV–10 MeV initial electron energies,

making the assumption that electrons remain trapped

across the entire 11 ms segment of the subpacket indicated

in Figure 4. In panels 1) and 2) the solid black curve shows the

percent energy gain calculated from equations 69 or 62 in

Omura et al., 2019 respectively with both df/dt and dB/dx

terms in S1 and S0 unaltered. For the black dashed curves in

each panel the contribution to the electron energization from

only the dB/dx gradient term is shown (df/dt has been set to

zero). Conversely, for the red curves, the dB/dx terms have

been set to zero in the inhomogeneity factors and only the

contribution from the frequency variation is shown. Again, it

is important to remember that our calculations of seed

electron energy gain relate to the specific conditions at the

point of the observations.

Comparing the solid black curves in Figure 10, it is

apparent that cyclotron acceleration is dominant for this

individual subpacket at this off-equatorial location for the

energization of sub-relativistic seed electrons with

energies <250 keV and negative pitch angles

of −20 to −30 deg. However, at relativistic

energies >500 keV, Landau acceleration is dominant for

electrons with ~80 deg pitch angle. Setting the df/dt term to

zero reduces the cyclotron energization by up to 60% for non-

relativistic seed electrons [panel (a)], while the Landau

energization is little changed when df/dt = 0 [panel (b)].

Setting dB/dx to zero results in a minor decrease in

cyclotron energization but decreases the Landau

energization at all seed energies, reducing the dominant

Landau energization by 90+ % for relativistic electrons.

The presentation of our analysis of S-function effects and

radiation belt electron energization has focused on a single

strong chorus wave subpacket observed during the onset of the

MeV radiation belt electron recovery event on 17 March 2013.

We have performed similar analyses for multiple chorus

elements observed at different times and L-space locations

during different storms, with similar results and conclusions

(Foster et al., 2021 discusses aspects of several further

examples). Many of the features presented here are

repeatable in nearly every observation (strong second

subpacket, steeply rising df/dt near the local value of 1/

4 fce, dominance of cyclotron energization at sub-

relativistic seed electron energies). However, there is

significant variability among the different cases examined

and this is important to remember for future studies aimed

at generalizing these results. Figure 11 presents examples of

chorus wave elements observed during separate injection/

acceleration events on 17 March 2013 by RBSP-A (left

panels) and RPSP-B (right panels). These cases differ

significantly from the more usual observations shown in

Figures 4, 7. RBSP-A (16:39 UT, L = 5.3) observed the

smooth growth of an initial 50 msec subpacket to apparent

saturation amplitude (ER 30 mV/m; |Bperp| 0.5 nT). For this

case, cyclotron energization was dominant at electron

energies <300 keV. During the later injection event

described by Foster et al., 2014, RBSP-B (22:48 UT; L 6.5)

observed weak cyclotron energization such that Landau

resonance energization was dominant at all energies.

7 Summary and conclusion

We have examined characteristics and nonlinear effects of

strong VLF chorus elements observed at the off-equatorial

location of their Van Allen Probes observation. The strong

chorus elements we have investigated have maximum wave

amplitudes in the range |Ew| ~ 20–100 mV/m. Large wave

amplitude depends on a strong source (injection) of resonant

electrons combined with proper conditions for the growth of

long coherent wave subpackets. For the 16:56 UT subpacket

analyzed in this study, frequency varied from 1,400–1900 Hz

(0.23–0.31 fce) and wave growth was associated with the

injection of 50–100 s keV resonant electrons as seen in

Foster et al., 2021. We have shown the smooth frequency

and phase transition between the initial and strong second

subpackets, and have found that frequency dispersion can

contribute to the chorus frequency sweep rate observed at an

off-equatorial location. The frequency gap below 1/2 fce at the

point of observation is consistent with the effects of

the progressive erosion of wave amplitude at frequencies

above ½ fceEQ by nonlinear damping near the local value

of ½ fce.

The inhomogeneity factor S that controls the effectiveness of

the nonlinear process for electron energization has important

dependence on both the time rate of change of the wave

frequency and the field-aligned gradient of the magnetic field.

Cyclotron acceleration at <MeV energies is significantly reduced

when df/dt is very small, and is little changed at all energies when

dB/dx is reduced. Landau acceleration is greatly reduced at all

relativistic energies when the magnetic field gradient very small

and is slightly reduced at sub-relativistic energies when df/dt is

very small.

Frontiers in Astronomy and Space Sciences frontiersin.org14

Foster and Erickson 10.3389/fspas.2022.986814

60

https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org
https://doi.org/10.3389/fspas.2022.986814


Nonlinear acceleration by strong chorus waves applies

both to seed electrons with sub-relativistic and relativistic

initial energies. In Figure 12 we emphasize the considerable

energy gain experienced by trapped seed electrons with

relativistic (>500 keV) and ultra-relativistic (>3 MeV) initial

energies. Trapped through with a single coherent subpacket, a

3 MeV electron can experience a 1.5% Landau energy gain in

~11 ms. Nonlinear Landau energy gain for a 6 MeV ultra-

relativistic seed electron is 0.75% (45 keV). Significantly, these

findings indicate that prompt local acceleration of highly

relativistic and ultra-relativistic radiation belt electrons can

take place directly through their nonlinear interaction with an

individual VLF chorus element.

In general, the multiple in situ parameters available in the

Van Allen Probes observations permit detailed examination of

the features of the nonlinear theory of VLF chorus wave

development and the acceleration of radiation belt electrons

to MeV energy. In particular, the spacecraft observations

provide important information on the chorus wave element

at an off-equatorial nearly fixed position. This study analyzed

a well sampled and strong subpacket to investigate the

characteristics of the nonlinear inhomogeneity factors and

their effect on sub-relativistic to relativistic electron

acceleration. It is found in this particular case that

cyclotron energization provides the dominant contribution

at sub-relativistic electron energies while at energies >500 keV
Landau acceleration provides the larger contribution. Future

similar studies using a large sample of Van Allen Probes

observed events can help generalize and advance

understanding of this important acceleration pathway for

radiation belt dynamics.
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Hamiltonian formulations of quasilinear theory are presented for the cases of

uniform and nonuniform magnetized plasmas. First, the standard quasilinear

theory of Kennel and Engelmann (Kennel, Phys. Fluids, 1966, 9, 2377) is reviewed

and reinterpreted in terms of a general Hamiltonian formulation. Within this

Hamiltonian representation, we present the transition from two-dimensional

quasilinear diffusion in a spatially uniform magnetized background plasma to

three-dimensional quasilinear diffusion in a spatially nonuniform magnetized

background plasma based on our previous work (Brizard and Chan, Phys.

Plasmas, 2001, 8, 4762–4771; Brizard and Chan, Phys. Plasmas, 2004, 11,

4220–4229). The resulting quasilinear theory for nonuniform magnetized

plasmas yields a 3 × 3 diffusion tensor that naturally incorporates quasilinear

radial diffusion as well as its synergistic connections to diffusion in two-

dimensional invariant velocity space (e.g., energy and pitch angle).

KEYWORDS

quasilinear theory, guiding-center approximation, wave-particle resonance,
Hamiltonian formulation, action-angle coordinates

1 Introduction

The complex interaction between charged particles and electromagnetic-field wave

fluctuations in a magnetized plasma represents a formidable problem with crucial

implications toward our understanding of magnetic confinement in laboratory and

space plasmas (Kaufman and Cohen, 2019). These wave-particle interactions can be

described either linearly, quasi-linearly, or nonlinearly, depending on how the

background plasma is affected by the fluctuating wave fields and the level of plasma

turbulence associated with them (Davidson, 1972).

In linear plasma wave theory (Stix, 1992), where the field fluctuations are arbitrarily

small, the linearized perturbed Vlasov distribution of each charged-particle species

describes the charged-particle response to the presence of small-amplitude

electromagnetic waves which, when coupled to the linearized Maxwell wave

equations, yields a wave spectrum that is supported by the uniform background

magnetized plasma (Stix, 1992).

In weak plasma turbulence theory (Sagdeev and Galeev, 1969; Galeev and Sagdeev,

1983), the background plasma is considered weakly unstable so that a (possibly discrete)

spectrum of field perturbations grow to finite but small amplitudes. While these small-
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amplitude fluctuations interact weakly among themselves, they

interact strongly with resonant particles, which satisfy a wave-

particle resonance condition in particle phase space (described in

terms of unperturbed particle orbits). These resonant wave-

particle interactions, in turn, lead to a quasilinear

modification of the background Vlasov distribution on a long

time scale compared to the fluctuation time scale (Kaufman,

1972a; Dewar, 1973).

Lastly, in strong plasma turbulence theory (Dupree, 1966),

nonlinear wave-wave and wave-particle-wave interactions

cannot be neglected, and wave-particle resonances include

perturbed particle orbits (Galeev and Sagdeev, 1983). The

reader is referred to a pedagogical review by Krommes

(Krommes, 2002) on the theoretical foundations of plasma

turbulence as well as a recent study on the validity of

quasilinear theory (Crews and Shumlak, 2022). In addition,

the mathematical foundations of quasilinear theory for

inhomogeneous plasma can be found in the recent work by

Dodin (Dodin, 2022).

1.1 Motivation for this work

The primary purpose of the present paper is to present

complementary views of two-dimensional quasilinear diffusion

in a uniform magnetized plasma. First, we review the quasilinear

theory derived by Kennel and Engelmann (Kennel and

Engelmann, 1966), which represents the paradigm formulation

upon which many subsequent quasilinear formulations are

derived (Stix, 1992). (We mainly focus our attention on non-

relativistic quasilinear theory in the text and summarize the

extension to relativistic quasilinear theory in Supplementary

Appendix A) As an alternative formulation of quasilinear

theory, we present a Hamiltonian formulation that relies on

the use of guiding-center theory for a uniform magnetic field

(Cary and Brizard, 2009). In this Hamiltonian formulation, the

quasilinear diffusion equation is described in terms of a diffusion

tensor whose structure is naturally generalized to three-

dimensional quasilinear diffusion in a nonuniform magnetized

plasma, as shown in the works of Brizard and Chan (Brizard and

Chan, 2001; Brizard and Chan, 2004).

Next, two formulations of three-dimensional quasilinear

theory are be presented. First, we present a generic quasilinear

formulation based on the action-angle formalism (Kaufman,

1972b; Mahajan and Chen, 1985), which applies to general

magnetic-field geometries. This formulation is useful in

highlighting the modular features of the quasilinear diffusion

tensor. Our second three-dimensional quasilinear formulation is

developed for the case of an axisymmetric magnetic field B0 = ∇ψ

× ∇φ, for which the drift action Jd � qψ/c is expressed simply in

terms of the magnetic flux ψ. The presentation of this case is

based on a summary of the non-relativistic limit of our previous

work (Brizard and Chan, 2004).

1.2 Notation for quasilinear theory in a
uniform magnetized plasma

In a homogeneous magnetic field B0 � B0 ẑ, the unperturbed
Vlasov distribution f0(v) (for a charged-particle species with charge

q and mass M) is a function of velocity v alone and the perturbed

Vlasov-Maxwell fields (δf, δE, δB) can be decomposed in terms of

Fourier components: δf � δ ~f(v) exp(iϑ) + c.c. and

(δE, δB) � (δ~E, δ~B) exp(iϑ) + c.c., where the wave phase is

ϑ(x, t) = k · x − ω t and the dependence of the eikonal

(Fourier) amplitudes (δ ~f, δ~E, δ~B) on (k, ω), which is denoted

by a tilde, is hidden. According to Faraday’s law, we find

δ~B � (kc/ω) × δ~E, which implies k · δ~B � 0. For the time

being, however, we will keep the perturbed electric and

magnetic fields separate, and assume that the uniform

background plasma is perturbed by a monochromatic wave

with definite wave vector k and wave frequency ω.

Following the notation used by Kennel and Engelmann (Kennel

and Engelmann, 1966), the velocity v and wave vector k are

decomposed in terms of cylindrical components

v � v‖ ẑ + v⊥ cos ϕ x̂ + sin ϕ ŷ( )
k � k‖ ẑ + k⊥ cosψ x̂ + sinψ ŷ( ) }, (1.1)

so that k · v = k‖v‖ + k⊥v⊥ cos(ϕ − ψ), where ϕ is the gyroangle

phase and ψ is the wave-vector phase. We note that the

unperturbed Vlasov equation zf0/zϕ = 0 implies that f0(v) is

independent of the gyroangle ϕ, i.e., f0(v‖, v⊥). In what follows, we
will use the definition

k⊥

k⊥
� cosψ x̂ + sinψ ŷ � 1

2
eiψ x̂ − i ŷ( ) + 1

2
e−iψ x̂ + i ŷ( )

≡
1�
2

√ K̂ + K̂
p( ), (1.2)

and the identity

v⊥
v⊥

≡ ⊥̂ � cos ϕ x̂ + sin ϕ ŷ ≡ ei ϕ−ψ( )K̂/ �
2

√ + e−i ϕ−ψ( )K̂p/ �
2

√
.

(1.3)
We note that, in the work of Kennel and Engelmann (Kennel and

Engelmann, 1966), the right-handed polarized electric field is

δ~ER ≡ δ~E · K̂ e−iψ and the left-handed polarized electric field is

δ~EL ≡ δ~E · K̂p
eiψ ; we will refrain from using these components

in the present work.

2 Kennel-Engelmann quasilinear
diffusion equation

In this Section, we review the quasilinear theory presented by

Kennel and Engelmann (Kennel and Engelmann, 1966) for the

case of a uniform magnetized plasma. Here, we make several

changes in notation from Kennel and Engelmann’s work in

preparation for an alternative formulation presented in Section 3.
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2.1 First-order perturbed Vlasov equation

The linearized perturbed Vlasov equation is expressed in

terms of the first-order differential equation for the eikonal

amplitude δ ~f(v):

−i ω − k · v( )δ ~f − Ω zδ ~f

zϕ
≡ − Ω eiΘ

z

zϕ
e−iΘ δ ~f( )

� − q

M
δ~E + v

c
× δ~B( ) · zf0

zv

(2.1)

where Ω = qB0/(Mc) denotes the (signed) gyrofrequency and the

solution of the integrating factor zΘ/zϕ ≡Ω−1dϑ/dt = (k · v −ω)/Ω
yields

Θ ϕ( ) � k‖v‖ − ω

Ω( )ϕ + k⊥v⊥
Ω sin ϕ − ψ( )

≡ φ ϕ( ) + λ sin ϕ − ψ( ), (2.2)

where λ = k⊥v⊥/Ω. The perturbed Vlasov Eq. 2.1 is easily

solved as

δ ~f v( ) � q eiΘ

MΩ∫ϕ e−iΘ′ δ~E + v′
c
× δ~B( ) · zf0

zv′ dϕ′, (2.3)

where a prime denotes a dependence on the integration

gyroangle ϕ′. Here, we can write the perturbed evolution

operator

q

MΩ δ~E + v
c
× δ~B( ) · z

zv
≡ δ ~V‖

z

zv‖
+ δ ~V⊥

z

zv⊥
+ δ~ϕ

z

zϕ
,

(2.4)
which is expressed in terms of the velocity-space eikonal

amplitudes.

δ ~V‖ � q

MΩ δ~E + v⊥
c

× δ~B( ) · ẑ, (2.5)

δ ~V⊥ � q

MΩ δ~E + v‖ẑ
c

× δ~B( ) · ⊥̂, (2.6)

δ~ϕ � q

MΩ δ~E + v‖ẑ
c

× δ~B( ) · ϕ̂

v⊥
− δ~B‖

B0
, (2.7)

where ϕ̂ � z⊥̂/zϕ � ẑ× ⊥̂. Whenever direct comparison with the

work of Kennel and Engelmann (Kennel and Engelmann, 1966)

is needed, we will use Faraday’s law to express δ~B � (kc/ω)× δ~E.
With this substitution (see Supplementary Appendix A for

details), for example, we note that Eqs. 2.4.7.–.Eqs. 2.2.7 agree

exactly with Eq. 2.12 of Kennel and Engelmann (Kennel and

Engelmann, 1966).

We now remark that, since zf0(v‖, v⊥)/zϕ vanishes, only the

first two terms in Eq. 2.4 are non-vanishing when applied to f0.

Hence, Eq. 2.3 contains the integrals.

eiΘ∫ϕ

e−iΘ′dϕ′, (2.8)

eiΘ∫ϕ

e−iΘ′⊥̂′dϕ′. (2.9)

In order to evaluate these integrals, we use the Bessel-Fourier

decomposition eiΘ � eiφ ∑∞
ℓ�−∞Jℓ(λ) eiℓ(ϕ−ψ), so that the scalar

integral Eq. 2.8 becomes

eiΘ∫ϕ

e−iΘ′dϕ′ � ∑∞
m,ℓ�−∞

iΔℓ Jm λ( ) Jℓ λ( ) ei m−ℓ( ) ϕ−ψ( ), (2.10)

where the resonant denominator is

Δℓ ≡
Ω

k‖v‖ + ℓΩ − ω
, (2.11)

while, using the identity Eq. 1.3, the vector integral Eq. 2.9

becomes

eiΘ∫ϕ

e−iΘ′⊥̂′ dϕ′ � ∑∞
m,ℓ�−∞

iΔℓ Jm λ( ) J⊥ℓ λ( ) ei m−ℓ( ) ϕ−ψ( ), (2.12)

where we introduced the vector-valued Bessel function

J⊥ℓ λ( ) ≡ K̂�
2

√ Jℓ+1 λ( ) + K̂
p�
2

√ Jℓ−1 λ( ), (2.13)

with the identity

k · J⊥ℓ � Jℓ+1 + Jℓ−1( ) k⊥/2 � ℓΩ/v⊥( ) Jℓ , (2.14)

which follows from a standard recurrence relation for Bessel

functions. The perturbed Vlasov distribution (Eq. 2.3) is thus

expressed as

δ ~f � ∑
m,ℓ

iΔℓ Jm λ( ) ei m−ℓ( ) ϕ−ψ( ) δ ~V‖ℓ
zf0

zv‖
+ δ ~V⊥ℓ

zf0

zv⊥
( ), (2.15)

where the Bessel-Fourier components are

δ ~V‖ℓ � q

MΩ δ~E‖ Jℓ λ( ) − v⊥ ẑ ×
δ~B
B0

· J⊥ℓ λ( ), (2.16)

δ ~V⊥ℓ � q

MΩ δ~E + v‖ẑ
c

× δ~B( ) · J⊥ℓ λ( ). (2.17)

Once again, Eqs. 2.15.17.–.Eqs. 2.2.17 agree exactly with Eq.

2.19 of Kennel and Engelmann (Kennel and Engelmann, 1966)

when Faraday’s law is inserted in Eqs. 2.16, 2.17; see

Supplementary Appendix A for details. The relativistic

version of Eqs. 2.15.17.–.Eqs. 2.2.17, which was first derived

by Lerche (Lerche, 1968), is also shown in Supplementary

Appendix A.

2.2 Quasilinear diffusion in velocity space

We are now ready to calculate the expression for the

quasilinear diffusion equation for the slow evolution (τ = ϵ2t)
of the background Vlasov distribution

Frontiers in Astronomy and Space Sciences frontiersin.org03

Brizard and Chan 10.3389/fspas.2022.1010133

65

https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org
https://doi.org/10.3389/fspas.2022.1010133


1
Ω

zf0

zτ
� −Re 〈 q

MΩ δ~E
p + v

c
× δ~B

p( ) · zδ ~f

zv
〉[ ]

� −Re 〈 δ ~V
p

‖
z

zv‖
+ δ ~V

p

⊥
z

zv⊥
+ δ~ϕ

p z

zϕ
( )δ ~f〉[ ],

(2.18)
where ϵ denotes the amplitude of the perturbation fields, 〈 〉
denotes a gyroangle average, and (δ ~Vp

‖ , δ ~V
p

⊥, δ~ϕ
p) are the

complex conjugates of Eqs. 2.5–2.7. In addition, the real part

appears on the right side of Eq. 2.18 as a result of averaging with

respect to the wave phase ϑ. We note that Kennel and Engelmann

(Kennel and Engelmann, 1966) ignore the term zf2/zt on the left

side of Eq. 2.18, which is associated with the second-order

perturbed Vlasov distribution f2 generated by non-resonant

particles (Kaufman, 1972a; Dewar, 1973). While this term was

shown by Kaufman (Kaufman, 1972a) to be essential in

demonstrating the energy-momentum conservation laws of

quasilinear theory, it is also omitted here and the right side of

Eq. 2.18 only contains resonant-particle contributions.

First, since Eqs. 2.5, 2.6 are independent of v‖ and v⊥,

respectively, we find

〈δ ~Vp

‖
zδ ~f

zv‖
+ δ ~V

p

⊥
zδ ~f

zv⊥
〉 � z

zv‖
〈δ ~Vp

‖δ ~f〉 +
z

zv⊥
〈δ ~Vp

⊥δ
~f〉

� z

zv‖
〈δ ~Vp

‖δ ~f〉 +
1
v⊥

z

zv⊥

× v⊥ 〈δ ~Vp

⊥δ
~f〉( ) − 〈δ

~V
p

⊥

v⊥
δ ~f〉,

(2.19)
where we took into account the proper Jacobian (v⊥) in

cylindrical velocity space (v‖, v⊥, ϕ). On the other hand, the

third term in Eq. 2.18 can be written as

〈δ~ϕ
p zδ ~f

zϕ
〉 � −〈 zδ~ϕ

p

zϕ
( ) δ ~f〉

� q

MΩ δ~E
p + v‖ẑ

c
× δ~B

p( ) · 〈 ⊥̂
v⊥

δ ~f〉
≡ 〈δ ~V

p

⊥

v⊥
δ ~f〉,

where the last term in Eq. 2.7 is independent of the gyroangle ϕ.

Since this term cancels the last term in Eq. 2.19, the quasilinear

diffusion Eq. 2.18 becomes

1
Ω

zf0

zτ
� − z

zv‖
Re〈δ ~Vp

‖δ ~f〉( ) − 1
v⊥

z

zv⊥
v⊥ Re〈δ ~Vp

⊥δ
~f〉( ).
(2.20)

Next, using the identity Eq. 1.3, we find∑
m

Jm λ( )〈 1, ⊥̂( ) ei m−ℓ( ) ϕ−ψ( )〉 � Jℓ λ( ), J⊥ℓ λ( )( ),

so that, from Eq. 2.15, we find

∑
m

Jm λ( )〈δ ~Vp

‖e
i m−ℓ( ) ϕ−ψ( )〉 � q

MΩ δ~E
p

‖ Jℓ λ( ) − v⊥ ẑ

×
δ~B

p

B0
· J⊥ℓ λ( )

≡ δ ~V
p

‖ℓ ,

(2.21)

∑
m

Jm λ( )〈δ ~Vp

⊥e
i m−ℓ( ) ϕ−ψ( )〉 � q

MΩ δ~E
p + v‖ẑ

c
× δ~B

p( )
· J⊥ℓ λ( ) ≡ δ ~V

p

⊥⊥ℓ .

(2.22)

Hence, the quasilinear diffusion Eq. 2.20 can be written as

1
Ω

zf0

zτ
� − z

zv‖
Re ∑∞

ℓ�−∞
iΔℓ δ ~V

p

‖ℓ δ ~V‖ℓ
zf0

zv‖
+ δ ~V⊥ℓ

zf0

zv⊥
( )⎡⎣ ⎤⎦⎧⎨⎩ ⎫⎬⎭

− 1
v⊥

z

zv⊥
v⊥ Re ∑∞

ℓ�−∞
iΔℓ δ ~V

p

⊥⊥ℓ δ ~V‖ℓ
zf0

zv‖
(⎡⎣⎧⎨⎩

+δ ~V⊥ℓ
zf0

zv⊥
)]} ≡

z

zv
· D · zf0

zv
( ),

(2.23)
where the diagonal diffusion coefficients are

D‖‖ ≡ ẑ · D · ẑ � ∑∞
ℓ�−∞

Re − iΔℓ( ) |δ ~V‖ℓ|2, (2.24)

D⊥⊥ ≡ ⊥̂ · D · ⊥̂ � ∑∞
ℓ�−∞

Re − iΔℓ( ) |δ ~V⊥ℓ |2, (2.25)

while the off-diagonal diffusion coefficients are

D‖⊥ ≡ ẑ · D · ⊥̂ � ∑∞
ℓ�−∞

Re − iΔℓ( ) Re δ ~V
p

‖ℓ δ ~V⊥ℓ( ), (2.26)

D⊥‖ ≡ ⊥̂ · D · ẑ � ∑∞
ℓ�−∞

Re − iΔℓ( ) Re δ ~V
p

⊥ℓ δ ~V‖ℓ( ), (2.27)

which are defined to be explicitly symmetric (i.e., D‖⊥ � D⊥‖).
Here, using the Plemelj formula (Stix, 1992), we find

Re − iΔℓ( ) � Re
iΩ

ω − k‖v‖ − ℓΩ( )[ ] � πΩ δ ωr − k‖v‖ − ℓΩ( ),
(2.28)

where we assumed ω = ωr + i γ and took the weakly unstable limit

γ→ 0+. Hence, the quasilinear diffusion coefficients (2.24)–(2.27)

are driven by resonant particles, which satisfy the resonance

condition k‖v‖res ≡ ω − ℓΩ. The reader is referred to the early

references by Kaufman (Kaufman, 1972a) and Dewar (Dewar,

1973) concerning the role of non-resonant particles in

demonstrating the energy-momentum conservation laws of

quasilinear theory.

Eq. 2.25 from Kennel and Engelmann (Kennel and

Engelmann, 1966) (see Supplementary Appendix A) can be

expressed as the dyadic diffusion tensor
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D ≡ ∑
ℓ

Re − iΔℓ( ) ~vp
ℓ
~vℓ

� ∑
ℓ

Re − iΔℓ( ) δ ~V
p

‖ℓ ẑ + δ ~V
p

⊥ℓ ⊥̂( ) δ ~V‖ℓ ẑ + δ ~V⊥ℓ ⊥̂( )[ ],
(2.29)

which is Hermitian since the term − i Δℓ is replaced with Re( −

i Δℓ). Here, the perturbed velocity

~vℓ � δ ~V‖ℓ ẑ + δ ~V⊥ℓ ⊥̂

� q δ~E
MΩ · Jℓ λ( ) ẑ ẑ + J⊥ℓ λ( ) ⊥̂[ ] + ẑ×

δ~B
B0· J⊥ℓ λ( ) v‖ ⊥̂ − v⊥ ẑ( ) (2.30)

explicitly separates the electric and magnetic contributions to the

quasilinear diffusion tensor Eq. 2.29. In particular, the role of the

perturbed perpendicular magnetic field is clearly seen in the

process of pitch-angle diffusion because of the presence of the

terms (v‖ ⊥̂ − v⊥ ẑ) associated with it. We also note that the

parallel component of the perturbed magnetic field,

δ~B‖ � ẑ · δ~B, does not contribute to quasilinear diffusion in a

uniform magnetized plasma. The components of the perturbed

electric field, on the other hand, involve the parallel component,

δ~E‖ � ẑ · δ~E, as well as the right and left polarized components,

δ~ER � δ~E · (x̂ − i ŷ)/ �
2

√
and δ~EL � δ~E · (x̂ + i ŷ)/ �

2
√

,

respectively, appearing through the definition Eq. 2.13.

Lastly, we note that the dyadic form Eq. 2.29 of the

quasilinear diffusion tensor in the quasilinear diffusion Eq.

2.23 can be used to easily verify that the unperturbed entropy

S0 ≡ − ∫f0 lnf0 d3v satisfies the H Theorem:

dS0

dt
� −ϵ2 ∫ zf0

zτ
lnf0 + 1( ) d3v

� ϵ2 ∑
ℓ

∫Re −iΔℓ( ) f0 ~vℓ · z lnf0

zv

∣∣∣∣∣∣∣ ∣∣∣∣∣∣∣2 d3v > 0.
(2.31)

Once again, the energy-momentum conservation laws in

quasilinear theory will not be discussed here. Instead the

interested reader can consult earlier references (Kaufman,

1972a; Dewar, 1973), as well as Chapters 16–18 in the

standard textbook by Stix (Stix, 1992).

2.3 Quasilinear diffusion in invariant
velocity space

In preparation for Section 3, we note that a natural choice of

velocity-space coordinates, suggested by guiding-center theory,

involves replacing the parallel velocity v‖ with the parallel

momentum p‖ = M v‖ and the perpendicular speed v⊥ with

the magnetic moment μ � Mv2⊥/(2B0). We note that these two

coordinates are independent dynamical invariants of the particle

motion in a uniform magnetic field.

With this change of coordinates, the quasilinear diffusion Eq.

2.23 becomes

1
Ω

zf0

zτ
≡

z

zp‖
Dpp zf0

zp‖
+Dpμ zf0

zμ
( )

+ z

zμ
Dμp zf0

zp‖
+Dμμ zf0

zμ
( ), (2.32)

where the quasilinear diffusion coefficients are

Dpp � M2 D‖‖ � ∑
ℓ

Re −iΔℓ( ) |δ~P‖ℓ |2

Dpμ � M2v⊥/B0( )D‖⊥ � ∑
ℓ

Re −iΔℓ( ) Re δ~P
p

‖ℓδ~μℓ( )
Dμμ � Mv⊥/B0( )2 D⊥⊥ � ∑

ℓ

Re −iΔℓ( ) |δ~μ
ℓ
|2

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭, (2.33)

with the eikonal amplitudes

δ~P‖ℓ � q

Ω δ~E‖ Jℓ + v⊥
c

J⊥ℓ × δ~B · ẑ( ), (2.34)

δ~μ
ℓ
� q

B0Ω
δ~E + v‖ ẑ

c
× δ~B( ) · v⊥ J⊥ℓ , (2.35)

and the symmetry Dμp = Dpμ follows from the assumption of a

Hermitian diffusion tensor. Lastly, as expected, we note that the

eikonal amplitude for the perturbed kinetic energy

δ~Eℓ ≡ Mv · ~vℓ � v‖ δ~P‖ℓ + δ~μ
ℓ
B0 � q

Ω δ~E · v‖ Jℓ ẑ + v⊥ J⊥ℓ( ),
(2.36)

only involves the perturbed electric field. Hence, another useful

representation of quasilinear diffusion in invariant velocity (E, μ)
space is given by the quasilinear diffusion equation

1
Ω

zf0

zτ
≡ v‖

z

zE
1
v‖

DEE zf0

zE +DEμ zf0

zμ
( )[ ]

+v‖ z

zμ

1
v‖

DμE zf0

zE +Dμμ zf0

zμ
( )[ ], (2.37)

where the quasilinear diffusion coefficients are

DEE � ∑
ℓ

Re −iΔℓ( ) |δ~Eℓ|2

DEμ � ∑
ℓ

Re −iΔℓ( ) Re δ~Ep

ℓ
δ~μ

ℓ
( )

Dμμ � ∑
ℓ

Re −iΔℓ( ) |δ~μ
ℓ
|2

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭, (2.38)

and the Jacobian 1/v‖ is a function of (E, μ):
|v‖| �

��������������(2/M)(E − μB0)
√

, while the sign of v‖ is a constant of

the motion in a uniform magnetic field.

3 Hamiltonian quasilinear diffusion
equation

In Section 2, we reviewed the standard formulation of

quasilinear theory in a uniform magnetized plasma (Kennel

and Engelmann, 1966). In this Section, we introduce the

Hamiltonian formulation of the Vlasov equation from which

we will derive the Hamiltonian quasilinear diffusion equation,

Frontiers in Astronomy and Space Sciences frontiersin.org05

Brizard and Chan 10.3389/fspas.2022.1010133

67

https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org
https://doi.org/10.3389/fspas.2022.1010133


which will then be compared with the Kennel-Engelmann

quasilinear diffusion Eq. 2.23.

In order to proceed with a Hamiltonian formulation,

however, we will be required to express the perturbed electric

and magnetic fields in terms of perturbed electric and magnetic

potentials. We note that, despite the use of these potentials, the

gauge invariance of the Hamiltonian quasilinear diffusion

equation will be guaranteed in the formulation adopted here.

3.1 Non-adiabatic decomposition of the
perturbed Vlasov distribution

The Hamiltonian formulation of quasilinear diffusion begins

with the representation of the perturbed electric and magnetic

fields in terms of the perturbed electric scalar potential δΦ and

the perturbed magnetic vector potential δA, where δE = −∇δΦ −

c−1zδA/zt and δB = ∇ × δA. Hence, we find the identity

δE + v
c
× δB � −∇ δΦ − v

c
· δA( ) − 1

c

dδA
dt

≡ − ∇δΨ − 1
c

dδA
dt

, (3.1)

where d/dt denotes the unperturbed time derivative.We note that

the gauge transformation

δΦ, δA, δΨ( ) → δΦ − 1
c

zδχ

zt
, δA + ∇δχ, δΨ − 1

c

dδχ

dt
( ) (3.2)

guarantees the gauge invariance of the right side of Eq. 3.1.

Next, by removing the perturbed magnetic vector potential

δA from the canonical momentum

P � mv + q A0 + ϵ δA( )/c → P0 � mv + qA0/c,
the noncanonical Poisson bracket (which can also be expressed in

divergence form)

f, g{ } � 1
M

∇f · zg

zv
− zf

zv
· ∇g( ) + qB0

M2c
· zf

zv
×
zg

zv
(3.3)

� z

zv
· 1

M
∇f + qB0

Mc
×
zf

zv
( ) g[ ] − ∇ · zf

zv
g

M
( )

(3.4)
only contains the unperturbed magnetic field B0., where f and g

are arbitrary functions of (x, v).

The removal of the perturbed magnetic vector potential δA

from the noncanonical Poisson bracket Eq. 3.3, however, implies

that the perturbed Vlasov distribution can be written as

δf � q

c
δA · zf0

zv
+ δg ≡

q

c
δA · x, f0{ } + δs, f0{ }, (3.5)

where the non-adiabatic contribution δg is said to be generated

by the perturbation scalar field δs (Brizard, 1994; Brizard, 2018;

Brizard and Chandre, 2020), which satisfies the first-order

eikonal equation

i k · v − ω( )δ~s −Ω zδ~s

zϕ
� q δ ~Φ − v

c
· δ~A( ) ≡ q δ~Ψ. (3.6)

Hence, the eikonal solution for δ~s is expressed with the same

integrating factor used in Eq. 2.3:

δ~s v( ) � − q

Ω eiΘ∫ϕ

δ~Ψ′ e−iΘ′ dϕ′

� − q

Ω ∑
m,ℓ

iΔℓ Jm λ( ) ei m−ℓ( ) ϕ−ψ( ) δ~Ψℓ ,
(3.7)

where the gyroangle Fourier component of the effective

perturbed potential is

δ~Ψℓ ≡ δ ~Φ − v‖
c
δ ~A‖( )Jℓ λ( ) − v⊥

c
δ~A · J⊥ℓ λ( ), (3.8)

and the eikonal amplitude of the non-adiabatic perturbed Vlasov

distribution is

δ~g � e−iϑ δ~s eiϑ, f0{ } � 1
M

ik δ~s +Ω ẑ×
zδ~s

zv
( ) · zf0

zv

� ik
M

· zf0

zv
δ~s − Ω

B0

zδ~s

zϕ

zf0

zμ
,

(3.9)

where μ ≡ M|v⊥|
2/(2B0) denotes the magnetic moment. We note

that, under the gauge transformations Eq. 3.2, the scalar field δs

transforms as δs → δs − (q/c) δχ (Brizard, 1994; Brizard, 2018;

Brizard and Chandre, 2020), and the expression Eq. 3.5 for the

perturbed Vlasov distribution is gauge-invariant. Moreover,

under the gauge transformation Eq. 3.2, the eikonal Fourier

amplitude Eq. 3.8 transforms as

δ~Ψℓ → δ~Ψℓ + i

c
ω − k‖v‖ − ℓΩ( ) Jℓ δ~χ, (3.10)

which is consistent with Eq. 3.2.

Next, since the components of the Poisson bracket Eq. 3.3 are

constant, the unperturbed time derivative of δf yields the

linearized perturbed Vlasov equation

dδf

dt
� q

c

dδA
dt

· x, f0{ } + q

c
δA · v, f0{ } + dδs

dt
, f0{ }

� q

c

dδA
dt

· x, f0{ } + q

c
δA · v, f0{ } + q δΨ, f0{ }

� q

c

dδA
dt

+ q∇δΨ( ) · x, f0{ }
≡ − q

M
δE + v

c
× δB( ) · zf0

zv
,

(3.11)

which implies that the non-adiabatic decomposition Eq. 3.5 is a

valid representation of the perturbed Vlasov distribution.

3.2 Second-order perturbed Vlasov
equation

In order to derive an alternate formulation of quasilinear

theory for uniform magnetized plasmas, we begin with second-

order evolution of the background Vlasov distribution
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zf0

zτ
� − q

M
δE + v

c
× δB( ) · zδf

zv

� q∇δΨ + q

c

dδA
dt

( ) · x, δf{ }, (3.12)

where, once again, τ = ϵ2t denotes the slow quasilinear diffusion

time scale, we have ignored the second-order perturbed Vlasov

distribution f2, and we have inserted Eqs. 3.1, 3.3. The first term

on the right side of Eq. 3.12 can be written as

q∇δΨ · x, δf{ } � q δΨ, δf{ } − q
zδΨ
zv

· v, δf{ }
� q δΨ, δf{ } + q

c
δA · v, δf{ }

� q δΨ, q

c
δA · x, f0{ } + δg( ){ }

+q
c
δA · v, δf{ },

(3.13)

where we have inserted the non-adiabatic decomposition Eq. 3.5,

so that the first term can be written as

q δΨ, q

c
δA · x, f0{ }{ } � q2

c
δΨ, δA{ } · x, f0{ }(

+δA · δΨ, x, f0{ }{ })
� q2

Mc2
δA · ∇δA · x, f0{ }

+q
c
δA · q δΨ, x, f0{ }{ },

(3.14)

where we used {δΨ, δA} = (δA/Mc) · ∇δA. The second term on

the right side of Eq. 3.12, on the other hand, can be written as

q

c

dδA
dt

· x, δf{ } � q2

c2
dδA
dt

· x, x, f0{ }{ } · δA
+ d

dt

q

c
δA · x, δg{ }( ) − q

c
δA · v, δg{ }

+ q

c
δA · x, f0, q δΨ{ }{ }.

(3.15)
Next, by using the Jacobi identity for the Poisson

bracket (3.3):

f, g, h{ }{ } + g, h, f{ }{ } + h, f, g{ }{ } � 0, (3.16)

which holds for arbitrary functions (f, g, h), we obtain

q2

c
δA · δΨ, x, f0{ }{ } + x, f0, δΨ{ }{ }( )
� q2

c
δA · f0, x, δΨ{ }{ } ≡ − f0, δH2{ }, (3.17)

where δH2 = q2|δA|2/(2Mc2) is the second-order perturbed

Hamiltonian. We now look at the first term on the right side

of Eq. 3.15, which we write as

q2

c2
dδA
dt

· x, x, f0{ }{ } · δA � d

dt

q2

c2
δA · x, x, f0{ }{ } · δA( )

−q
2

c2
δA · v, x, f0{ }{ } + x, v, f0{ }{ }( )

· δA − q2

c2
δA · x, x, f0{ }{ } · dδA

dt
.

(3.18)

Because of the symmetry of the tensor x, {x, f0}{ }, the last
term on the right side (omitting the minus sign) is equal to the

left side, so that we obtain

q2

c2
dδA
dt

· x, x, f0{ }{ } · δA � d

dt

q2

2c2
δA · x, x, f0{ }{ } · δA( )

−q
2

c2
δA · v, x, f0{ }{ } · δA,

where we used the Jacobi identity Eq. 3.16 to find {x, {v, f0}} = {v,

{x, f0}}, since {f0, {x, v}} = 0.

When these equations are combined into Eq. 3.12, we

obtain the final Hamiltonian form of the second-order

perturbed Vlasov equation

zf0

zτ
� δH, δg{ } + δH2, f0{ } + d

dt

q

c
δA · x, δg{ }(

+ q2

2c2
δA · x, x, f0{ }{ } · δA), (3.19)

where δH = q δΨ = q δΦ − q δA · v/c and δg = {δs, f0}.

3.3 Hamiltonian quasilinear diffusion
equation

We now perform two separate averages of the second-

order perturbed Vlasov Eq. 3.19: we first perform an average

with respect to the wave phase ϑ, which will be denoted by an

overbar, and, second, we perform an average with respect to

the gyroangle ϕ. We begin by noting that the averaged second-

order perturbed Hamiltonian δ �H2 � q2|δ~A|2/(2Mc2) is a

constant and, therefore, its contribution in Eq. 3.19

vanishes upon eikonal-phase averaging. Likewise, the total

time derivative in Eq. 3.19 vanishes upon eikonal-phase

averaging.

The Hamiltonian quasilinear diffusion equation is, therefore,

defined as

zf0

zτ
≡
1
2

〈 δH, δg{ }〉 � 1
2

∇ · q

Mc
δA 〈δg〉( )[ ]

+1
2
〈 z

zv
· ∇δH +Ω q

c
δA× ẑ( ) δg

M
[ ]〉

� 1
2
〈 z

zv
· ∇δH +Ω q

c
δA× ẑ( ) δg

M
[ ]〉,

(3.20)

where we used the divergence form Eq. 3.4 of the Poisson bracket

and the eikonal average of the spatial divergence vanishes. Next,

the eikonal average of the first term on the last line of the right

side of Eq. 3.20 yields

∇δHδg( ) � i k δ ~H δ~gp − δ ~H
p
δ~g( ),

so that
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〈 z
zv

· ∇δH
δg

M
( )〉 � z

zp‖
ik‖〈δ ~H δ~gp − δ ~H

p
δ~g〉( )

+ 1
B0

z

zμ
ik · 〈v⊥ δ ~H δ~gp − δ ~H

p
δ~g( )〉[ ],
(3.21)

where p‖ = M v‖ and μ = M|v⊥|
2/2B0. The eikonal average of the

second term on the last line of the right side of Eq. 3.20, on the

other hand, yields

Ω
2 v⊥

z

zv⊥

v⊥
M

q

c
δ~A · 〈ϕ̂ δ~gp〉 + q

c
δ~A

p · 〈ϕ̂ δ~g〉( )[ ]
≡

Ω
B0

z

zμ
Re〈 q

c
δ~A · zv⊥

zϕ
( )δ~gp〉[ ], (3.22)

so that by combining Eqs. 3.21, 3.22 into Eq. 3.20, we find

1
Ω

zf0

zτ
� z

zp‖

k‖
Ω Re〈i δ ~H δ~gp〉( )

+ 1
B0

z

zμ
Re〈 q

c
δ~A · zv⊥

zϕ
+ i

k · v⊥
Ω δ ~H( )δ~gp〉[ ],

(3.23)
In order to evaluate the gyroangle averages in Eq. 3.23, we need to

proceed with a transformation from particle phase space to

guiding-center phase space, which is presented in the next Section.

4 Guiding-center Hamiltonian
quasilinear diffusion equation

In this Section, we use the guiding-center transformation

(Northrop, 1963) in order to simplify the calculations involved in

obtaining an explicit expression for the Hamiltonian quasilinear

diffusion Eq. 3.23 that can compared with the standard

quasilinear diffusion Eq. 2.32 obtained from Kennel-

Engelmann’s work (Kennel and Engelmann, 1966).

4.1 Guiding-center transformation

In a uniform background magnetic field, the transformation

from particle phase space to guiding-center phase space is simply

given as x =X + ρ, where the particle position x is expressed as the

sum of the guiding-center position X and the gyroradius vector

ρ ≡ ẑ× v⊥/Ω, while the velocity-space coordinates (p‖, μ, ϕ)

remain unchanged (Cary and Brizard, 2009). Hence, the

eikonal wave phase ϑ = k · x − ω t becomes

ϑ � k · X + ρ( ) − ω t � θ + k · ρ ≡ θ + Λ, (4.1)

where θ denotes the guiding-center eikonal wave phase andΛ ≡ λ

sin(ϕ − ψ). Next, the particle Poisson bracket (Eq. 3.3) is

transformed into the guiding-center Poisson bracket (Cary

and Brizard, 2009)

F, G{ }gc � ẑ · ∇F
zG

zp‖
− zF

zp‖
∇G( ) − Ω

B0

zF

zϕ

zG

zμ
− zF

zμ

zG

zϕ
( )

− c ẑ
qB0

· ∇F ×∇G,

(4.2)

where the last term vanishes in the case of a uniform background

plasma since the guiding-center functions F andG depend on the

guiding-center position only through the guiding-center wave

phase θ (with ∇θ = k).

4.2 First-order perturbed guiding-center
Vlasov equation

The guiding-center transformation induces a

transformation on particle phase-space functions f to a

guiding-center phase-space function F through the guiding-

center push-forward T−1
gc : F ≡ T−1

gcf. For a perturbed particle

phase-space function δg ≡ δ~g exp(iϑ) + c.c., we find the

perturbed guiding-center phase-space function

δG ≡ δ ~G exp(iθ) + c.c., where the eikonal amplitude δ ~G is

given by the push-forward expression as

δ ~G � δ~g e−iΛ � e−iθ δ~S eiθ , f0{ }
gc
� i k‖

zf0

zp‖
δ~S − Ω

B0

zf0

zμ

zδ~S

zϕ
.

(4.3)

The eikonal amplitude of the guiding-center generating function

δ~S � δ~s exp(−iΛ) satisfies an equation derived from the first-

order eikonal Eq. 3.6:

i k‖v‖ − ω( ) δ~S −Ω zδ~S

zϕ
� δ ~H e−iΛ ≡ δ ~Hgc. (4.4)

The solution of the first-order guiding-center eikonal Eq. 4.4

makes use of the gyroangle expansion

δ~S � ∑∞
ℓ�−∞δ~Sℓ exp[−iℓ(ϕ − ψ)], which yields the Fourier

component

δ~Sℓ � −iΔℓ

Ω 〈δ ~He−iΛ+iℓ ϕ−ψ( )〉 � −iΔℓ

Ω q δ~Ψℓ . (4.5)

Inserting this solution into Eq. 4.3, with the gyroangle expansion

δ ~G � ∑∞
ℓ�−∞δ ~Gℓ exp[−iℓ(ϕ − ψ)], yields

δ ~Gℓ � i k‖
zf0

zp‖
+ ℓΩ

B0

zf0

zμ
( )δ~Sℓ

� q

Ω δ~Ψℓ Δℓ k‖
zf0

zp‖
+ ℓΩ

B0

zf0

zμ
( ). (4.6)

Hence, the solution for the eikonal amplitude δ~g appearing in Eq.

3.23 can be obtained from the guiding-center pull-back

expression δ~g � δ ~G exp(iΛ).
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4.3 Guiding-center Hamiltonian
quasilinear diffusion equation

Using the solution Eq. 4.6 for δ ~Gℓ , we are now ready to

calculate the quasilinear diffusion Eq. 3.23 and obtaina simple

dyadic form for the quasilinear diffusion tensor.

4.3.1 Quasilinear diffusion in guiding-center (p‖,
μ)-space

Now that the solution for the eikonal amplitude δg is

obtained in terms of the guiding-center phase-space function

δ~g � δ ~G exp(iΛ), we are now able to evaluate the gyroangle-

averaged expressions in Eq. 3.23. We begin with the gyroangle-

averaged quadratic term

〈δ ~H δ~gp〉 � 〈δ ~H δ ~GeiΛ( )p〉 � 〈 δ ~He−iΛ( ) δ ~G
p〉

� ∑∞
ℓ�−∞

δ ~G
p

ℓ
〈δ ~He−iΛ+i ℓ ϕ−ψ( )〉

� ∑∞
ℓ�−∞

q δ~Ψℓ δ ~G
p

ℓ

� ∑∞
ℓ�−∞

q2

Ω |δ~Ψℓ |2 Δp
ℓ

k‖
zf0

zp‖
+ ℓΩ

B0

zf0

zμ
( ),

(4.7)

so that

k‖
Ω Re〈i δ ~Hδ~gp〉 � ∑∞

ℓ�−∞
k‖ Dℓ k‖

zf0

zp‖
+ ℓΩ

B0

zf0

zμ
( ), (4.8)

where we introduced the quasilinear perturbation potential

Dℓ � Re − iΔℓ( ) | q/Ω( ) δ~Ψℓ|2 ≡ Re − iΔℓ( ) |δ ~J ℓ |2, (4.9)
and

z

zp‖

k‖
Ω Re〈i δ ~Hδ~gp〉( ) ≡

z

zp‖
Dpp

H

zf0

zp‖
+Dpμ

H

zf0

zμ
( ), (4.10)

where Dpp
H � ∑

ℓ
k2‖ Dℓ and Dpμ

H � ∑
ℓ
k‖ (ℓΩ/B0)Dℓ .

Next, we find

〈 q

c
δ~A · zv⊥

zϕ
+ i

k · v⊥
Ω δ ~H( )δ~gp〉

� 〈 q

c
δ~A · zv⊥

zϕ
+ i

k · v⊥
Ω δ ~H( ) δ ~GeiΛ( )p〉

� 〈 q

c
δ~A · zv⊥

zϕ
e−iΛ − i q

zΛ
zϕ

δ ~Φ − v‖
c
δ ~A‖ − v⊥

c
· δ~A( )[

× e−iΛ]δ ~Gp〉

� − 〈 z

zϕ
δ ~He−iΛ( )δ ~Gp〉 � 〈δ ~H e−iΛ

zδ ~G
p

zϕ
〉

� ∑∞
ℓ�−∞

iℓ δ ~G
p

ℓ
〈δ ~He−iΛ+i ℓ ϕ−ψ( )〉 � ∑∞

ℓ�−∞
iℓ q δ~Ψℓ δ ~G

p

ℓ

� ∑∞
ℓ�−∞

iΔp
ℓ
ℓΩ q/Ω( )2 |δ~Ψℓ |2 k‖

zf0

zp‖
+ ℓΩ

B0

zf0

zμ
( ),

(4.11)
so that

1
B0

z

zμ
Re〈 q

c
δ~A · zv⊥

zϕ
+ i

k · v⊥
Ω δ ~H( )δ~gp〉[ ]

� z

zμ
∑∞

ℓ�−∞

ℓΩ
B0

Dℓ k‖
zf0

zp‖
+ ℓΩ

B0

zf0

zμ
( )⎡⎣ ⎤⎦

≡
z

zμ
Dμp

H

zf0

zp‖
+Dμμ

H

zf0

zμ
( ),

(4.12)

where Dμp
H � ∑

ℓ
(ℓΩ/B0) k‖ Dℓ and Dμμ

H � ∑
ℓ
(ℓΩ/B0)2 Dℓ . We

can now write the Hamiltonian quasilinear diffusion Eq.

3.23 as

1
Ω

zf0

zτ
� z

zp‖
Dpp

H

zf0

zp‖
+Dpμ

H

zf0

zμ
( )

+ z

zμ
Dμp

H

zf0

zp‖
+Dμμ

H

zf0

zμ
( ). (4.13)

This quasilinear diffusion equation will later be compared with

the standard quasilinear diffusion Eq. 2.32 derived by Kennel and

Engelmann (Kennel and Engelmann, 1966).

4.3.2 Quasilinear diffusion in guiding-center
(Jg, E)-space

Before proceeding with this comparison, however, we

consider an alternate representation for the Hamiltonian

quasilinear diffusion Eq. 4.13, which will be useful in the

derivation of a quasilinear diffusion equation for nonuniform

magnetized plasmas. If we replace the guiding-center parallel

momentum p‖ with the guiding-center kinetic energy

E � p2‖ /2m + μB0, and the guiding-center magnetic moment μ

with the gyroaction Jg � μB0/Ω, the Fourier eikonal solution Eq.

4.6 becomes

δ ~Gℓ � q δ~Ψℓ

zf0

zE + q

Ω δ~Ψℓ Δℓ ω
zf0

zE + ℓ
zf0

zJg
( ), (4.14)

where the first term on the right side is interpreted as a guiding-

center adiabatic contribution to the perturbed Vlasov

distribution (Brizard, 1994), while the remaining terms

(proportional to the resonant denominator Δℓ) are non-

adiabatic contributions.

By substituting this new solution in Eq. 4.8, we find

k‖
Ω Re〈i δ ~Hδ~gp〉 � ∑∞

ℓ�−∞
k‖ Dℓ ω

zf0

zE + ℓ
zf0

zJg
( ), (4.15)

while

Re〈 q

c
δ~A · zv⊥

zϕ
+ i

k · v⊥
Ω δ ~H( )δ~gp〉

� ∑∞
ℓ�−∞

ℓΩ Dℓ ω
zf0

zE + ℓ
zf0

zJg
( ), (4.16)

where the guiding-center adiabatic contribution has cancelled

out. The guiding-center quasilinear diffusion Eq. 4.13 becomes
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1
Ω

zf0

zτ
� v‖

z

zE
1
v‖

DEE
H

zf0

zE +DEJ
H

zf0

zJg
( )[ ]

+v‖ z

zJg

1
v‖

DJE
H

zf0

zE +DJJ
H

zf0

zJg
( )[ ], (4.17)

where the guiding-center quasilinear diffusion tensor is

represented in 2 × 2 matrix form as

DH ≡ ∑∞
ℓ�−∞

ℓ
2

ℓω

ω ℓ ω2

⎛⎜⎜⎝ ⎞⎟⎟⎠Dℓ . (4.18)

We note that, because of the simple dyadic form of Eq. 4.18, other

representations for the guiding-center quasilinear diffusion

tensor DH can be easily obtained, e.g., by replacing the

guiding-center gyroaction Jg with the pitch-angle coordinate

ξ � ��������
1 − μB0/E

√
. We also note that the dyadic quasilinear tensor

(4.18) has a simple modular form compared to the dyadic form

Eq. 2.29.

4.4 Comparison with Kennel-Engelmann
quasilinear theory

We can now compare the Kennel-Engelmann quasilinear

diffusion Eq. 2.32 with the guiding-center Hamiltonian

quasilinear diffusion Eq. 4.13. First, we express the perturbed

fields Eqs. 2.34, 2.35 in terms of the perturbed potentials

(δΦ, δA):

δ ~P‖ℓ � M δ ~V‖ℓ
� q

Ω Jℓ −i k‖ δ ~Φ + i
ω

c
δ ~A‖( ) − v⊥

c
ik δ ~A‖ − i k‖ δ~A( ) · J⊥ℓ[ ]

� −i k‖ δ ~J ℓ + i ω − k‖v‖ − ℓΩ( ) qδ ~A‖
Ω c

Jℓ ,

(4.19)
and

δ~μ
ℓ
� Mv⊥

B0
δ ~V⊥ℓ

� q v⊥ J⊥ℓ
B0Ω

· −i k δ ~Φ + i
ω

c
δ~A + v‖

c
ik δ ~A‖ − i k‖ δ~A( )[ ]

� −i ℓΩ
B0

δ ~J ℓ + i ω − k‖v‖ − ℓΩ( ) qδ~A
cB0Ω

· v⊥J⊥ℓ ,
(4.20)

which are both gauge invariant according to the

transformation (Eq. 3.10). Hence, these perturbed fields

are expressed in terms of a contribution from the

perturbed action δ ~J ℓ and a contribution that vanishes for

resonant particles (i.e., k‖ v‖res = ω − ℓΩ). We note that, in the

resonant-particle limit (Δℓ →∞), the difference between the

Kennel-Engelmann formulation and the Hamiltonian

formulation vanishes. For example, the Kennel-Engelmann

quasilinear diffusion coefficient Dpp � ∑
ℓ
Re(−iΔℓ) |δ~P‖ℓ|2 is

expressed as

Dpp � ∑
ℓ

Re −iΔℓ( ) k2‖ |δ ~J ℓ |2 + 2k‖JℓRe
δ ~J p

ℓ

Δℓ

qδ ~A‖
Ωc

⎛⎝ ⎞⎠⎡⎢⎢⎣
+ q

Ωc( )2|δ ~A‖|2J2ℓ
|Δℓ |2 ] → Dpp

H ,

(4.21)

which yields Dpp
H in the resonant-particle limit (Δℓ → ∞).

In summary, we have shown that, in the resonant-particle

limit (Δℓ →∞), the Hamiltonian quasilinear diffusion Eq. 4.13 is

identical to the standard quasilinear diffusion Eq. 2.32 derived by

Kennel and Engelmann (Kennel and Engelmann, 1966) for the

case of a uniform magnetized plasma. In the next Section, we will

see how the Hamiltonian quasilinear formalism can be extended

to the case of a nonuniform magnetized plasma.

5 Hamiltonian quasilinear
formulations for nonuniform
magnetized plasma

In this Section, we briefly review the Hamiltonian formulation

for quasilinear diffusion in a nonuniform magnetized background

plasma. In an axisymmetric magnetic-field geometry, the 2 × 2

quasilinear diffusion tensor in velocity space is generalized to a 3 ×

3 quasilinear diffusion tensor that includes radial quasilinear

diffusion. In a spatially magnetically-confined plasma, the

process of radial diffusion is a crucial element in determining

whether charged particles leave the plasma. A prime example is

provided by the case of radial diffusion in Earth’s radiation belt,

which was recently reviewed by Lejosne and Kollmann (Lejosne

and Kollmann, 2020).

We present two non-relativistic Hamiltonian formulations of

quasilinear diffusion in a nonuniform magnetized plasmas. The

first one based on the canonical action-angle formalism

(Kaufman, 1972b; Mahajan and Chen, 1985; Mynick and

Duvall, 1989; Schulz, 1996) and the second one based on a

summary of our previous work (Brizard and Chan, 2004).

5.1 Canonical action-angle formalism

When a plasma is confined by a nonuniform magnetic field,

the charged-particle orbits can be described in terms of 3 orbital

angle coordinates θ (generically referred to as the gyration,

bounce, and precession-drift angles) and their canonically-

conjugate 3 action coordinates J (generically referred to as the

gyromotion, bounce-motion, and drift-motion actions). In

principle, these action coordinates are adiabatic invariants of

the particle motion and they are calculated according to standard

methods of guiding-center theory (Tao et al., 2007; Cary and

Brizard, 2009), which are expressed in terms of asymptotic

expansions in powers of a small dimensionless parameter ϵB =

ρ/LB ≪ 1 defined as the ratio of a characteristic gyroradius (for a
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given particle species) and the gradient length scale LB associated

with the background magnetic field B0. When an asymptotic

expansion for an adiabatic invariant J � J0 + ϵBJ1 is truncated at
first order, for example, we find dJ/dt ~ ϵ2B and the orbital

angular average 〈dJ/dt〉 � 0 is the necessary condition for the

adiabatic invariance of J. The reader is referred to Refs. (Cary and
Brizard, 2009) and (Tao et al., 2007) where explicit expansions

for all three guiding-center adiabatic invariants are derived in the

non-relativistic and relativistic limits, respectively, for arbitrary

background magnetic geometry.

The canonical action-angle formulation of quasilinear

theory assumes that, in the absence of wave-field

perturbations, the action coordinates J are constants of

motion dJ/dt = − zH0/zθ = 0, which follows from the

invariance of the unperturbed Hamiltonian H0(J) on the

canonical orbital angles θ. In this case, the unperturbed

Vlasov distribution F0(J) is a function of action coordinates

only. We note that the action coordinates considered here are

either exact invariants or adiabatic invariants (Kaufman, 1972b;

Mynick and Duvall, 1989) of the particle motion, and it is

implicitly assumed that any adiabatic action invariant used in

this canonical action-angle formulation of quasilinear theory

can be calculated to sufficiently high order in ϵB within a region

of particle phase space that excludes non-adiabatic diffusion in

action space (Bernstein and Rowlands, 1976). For example, see

Ref. (Brizard and Markowski, 2022) for a brief discussion of the

breakdown of the adiabatic invariance of the magnetic moment

(on the bounce time scale) for charged particles trapped by an

axisymmetric dipole magnetic field.

In the presence of wave-field perturbations, the perturbed

Hamiltonian can be represented in terms of a Fourier

decomposition in terms of a discrete wave spectrum ωk and

orbital angles (with Fourier-index vector m):

δH J, θ, t( ) � ∑
m,k

δ ~H J( ) exp im · θ − iωkt( ) + c.c., (5.1)

where the parametric dependence of δ ~H on the Fourier indices

(m, k) is hidden. The perturbed Vlasov distribution δF is

obtained from the perturbed Vlasov equation

zδF

zt
+ zδF

zθ
· zH0

zJ
� zδH

zθ
· zF0

zJ
, (5.2)

fromwhich we obtain the solution for the Fourier component δ ~f:

δ~F � − δ ~H
ωk −m · Ω( ) m · zF0

zJ
, (5.3)

where Ω(J) ≡ zH0/zJ denotes the unperturbed orbital-frequency

vector.

The quasilinear wave-particle interactions cause the

Vlasov distribution F0(J, τ) to evolve on a slow time

scale τ = ϵ2t, represented by the quasilinear diffusion

equation

zF0 J, τ( )
zτ

� 1
2
〈 δH, δF{ }〉 � 1

2
z

zJ
· 〈zδH

zθ
δF〉

� z

zJ
· ∑

m,k

m Im〈δ ~Hp
δ~F〉⎛⎝ ⎞⎠

� z

zJ
· Im ∑

m,k

−mm |δ ~H|2
ωk −m · Ω⎛⎝ ⎞⎠ · zF0

zJ
⎡⎢⎢⎣ ⎤⎥⎥⎦

≡
z

zJ
· DQL · zF0

zJ
( ),

(5.4)

where 〈 〉 includes orbital-angle averaging and wave time-scale

averaging, and the canonical quasilinear diffusion tensor

DQL ≡ ∑
m,k

mm πδ ωk −m · Ω( )[ ] |δ ~H|2 (5.5)

is expressed in terms of a dyadic Fourier tensor mm, a wave-

particle resonance condition obtained from the Plemelj formula

Im
− 1

ωk −m · Ω( ) � Re
i

ωk −m · Ω( ) � π δ ωk −m · Ω( ),

and the magnitude squared of the perturbed Hamiltonian

Fourier component δ ~H(J), which is an explicit function of the

action coordinates J and the perturbation fields [see of Ref.

(Brizard and Chan, 2004), for example]. We note that the

perturbed Hamiltonian δ ~H(J) will, therefore, include terms

that contain a product of an adiabatic action coordinate (such

as the gyro action Jg) and a wave perturbation factor (such as δB/

B0 ~ϵδ). This means that an expansion of an adiabatic action

coordinate (e.g., Jg � J(0)g + ϵB J(1)g +/ ) in the factor |δ ~H|2 in

Eq. 5.5 results in a leading term of order ϵ2δ , followed by negligible
terms of order ϵB ϵ2δ ≪ ϵ2δ . Hence, only a low-order expansion (in

ϵB) of the adiabatic action coordinates J ≃J0 is needed in an

explicit evaluation of Eq. 5.5. In addition, we note that the form

Eq. 5.4, with Eq. 5.5, guarantees that the Vlasov entropy S0 = −∫F0 ln F0 d3J
dS0
dt

� −ϵ2 ∫ zF0

zτ
lnF0 + 1( ) d3J

� ϵ2 ∑
m,k

∫F0 m · z lnF0

zJ
( )2

π δ ωk −m · Ω( ) |δ ~H|2 d3J > 0

(5.6)

satisfies the H Theorem. Lastly, we note that collisional transport

in a magnetized plasma can also be described in terms of drag

and diffusion in action space (Bernstein and Molvig, 1983).

5.2 Local and bounce-averaged wave-
particle resonances in quasilinear theory

The canonical action-angle formalism presented in

Section 5.1 unfortunately makes use of the bounce action

Jb � ∮p‖(s) ds, which is a nonlocal quantity (Northrop,

1963), while the drift action Jd ≡ (q/2πc) ∮ψ dφ � qψ/c is a

local coordinate in an axisymmetric magnetic field B = ∇ψ × ∇φ,
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where the drift action is canonically conjugate to the toroidal

angle φ. In our previous work (Brizard and Chan, 2001; Brizard

and Chan, 2004), we replaced the bounce action with the

guiding-center kinetic energy E in order to obtain a local

quasilinear diffusion equation in three-dimensional Ji �
(Jb, E, Jd) guiding-center invariant space:

zF0

zτ
� z

zJ
· DQL · zF0

zJ
( ) � 1

τb

z

zJi
τb D

ij
QL

zF0

zJj
( ), (5.7)

where the bounce period τb ≡∮ ds/v‖ is the Jacobian. In addition,

the 3 × 3 quasilinear diffusion tensor

DQL � ∑
ℓ,k,m

ℓ
2

ℓ ωk ℓm
ωkℓ ω2

k ωkm
mℓ mωk m2

⎛⎜⎜⎝ ⎞⎟⎟⎠Γℓkm (5.8)

is defined in terms of the Fourier indices ℓ (associated with the

gyroangle ζ) andm (associated with the toroidal angle φ) and the

wave frequency ωk, while the scalar Γℓkm was shown in Ref.

(Brizard and Chan, 2004) to include the bounce-averaged wave-

particle resonance condition

ωk � ℓ 〈ωc〉b + nωb +m 〈ωd〉b, (5.9)

where 〈ωc〉b � (q/Mc) 〈B〉b and 〈ωd〉b are the bounce-averaged
cyclotron and drift frequencies, respectively, and ωb = 2π/τb is the

bounce frequency. Here, the bounce-average operation is

defined as

〈 / 〉b ≡
1
τb

∑
σ

∫sU

sL

ds

|v‖| /( ), (5.10)

where σ ≡ v‖/|v‖| denotes the sign of the parallel guiding-center

velocity, and the points sL,U(J) along a magnetic field line are the

bounce (turning) points where v‖ changes sign (for simplicity, we

assume all particles are magnetically trapped). In this Section, we

present a brief derivation of the quasilinear diffusion Eq. 5.7, with

the 3 × 3 quasilinear diffusion tensor Eq. 5.8 and the wave-

particle resonance condition Eq. 5.9, based on our previous work

(Brizard and Chan, 2004), which is presented here in the non-

relativistic limit.

We begin with the linear guiding-center Vlasov equation in

guiding-center phase space (s,φ, ζ; J):
d0δF

dt
� zδF

zt
+ δF, E{ }gc � − F0, δH{ }gc, (5.11)

where the perturbed Hamiltonian is a function of the guiding-

center invariants (Jb, E, Jd) as well as the angle-like coordinates
(s, φ, ζ). The unperturbed guiding-center Poisson bracket, on the

other hand, is

F, G{ }gc � zF

zζ

zG

zJg
− zF

zJg

zG

zζ
+ zF

zφ

zG

zJd
− zF

zJd

zG

zφ

+ d0F

dt
− zF

zt
( ) zG

zE − zF

zE
d0G

dt
− zG

zt
( ), (5.12)

and d0/dt = z/zt + v‖ z/zs + ωd z/zφ + ωc z/zζ denotes the

unperturbed Vlasov operator (s denotes the local spatial

coordinate along an unperturbed magnetic-field line). Since

the right side of Eq. 5.11 is

− F0, δH{ }gc � zF0

zJg

zδH

zζ
+ zF0

zJd

zδH

zφ
+ zF0

zE
d0δH

dt
− zδH

zt
( ),

(5.13)
we can introduce the non-adiabatic decomposition (Chen and

Tsai, 1983)

δF ≡ δH
zF0

zE + δG, (5.14)

where the non-adiabatic contribution δG satisfies the perturbed

non-adiabatic Vlasov equation

d0δG

dt
� zF0

zJg

z

zζ
+ zF0

zJd

z

zφ
− zF0

zE
z

zt
( )δH ≡ F̂ δH. (5.15)

Next, since the background plasma is time independent and

axisymmetric, and the unperturbed guiding-center Vlasov

distribution is independent of the gyroangle, we perform

Fourier transforms in (φ, ζ, t) so that Eq. 5.15 becomes

v‖
z

zs
− i ωk − ℓ ωc −mωd( )[ ]δ ~G s, σ( ) ≡ L̂ δ ~G s, σ( )

� iF δ ~H s, σ( ),
(5.16)

where the amplitudes (δ ~G, δ ~H) depend on the spatial parallel

coordinate s and the sign σ = v‖/|v‖| = ±1, as well as the invariants

J, while the operator F̂ becomes iF , with

F ≡ ωk
zF0

zE + ℓ
zF0

zJg
+m

zF0

zJd
. (5.17)

In order to remove the dependence of the perturbed Hamiltonian

δ ~H on σ (which appears through the combination v‖δ ~A‖), we
follow our previous work (Brizard and Chan, 2004) and

introduce the gauge δ ~A‖ ≡ zδ~α/zs and the transformation

(δ ~G, δ ~H) → (δ ~G′, δ ~K), where δ ~G′ � δ ~G + i (q/c)F δ~α and

δ ~K � δ ~H + (q/c) L̂ δ~α, so that Eq. 5.16 becomes ~L δ ~G′(s, σ) �
iF δ ~K(s).

In order to obtain an integral solution for δ ~G′, we now

introduce the integrating factor

v‖
z

zs
− i ωk − ℓ ωc −mωd( )[ ]δ ~G′ s, σ( )

≡ eiσθv‖
z

zs
e−iσθδ ~G′ s, σ( )[ ] � iF δ ~K s( ),

(5.18)

where

θ s( ) ≡ ∫s

sL

ωk − ℓ ωc s′( ) −mωd s′( )( ) ds′
|v‖| (5.19)

is defined in terms of the lower (L) turning point sL(J). The
solution of Eq. 5.18 is, therefore, expressed as
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δ ~G′ s, σ( ) � δ �G′ eiσθ + i σ eiσθ ∫s

sL

δ ~K s′( ) e−iσθ s′( )ds′
|v‖|( )F

(5.20)
where the constant amplitude δ �G′ is determined from the

matching conditions δ ~G′(sL,+1) � δ ~G′(sL,−1) and

δ ~G′(sU,+1) � δ ~G′(sU,−1) at the two turning points. At the

lower turning point, the matching condition implies that δ �G′
is independent of σ. The matching condition at the upper turning

point, on the other hand, is expressed as

eiΘ δ �G′ + iτb
2

〈δ ~Ke−iθ〉b eiΘ F � e−iΘ δ �G′ − iτb
2

〈δ ~Keiθ〉b
× e−iΘ F ,

which yields

δ �G′ � −τb
2

cotΘ 〈δ ~K cos θ〉b + 〈δ ~K sin θ〉b( ) F , (5.21)
where

Θ ≡ θ sU( ) � τb
2

ωk − ℓ 〈ωc〉b −m 〈ωd〉b( ). (5.22)

We note that cotΘ in Eq. 5.21 has singularities at nπ, which

immediately leads to the resonance condition Eq. 5.9.

Now that the solution δ ~G′ has been determined, we can

proceed with the derivation of the quasilinear diffusion equation,

which has been shown by Brizard and Chan (Brizard and Chan,

2004) to be expressed as

zF0

zτ
� 1
τb

z

zE τb ∑
ℓ,k,m

ωk Γℓkm F⎛⎝ ⎞⎠⎡⎢⎢⎣ ⎤⎥⎥⎦
+ 1
τb

z

zJg
τb ∑

ℓ,k,m

ℓ Γℓkm F⎛⎝ ⎞⎠⎡⎢⎢⎣ ⎤⎥⎥⎦
+ 1
τb

z

zJd
τb ∑

ℓ,k,m

m Γℓkm F⎛⎝ ⎞⎠⎡⎢⎢⎣ ⎤⎥⎥⎦
≡

1
τb

z

zJi
τb D

ij
QL

zF0

zJj
( ),

(5.23)

which requires us to evaluate

Γℓkm ≡ F −1Im〈δ ~Hp
δ ~G〉b � F−1Im〈δ ~Kp

δ ~G′〉b, which is found

to be expressed as

Γℓkm � τb
2
Im − cotΘ( ) 〈δ ~K cos θ〉b

∣∣∣∣ ∣∣∣∣2, (5.24)

where, using the Plemelj formula with the identity

cot z � ∑∞
n�−∞(z − nπ)−1, we finally obtain

Γℓkm � 〈δ ~K cos θ〉b
∣∣∣∣ ∣∣∣∣2 ∑∞

n�−∞
π δ ωk − ℓ 〈ωc〉b − nωb −m 〈ωd〉b( ).

(5.25)
This expression completes the derivation of the quasilinear

diffusion tensor Eq. 5.8 and the perturbed Hamiltonian δ ~K is

fully defined in Ref. (Brizard and Chan, 2004).We note that, in the

limit of low-frequencies electromagnetic fluctuations, we also

recover our previous work (Brizard and Chan, 2001) from Eq. 5.8.

We now make a few remarks concerning the bounce-averaged

wave-particle resonance condition Eq. 5.9. First, in the case of a

uniform magnetized plasma (with the drift frequency ωd ≡ 0), we

substitute the eikonal representations δ ~G � δ �G exp(ik‖s) and

δ ~H � δ �H exp(ik‖s) in Eq. 5.16 and we recover the uniform

quasilinear diffusion Eq. 4.17. Second, the bounce-averaged

wave-particle resonance condition Eq. 5.9 assumes that the

waves are coherent on the bounce-time scale, which is not

realistic for high-frequency (VLF), short-wavelength whistler

waves (Stenzel, 1999; Allanson et al., 2021). We recover a local

wave-particle resonance condition by introducing the bounce-

angle coordinate ξ(s) (Brizard, 2000), which is defined by the

equation dξ/ds = ωb/v‖, so that v‖ z/zs in Eq. 5.16 is replaced with

ωb z/zξ. Next, by introducing the bounce-angle Fourier series δ ~G �∑∞
n�−∞δ �G exp(inξ) and δ ~H � ∑∞

n�−∞δ �H exp(inξ) in Eq. 5.16, the
integral phase Eq. 5.19 is replaced by the new integral phase

σ χ s( ) � σ θ s( ) − n ξ s( )
� σ ∫s

sL

ωk − ℓ ωc s′( ) −mωd s′( ) − nωb( ) ds′|v‖|.
(5.26)

If we now evaluate this integral by stationary-phase methods

(Stix, 1992), the dominant contribution comes from points s0
along a magnetic-field line where

0 � χ′ s0( ) � |v‖ s0( )|−1 ωk − ℓ ωc s0( ) −mωd s0( ) − nωb( ),
(5.27)

which yields the local wave-particle resonance condition,

provided v‖(s0) ≠ 0 (i.e., the local resonance does not occur at

a turning point).

6 Summary

In the present paper, we have established a direct connection

between the standard reference of quasilinear theory for a uniform

magnetized plasma by Kennel and Engelmann (Kennel and

Engelmann, 1966) and its Hamiltonian formulation in guiding-

center phase space. We have also shown that the transition to a

quasilinear theory for a nonuniform magnetized plasma is greatly

facilitated within a Hamiltonian formulation. The main features of

a Hamiltonian formulation of quasilinear theory is that the

quasilinear diffusion tensor has a simple modular dyadic form

in which a matrix of Fourier indices is multiplied by a single

quasilinear scalar potential, which includes the resonant wave-

particle delta function. This simple modular is observed in the case

of a uniform magnetized plasma, as seen in Eq. 4.18, as well as in

the case of a nonuniform magnetized plasma, as seen in Eq. 5.8. In

particular, we note that the quasilinear diffusion tensor Eq. 5.8

naturally incorporates quasilinear radial diffusion as well as its

synergistic connections to diffusion in two-dimensional invariant

velocity space. These features are easily extended to the quasilinear

diffusion of relativistic charged particles that are magnetically

confined by nonuniform magnetic fields.
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On the green isolated proton
auroras during Canada
thanksgiving geomagnetic storm

Jun Liang1*, D. Gillies1, E. Donovan1, H. Parry2, I. Mann2,
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1Department of Physics and Astronomy, University of Calgary, Calgary, AB, Canada, 2Department of
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The existence of detached/isolated auroral structures in the subauroral

ionosphere has been recognized and studied for decades. One major subset

of such detached auroras is the so-called “isolated proton aurora” (IPA). IPA is

characterized by substantial hydrogen emissions and thus inferred to be proton

aurora, but is also accompanied by other emission lines. In particular, IPA is

usually dominated by 557.7 nm green-line emissions in optical luminosity. To

date, there is still a lack of dedicated spectrographic study and detailed

comparison among structures in different emission lines of IPA. The intensity

ratios between the 557.7 nm and hydrogen emissions in IPA have not been well

established from concurrent observations or theoretical models. In this study,

we report an IPA event during ~0245–0345 UT on 12October 2021, the Canada

Thanksgiving storm night. Using multi-station, multi-wavelength optical

instruments, including the Transition Region Explorer (TREx) spectrograph,

we investigate the evolution and spectrographic properties of the IPA. In-

situ and ground magnetometer data show evidence of electromagnetic ion

cyclotron (EMIC) waves associated with the passage of IPA, supporting a causal

link between the EMIC wave and the proton precipitation. The precipitating

proton energies are estimated to range between a few keV and a few tens of keV

according to the IPA emission heights inferred from triangulation analyses. Via

careful examination of the spectral intensities and the elevation-angle profiles

of the 557.7, 427.8, and 486.1 nm emissions based on the spectrograph data, we

conclude that the 557.7 nm emissions contained in the IPA were unlikely to owe

their source to energetic electron precipitation from the magnetosphere, but

were the byproduct of the proton precipitation. The intensity ratio between the

557.7 nm (427.8 nm) and the 486.1 nm emissions of the IPA are confined within

a relatively narrow range around ~26 (~4), which may serve as validation tests

for existing and developing proton transport models.

KEYWORDS

isolated proton aurora, EMIC wave, hydrogen emission, green-line emission, TREX
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1 Introduction

The existence of detached auroral arcs or isolated blobs/spots

in the subauroral region equatorward of the main auroral oval

has been known for decades (see e.g., a historical review by Frey,

2007). Such detached arc/blobs/spots may be present in dayside

and nightside, and can be caused by either proton or electron

precipitation (or both). In the dayside, emissions called afternoon

detached proton arcs (Immel et al., 2002; Burch et al., 2002) and

subauroral morning proton spots (Frey., 2007) were observed

equatorward of the main auroral oval in the afternoon and

morning sector, respectively. In the nightside, the so-called

“evening corotating patch” (ECP) (Moshupi et al., 1977;

Kobuta et al., 2003) was observed in the evening sector and

was attributed to high-energy electron precipitation. Zhang et al.

(2005; 2008) reported the “nightside detached auroras” caused by

energetic proton precipitations during intense magnetic storms.

Using data from the multi-wavelength all-sky-imagers (ASI) and

induction magnetometers, Sakaguchi et al. (2007; 2008; 2015)

investigated the “isolated proton auroras” in the evening sector

and found them coincident with Pc1 geomagnetic pulsations.

Those detached/isolated proton arcs/blob/spots, despite their

differences in shapes and fine structures, are now often

deemed to owe their source mechanisms to the

electromagnetic ion cyclotron (EMIC) wave and its resulting

pitch-angle scattering of ring-current ions in the inner

magnetosphere (e.g., Immel et al., 2005; Sakaguchi et al., 2007,

2008, 2015; Yahnin et al., 2007; Yuan et al., 2010; Liang et al.,

2014; Kim et al., 2021; Shumko et al., 2022). EMIC waves are

generated in the equatorial region of the plasmasphere-

magnetosphere by internal wave-particle interaction with ring-

current ions (Fraser et al., 2005; Jordanova et al., 2007; Usanova

et al., 2016). In ground magnetic observations, they are typically

observed as Pc 1–2 (0.one to five Hz) waves (e.g., Mann et al.,

2014; Sakaguchi et al., 2015). For a recent comprehensive review

of the detached/isolated proton auroras in the subauroral region

and their potential connection to EMIC wave activities, see

Gallardo-Lacourt et al. (2021). Notwithstanding the diversity

of terminologies used by different researchers due to historical

reasons, since the study of Sakaguchi et al. (2007; 2008) the term

“isolated proton auroras” (IPA) has become prevalent in

literature in depicting those detached/isolated proton auroral

structures, particularly in the nightside. We shall follow to use the

term IPA in this paper, though sometimes we may also call it

“detached arc” for a morphological depiction.

The existence of IPA in the subauroral region is also familiar

to auroral chasers and citizen scientists. At one time, the name

“proton arc” was used by some citizen scientists to depict the

STEVE (Strong Thermal Emission Velocity Enhancement)

phenomenon ── we of course now know they are

fundamentally different in many key aspects. That being said,

it was indeed noticed that some STEVE events were preceded by

IPAs (Nishimura et al., 2020; Liang et al., 2021). Though beyond

the interest of the current study, we mention that the event to be

studied in this paper was also ensured by the occurrence of a

“stable auroral red” (SAR) arc and a STEVE ~1–2 h later. Possible

relationship among the IPA, the SAR, and the STEVE, three

pronounced subauroral optical phenomena, has been a topic of

active research interest recently (e.g., Gallardo-Lacourt et al.,

2021; Nishimura et al., 2022).

In this study we shall report an IPA event occurring on

12 October 2021 during a geomagnetic storm interval, commonly

known as the Canada Thanksgiving storm. Over that night, a

number of subauroral optical structures were seen over Canada,

and aroused keen interest and discussions among citizen/

professional scientists on social media. The IPAs are among

these phenomena. A few spectacular examples of IPAs recorded

by citizen scientists are given in Supplementary Material.

Knowledgeable and inquisitive citizen scientists have raised

the following questions: 1) what is the cause of these IPAs? 2)

if these IPAs represent proton auroras, why do they look greenish

just as normal electron auroras?

Different auroral emission lines at different wavelengths

(colors) are characteristic of different excitation and chemical

processes in the ionosphere. Proton precipitation is usually

characterized by hydrogen emission lines such as Lyman-α
(121.8 nm), Hα (656.3 nm), and Hβ (486.1 nm), among which

the Hβ 486.1 nm is the most used in ground-based proton

auroral measurements (Eather, 1967). Other pronounced

auroral emission lines in the visible wavelength range include

427.8 nm, 557.7 nm, 630 nm, etc. (see e.g., Vallance-Jones, 1974).

The 427.8 nm blue-line is among the N2
+
first-negative-group

(1NG), while the 557.7 nm green-line and 630 nm red-line result

from excited oxygen atoms. These nitrogen and oxygen auroras

can be led by both electron and proton precipitations. It has been

known for a long time that proton auroras are accompanied by

other emission lines/bands, and that some of these emission lines

can be much stronger in optical brightness than the proton

auroral lines (e.g., Eather, 1967, 1968). However, Eather (1967)

noted that many of the early measurements of proton-induced

auroras contained contributions from co-existing electron

auroras. For some more recent examples, detached proton

arcs seen by the IMAGE satellite show signals on both SI-12

(Lyman-α) andWIC (N2 LBH band) imagers (Immel et al., 2002,

2005; Frey, 2007). Via multi-wavelength ASI observations,

Sakaguchi et al. (2007; 2008) noted that IPAs had

counterparts in 557.7 and 630 nm wavelengths, and that the

557.7 nm emission dominated in terms of optical luminosity.

However, those authors did not perform a detailed comparison

among these emission lines. Due to the instrumental design, the

557.7 and 486.1 nm images involved in Sakaguchi et al. (2007)’s

study were run at low time resolution (2 min) and were not taken

at the same time epoch (separated by 34 s), which is not ideal for

a cross-comparison between the two emission lines for

dynamically time-varying IPAs. Nishimura et al. (2022)

studied the 630 nm red-line emissions accompanying IPAs,

Frontiers in Astronomy and Space Sciences frontiersin.org02

Liang et al. 10.3389/fspas.2022.1040092

78

https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org
https://doi.org/10.3389/fspas.2022.1040092


and proposed that the associated red-line emissions may

contribute to the initial formation of SAR. However, the

relatively low viewing angle and the large difference between

the emission altitudes of 630 nm and 486.1 nm hindered efforts

to compare their structural shapes in detail. To the authors’

knowledge, so far there is still a lack of a dedicated spectrographic

study and detailed comparison among emission lines associated

with IPAs. It has not been rigorously shown from concurrent

observations whether a detached proton arc/blob and its

correspondent 557.7 nm arc/blob share the same spatial

structures and temporal variations or not. This leads to a

remaining uncertainty of whether electron precipitation might

co-exist and (partly) contribute to the detached 557.7 nm

emissions. Such an uncertainty is compounded by the

following complications in both observations and theories. 1)

In-situ particle instruments usually have an energy limit (e.g.,

~30 keV for DMSP), so that electron precipitation beyond the

observable range cannot be excluded. 2) It is known that a

number of plasma waves, such as plasmaspheric hiss, whistler-

mode chorus, and EMIC waves, may lead to electron

precipitation in the inner magnetosphere, typically with

energies from a few tens of keV up to >1 MeV (e.g., Summers

et al., 2007; Miyoshi et al., 2008; Ni et al., 2015, 2017; Zhang et al.,

2016, 2022; Fu et al., 2018). At times, hints of such electron

precipitation appeared in in-situ particle observations in

conjunction with IPAs (e.g., Nishimura et al., 2020; Shumko

et al., 2022). 3) Detached auroral arcs/patches contributed by

electron precipitation are known to exist (Wallis et al., 1979;

Kobuta et al., 2003; Yadav and Shiokawa, 2021). For example, a

detached arc recently studied by Yadav and Shiokawa. (2021) was

found to be related to ~0.1–2 keV electron precipitation.

Mendillo et al. (1989) proposed that plasma-sheet-like

electron precipitation might co-exist with proton precipitation

and co-contribute to the detached arcs. 4)While various nitrogen

auroras and OI 630 nm red-line auroras produced by proton

precipitation have been quantitively modeled (e.g., Strickland

et al., 1993; Lummerzheim et al., 2001; Galand and

Lummerzheim, 2004), dedicated models of the OI 557.7 nm

green-line emission led by proton auroral precipitation remain

scarce in the existing literature. We are aware, both from private

communications and from existing publications (e.g., Eather,

1967), that some researchers were not fully convinced that pure

proton precipitation alone could lead to visually bright auroral

display whose luminosity is dominantly contributed by 557.7 nm

emissions.

In this paper, taking advantage of multi-station, multi-

wavelength optical instruments, and aided by a variety of

other ground and in-situ observations, we investigate the

properties and dynamics of the IPA. In particular, we shall

compare the signatures of IPA in various emission lines based

on spectrograph measurements. Via such a comparison, we offer

compelling arguments that the 557.7 nm green emissions of the

detached arc are unlikely to owe their source to energetic electron

precipitation from the magnetosphere, but are essentially the

byproduct of proton precipitation. We also identify the Helium-

band EMIC waves as the likely cause of the proton precipitation.

Meanwhile, the intensity ratios among emission lines reported

here are intended to set the experimental constraint and serve as

validation tests for existing and developing proton auroral

transport/emission models.

2 Instruments

The IPA event of interest comes with comprehensive optical

observations. Main instruments used in this study include the

multi-wavelength all-sky-imagers (ASI) of the Athabasca

University Geospace Observatory (AUGSO) at Athabasca

(ATHA, Geo. 54.600N, 113.640W), the Four-Eight-Six-One

(FESO) meridian-scanning photometer at ATHA, and the

Transition Region Explorer (TREx) RGB true-color Camera

and Meridian Spectrograph at Lucky Lake (LUCK, Geo.

51.150N, 107.260W). AUGSO multi-wavelength ASI contains

three major auroral/airglow emission lines 557.7, 486.1, and

630.0 nm, and two other wavelengths 480 nm and 620 nm

serving as background channels for 486.1 and 630.0 nm,

respectively. Among them, the 557.7 nm green-line and

486.1 nm Hβ line will be specifically focused on in this study.

AUGSO runs in 60-s cadence for 486.1 nm and 30-s cadence for

557.7 nm. FESO is a meridian-scanning photometer designed for

486.1 nm proton auroras (Unick, et al., 2017), which contains a

signal channel (3 nm passband centered at 486.1 nm) and a

background channel (average of two 3 nm bands centered at

480 and 495 nm). FESO has a time resolution of 30 s. The TREx

Spectrograph (TRSp) is an imaging spectrograph designed to

yield the optical spectra between ~400 and 800 nm of night sky

emissions at 0.4 nm resolution along a meridian (Gillies et al.,

2019). TRSp at LUCK runs at 15-s cadence. The TREx RGB (red-

green-blue) ASI is a highly sensitive full-color imager designed to

capture “true-color” images of the aurora and airglow (Gillies

et al., 2020). The TREx RGB ASI data used in this study has a

time resolution of 3 s. We highlight that all the involved

instruments are wavelength/color discriminative, serving well

for the research purpose of this study.

Besides the optical instruments, we also use the in-situ data

from the GOES satellite, the DMSP satellite, and the Swarm

satellite to aid this study. GOES-17 data (Kress et al., 2020) will be

used to infer the drastic change of the inner magnetospheric

status in the storm interval. The SSJ instrument (30–30 k eV,

Redmon et al., 2017) onboard DMSP F18 will be used to infer the

particle precipitation associated with the IPA. The magnetometer

measurements onboard Swarm (Friis-Christensen et al., 2006),

together with the ground magnetometer data from the Canadian

Array for Real-time InveStigations of Magnetic Activity

(CARISMA) (Mann et al., 2008), will be used to check the

presence of EMIC wave activities associated with the IPA.
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Swarm is the fifth Earth Explorer mission in the Living Planet

Programme of European Space Agency. CARISMA is the

continuation and expansion of the former Canadian Auroral

Network for the OPEN Program Unified Study magnetometer

array deployed and operated by the University of Alberta.

3 Observations

3.1 Geophysical/geomagnetic context and
geosynchronous observations

The IPA of interest occurred during the Canada

Thanksgiving storm. The top two panels of Figure 1 show the

SYM-H and AE index during 1–4 UT on 12 October 2021. The

SYM-H value had been relatively stable between −40 and −45 nT

for a few hours before a sudden rise to −15 nT shortly before

~0230 UT, presumably related to the impact of a coronal mass

ejection (CME)-associated interplanetary shock (the CME shock

front arrived at the DSCOVR spacecraft at 0147 UT). The SYM-

H then gradually decreased to ~ −70 nT. Large-scale geomagnetic

disturbances beginning at ~0227 UT were recorded by THEMIS

ground magnetometer array over Canada, and the AE index

peaked over ~1,500 nT at ~3 UT. Strong auroral intensifications

extended from high to mid-latitudes. As seen from the AUGSO

ASI movie (see Supplementary Material), the auroras began to

strongly intensify at ~0230 UT, both at the poleward portion of

the aurora oval (discrete auroras) and in the equatorward diffuse

auroras, including the main proton auroral band. The IPA of

interest took place in the dusk/evening sector during

~0245–0345 UT, amid the storm interval. The occurrence of

detached proton auroras in the dusk/nightside sectors following

an interplanetary shock and a storm sudden commencement was

previously reported by Zhang et al. (2008).

The remaining three panels of Figure 1 show GOES-17 data

at geosynchronous orbit (L~6.6, Geo. 1240W). The ionospheric

footprint of GOES-17 estimated via empirical magnetic field

models (T96/T01/TS02/TS05) ranges between ~62–640 MLAT

and is ~100 west of the AUGSO ASI during the event interval of

interest. Notwithstanding the mapping uncertainty GOES-17 is

very likely to be located outward of the magnetospheric source

region of IPA, but its data shed light on the drastic change of

inner magnetospheric status in the dusk sector in our event.

Figure 1C shows the magnetic fields in VDH coordinate, in

which H-axis is antiparallel to the dipole axis, V-axis is parallel

to the magnetic equatorial plane and directed outward, and

D-axis completes the right-hand orthogonal system. The Bh
component on GOES satellite is typically ~100 nT during

quiescent times, but in this event, after ~0226 UT Bh
gradually decreases to <20 nT, indicating a significant

stretching of the magnetic field in the inner magnetosphere.

Figures 1D,E show the omnidirectional ion/electron differential

fluxes obtained from the low-energy sensor of the Space

Environment In Situ Suite (SEISS) onboard GOES-17. We

have used the SEISS L1b provisional data and averaged them

in 1-min bins and over all view angles of the sensor. Despite the

decrease in magnetic fields, the ion fluxes at energies from ~1to

30 keV increase substantially after ~0226 UT. Such

intensification is not seen on electrons in the same energy

range, except for a suspicious spike, perhaps of geophysical

origin, for ≤10 keV energies at ~0231 UT. To summarize, while

GOES-17 was not precisely conjugate to our optical

observations area, two inferences made from the GOES-17

data are relevant to the duskside inner magnetospheric

status and to the dynamics of IPA: 1) the drastic stretching

of magnetospheric magnetic fields; 2) the energetic ion

injection. We also browsed the Arase/ERG data (https://

ergsc.isee.nagoya-u.ac.jp/). The Arase satellite was located at

closer radial distances (L ~ 5.5) than GOES-17 but is further

west (~17 h MLT). The energetic ion injection after ~0227 UT

and the lack of corresponding energetic electron injection are

also seen on Arase/ERG data. Clues of intensifications of both

energetic ions and electrons are seen on THEMIS A/D/E

satellites (http://themis.ssl.berkeley.edu/) at ~0227 UT when

the probes were at L~8–9 RE and ~3 h MLT east of GOES-17,

but those energetic electrons might not penetrate deep into the

duskside inner magnetosphere due to the Alfvén layer effect (e.

g., Korth et al., 1999).

FIGURE 1
(A) SYM-H index. (B) AE index. (C)GOES-17 magnetic fields in
VDH coordinates (-Bv: red; Bd: green; Bh: black). (D) GOES-17
omnidirectional proton differential fluxes. (E) GOSE-17
omnidirectional electron differential fluxes.
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3.2 Summary and demonstration of optical
instruments

Figure 2 serves to summarize data from the optical

instruments used in this study and demonstrate their

geometric combination. Overall, our observation time/area

spans over the evening MLT between ~18.5 and ~20.5 h.

Figure 2A exemplifies the AUGSO ASI observations at 486.1

557.7 nm. The 486.1 nm is characteristic of proton auroras, while

the 557.7 nm usually represents the brightest emissions in

FIGURE 2
(A) Example of ATHA AUGSO 486.1 and 557.7 nm images, with FESO scan line overplotted. (B) 486.1 nmproton auroral intensity versus time and
MLAT observed by FESO. (C) Example of TREX RGB ASI image, with TRSp scan line overplotted. Three colored circles along the TRSp scan line denote
where the TRSp data are sampled to be shown in (D). In (A–C), an emission altitude of 125 km is assumed. (D) Example of the TRSp-measured optical
spectra for three bins labeled in (C). The black curve corresponds to the spectrum of IPA, while the green/red curves denote the spectrumof the
northern/southern edge outside the IPA. (E) An example of the combined image maps of AUGSO 557.7 nm and TREX RGB ASI green-channel based
on the best-fit altitudes of IPA from triangulation analysis. The overlapping FoV of the two ASIs is presented as an alpha-blending overlay of two
images. (F) Similar to (E) but an combined image maps of AUGSO 486.1 nm and TREX RGB ASI blue-channel.
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auroras. As seen from both the 486.1 and 557.7 nm images, an

azimuthally-extended auroral structure is apparently detached

from and equatorward of the main auroral oval, which

constitutes the research interest of this study. We have

checked the 480 nm image (not shown, see Supplementary

Material), which serves as the background channel for the

486.1 nm, and confirmed that such an IPA structure is absent

there. Therefore, such an IPA in the 486.1 nm image does not

result from a continuum emission like STEVE (Liang et al., 2019)

but is truly proton auroras. A movie of AUGSO observations at

486.1/557.7 nm (plotted side-by-side) showing the evolution of

the IPA of interest is provided in Supplementary Material. Note

that the AUGSO 486.1 and 557.7 nm images are taken at

different time epochs and at different time resolutions. In the

Supplementary Movie, the observation epochs of the two

wavelengths are 10–20 s apart in each movie frame.

Nevertheless, one may still infer from the movie the

remarkable similarity in the structures and the temporal

evolution of the IPA at the two wavelengths. Such a high

correlation between the 486.1 nm emissions and the 557.7 nm

emissions of the IPAwill be specifically examined with TRSp data

later in Section 3.5. The IPA also shows imprints in red-line

630 nm AUGSO images (see Supplementary Material),

consistent with Nishimura et al. (2022), but the accompanying

red-line emissions are not of special interest in this study.

AUGSO is not calibrated into Rayleigh values. An orange line

overplotted in Figure 2A marks the scan line of FESO, a

photometer specifically designed for 486.1 nm proton auroras

(Unick et al., 2017). The FESO data in Figure 2B represents the

keogram of the background-channel-subtracted, “pure” proton

auroral intensities calibrated into optical Rayleigh. A Van-Rhijn

correction is also applied. As seen from Figure 2B, an IPA starts

to detach from the main auroral oval after ~0250 UT and moves

progressively southward along with the main auroral oval. Such

southward motions are, at least partly, related to the drastic

stretching of magnetospheric magnetic fields as indicated in

Figure 1C. We recall that the equatorward motion of the

main proton auroral band is known to be an indication of the

magnetic field stretching and the resultant increase of field-line-

curvature at the equatorial magnetosphere (Donovan et al., 2012;

Yue et al., 2014). The 486.1 nm emission intensity of the IPA

reaches a few hundred Rayleigh, which is exceptionally strong for

proton auroras (e.g., Eather, 1967; Donovan et al., 2012;

Spanswick et al., 2017). We note that the 486.1 nm intensity

obtained from FESO is compatible with that inferred from the

spectrograph (see Figure 6 later). Such an agreement adds

credibility to the two independent instruments and confirms

the strength of the proton auroral structure of interest.

Figure 2C exemplifies the data from the TREx RGB ASI at

LUCK. The TREx RGB ASI is designed to capture “true color”

images of the aurora and airglow (Gillies et al., 2020). Figure 2C

displays a true-color image reconstructed from the RGB channel

data of the ASI. Of our interest, an auroral arc separated from the

main auroral oval exists at ~580 MLAT. Such a detached arc

appears greenish, similar to the color of the main auroral oval. A

movie of the TREx RGB ASI showing the evolution of the IPA of

interest is given in Supplementary Material.

A blue line overplotted in Figure 2C indicates the scan line of

the TREx spectrograph (TRSp). TRSp is an imaging spectrograph

designed to yield the optical spectra between ~400 and 800 nm of

night sky emissions along ameridian (Gillies et al., 2019). TRSp is

recently carefully calibrated in terms of the absolute optical

intensity. To demonstrate, we sample three latitude bins

(shown as circles in Figure 2C) from the TRSp: one inside the

IPA, and the other two at its northern and southern edges just

outside the arc. The optical spectra measured by TRSp from the

three bins are shown in Figure 2D. As one can see, the IPA shows

elevated spectral intensities at almost all prominent auroral

emission lines, including the N2
+ 1NG series (391.4/427.8/

470.9 nm), OI 557.7/630 nm, and the proton Hα (656.3 nm)

and Hβ (486.1 nm) lines. The 557.7 nm dominates the

absolute optical brightness of the IPA, but the 486.1 nm line

is also particularly strong in terms of the relative percentage of

the enhancement over that outside the IPA. The Hα emission,

albeit brighter than Hβ, is embedded in a broad N2 1PG band as

well as OH airglows, so that it is usually not used in inferring the

proton auroral intensity.

In Figures 2A–C, for demonstration purpose a common

emission altitude of 125 km is assumed in projecting the

images to MLAT/MLON. The AUGSO ASI and the TREx

RGB ASI have overlapping field-of-views (FoV). Such a

geometry enables us to perform triangulation to evaluate the

emission altitude of the IPA, which may not only be useful in

determining the geographical location of the auroral structure,

but also carry important information about the particle energy of

the auroral precipitation. The triangulation methodology and

procedures to determine the emission height from two-station

observations were described in Gillies et al. (2017) and Liang et al.

(2019). In practice, we use the AUGSO 557.7 nm images and the

concurrent green-channel data (deemed as proxy of 557.7 nm) of

the TREx RGB ASI to evaluate the emission heights of the

detached arc of interest. Figure 2E shows an example of the

combined image map of AUGSO and TREX RGB ASI based on

the best-fit altitude, which is ~125 km for this specific time epoch.

The overlapping FoV of the two ASIs is presented as an alpha-

blending overlay of two images. We note that a 125 km altitude is

approximately the energy deposition height of ~10 keV proton

precipitation (see later Figure 8). In the Supplementary Figures

S2, S3, we provide more examples of the combined image maps

based on the best-fit altitudes of the IPA from triangulation

analyses, and demonstrate the gradual change of the best-fit

emission altitudes. Throughout the presence of the IPA, the best-

fit altitude is initially ~115 km yet gradually elevates with time,

reaching ~135 km by ~0320 UT. We also estimated the

uncertainties of the best-fit altitude (e.g., Gillies et al., 2017)

and found them likely to be at most several km for most of the
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interval of interest (except at the late stage of the event, see below

for explanation). We have also tried triangulation between

AUGSO 486.1 nm images and the blue-channel data of the

TREx RGB ASI (see an example in Figure 2F), and achieved

very similar outcomes of the best-fit altitudes, within the

uncertainty of the triangulation method, throughout the event

interval. This hints that the 557.7 nm and major blue-color

emissions (Hβ and N2
+ 1NG series) contained in the IPA all

feature similar emission altitudes, an inference to be further

corroborated by TRSp measurements later in Section 3.5. After

~0320 UT, the IPA moves to rather low elevation angles of the

ATHA ASI, and its view is partially blocked by trees at the south-

eastern edge of the camera. We have also tried the triangulation

after 0320 UT and found the best-fit altitude of IPA might be

~135–140 km, but with a caveat that the accuracy of the

triangulation analysis may become questionable by that time.

From now on, the inferences from the triangulation analyses will

guide our selection of emission altitudes in the following

presentation of ASI images at different time epochs; the

emission altitude used will be marked in the respective figure

caption or in the relevant text. However, a constant altitude of

125 km is assumed in making all ASI movies in the

Supplementary Material.

Our optical observations cover the full temporal and spatial

span of the IPA event of interest. As seen from the movies, the

IPA starts to discernibly separate from the main auroral oval

around ~0248 UT at ~610 MLAT, −550 MLON (~18.6 h MLT) in

the AUGSO ASI FoV. The IPA then undergoes southward

motion and extends eastward into the LUCK ASI FoV.

Overall, the event lasts for ~1 h; the IPA migrates

equatorward from ~610 to 560 MLAT and features a

maximum azimuthal extent of ~250 MLON. We also note that

the IPA features dynamic spatial-temporal variations. It

sometimes appears as an azimuthally-aligned arc, while

sometimes exhibits as a few azimuthally-spaced segments

containing one or more strongly intensified “blobs.” At times,

the IPA may actively pulsate in certain azimuthal segments

(better seen from the 3s-cadence TREx RGB ASI movie).

Furthermore, at ~0309 UT, one other detached arc at further

lower latitudes appears to stem from the western edge as seen

from AUGSO. In the following we sometimes may still use “arc”

in referring to the IPA, but this should not be misunderstood as

we actually deem it an azimuthally homogeneous “arc”.

3.3 In-situ particle observations: DMSP in
the conjugate hemisphere

There is unfortunately no in-situ particle measurement

directly over the IPA. However, DMSP F18 passes over the

conjugate area of the arc in the southern hemisphere at

~0318 UT. Figure 3A shows the AUGSO 486.1 and 557.7 nm

images overplotted by the trajectory of the northern conjugate

footprints of DMSP F18. A T96 model is used in the mapping

(Tsyganenko, 1996). Figure 3B shows the electron/ion energy

spectrogram measured by the SSJ instrument onboard F18.

Notwithstanding the uncertainty of conjugate mapping, the

arcs of interest are very likely to be associated with the

energetic proton precipitation (>~10 keV) structure

equatorward of the electron plasma sheet. There is an absence

of plasma sheet electron precipitation corresponding to the

proton precipitation structure, except that there are some

clues of electron precipitation at ≤ ~100 eV, similar to the

observations in Nishimura et al. (2022) in their IPA events.

3.4 Ground and in-situ magnetometer
data: Evidence of electromagnetic ion
cyclotron waves

IPAs have been observed in connection with EMIC wave

activities (e.g., Sakaguchi et al., 2007, 2008, 2015; Zhang et al.,

2008; Yuan et al., 2010; Kim et al., 2021). In this subsection, we

shall examine the potential EMIC wave activities from both

ground-based and in-situ magnetometer data.

We first look into the CARISMA ground magnetometer data.

In this study, we use the data from the Gull Lake (GULL, Geo.

50.060N/108.260W) fluxgate magnetometer at 8 Hz sampling

rate. Figure 4A shows the location of GULL overplotted on

the TREx RGB ASI image. The top two panels of Figure 4B

show the power spectral density (PSD) of the GULL Bh (magnetic

north) and Bd (magnetic east) components obtained via FFT

analyses. Evident Pc1 wave activities exist in the frequency range

~0.3–0.8 Hz between ~0306–0328 UT. These Pc1 pulsations are

commonly recognized as manifestation of EMIC waves in the

ionosphere (e.g., Sakaguchi et al., 2008, 2015; Mann et al., 2014;

Usanova et al., 2016). To investigate the wave occurrence in the

context of IPA, we plot the RGB ASI keogram along GULL in the

3rd of Figure 4B. This is done by sampling the ASI pixels

over ±0.250 MLON around the GULL magnetic meridian. The

bottom panel of Figure 4B shows the 486.1 nm keogram inferred

from TRSp observations (see Section 3.6 later for more details),

whose scan line is close to the GULL meridian. A constant

emission altitude 125 km is assumed in the two keograms

since the remnant error in projection is not important

compared to the spatial integral range in ground

magnetometer observations, with which these auroral

keograms are intended to compare. The two horizontal

dashed lines in the bottom two panels of Figure 4B

indicate ±10 MLAT north and south of the GULL station. By

such we have taken into account the spatial integral effect of

ground magnetometer measurements and the ducting

propagation of EMIC waves in the ionospheric waveguide

(e.g., Mann et al., 2014). The EMIC wave activities at GULL

show clear correspondence with the passage of IPA over the

station. Though the IPA pre-exists, EMIC waves are not seen at
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GULL before ~0306 UT since the IPA is north/west of, and

relatively far away from, the station. The EMIC waves become

stronger when the IPA approaches and passes overhead the

station. When the IPA fades and moves southward away from

the station, the EMIC waves diminish at GULL. We have also

checked the magnetometer at other available stations

(maintenance of some CARISMA sites was unfortunately

affected by the pandemic). Relatively weak and transient

EMIC wave activities are also seen at Ministik Lake (Geo.

53.350N/112.970W) around ~0255 UT when the early

evolution of IPA temporarily passes the station. No clue of

EMIC waves is found at Weyburn (Geo. 49.690N/103.800W)

east of the IPA. The above observations again suggest that the

EMIC wave activity is confined to regions not far away from the

IPA. To summarize, notwithstanding the complications such as

the horizontal propagation of EMIC waves in the ionosphere, the

joint magnetic/optical observations in our event strongly indicate

an inherent link between the EMIC wave and the IPA.

We then look into in-situ observations from Swarm satellites

at ~500 km altitude. A T96 model is used in mapping the satellite

to the auroral height. Swarm-B crosses the FoV of AUGSO ASI

during ~0250–0253 UT, as illustrated in Figure 5A. We note that

the satellite trajectory seems to traverse a gap of the visible IPA

segments, with a stronger arc segment to its west and a dimmer

segment to its east. Nevertheless, a vertical dotted line in

Figure 5B marks the approximate time of traversal according

to the latitude of the western bright IPA segment. To infer the

ULF waves, we resort to the high-resolution (50 Hz) magnetic

field data onboard Swarm-B. The identification of Pc1 EMIC

waves from in-situ satellite measurements involves some

complications, e.g., the spatio-temporal ambiguity, the mixture

with other wave modes such as shear Alfven waves, and the

spectral leakage from lower-frequency broadband ULF waves

(e.g., Kim et al., 2021). In our data processing, we first derive the

high-passed perturbation fields by subtracting the mean B-fields

obtained from a sliding 600-point (12-s) Savitzky-Golay low-pass

filter (Savitzky and Golay, 1964). This suppresses B-field

variations at frequencies ≤0.1 Hz since it is difficult to

distinguish spatial and temporal variations at these low

frequencies in satellite data. We then convert the high-passed

perturbation fields into a mean-field-aligned (MFA) coordinate

system, in which the z-axis is parallel to the mean field direction,

the y-axis is perpendicular to both the radial vector (from the

Earth’s center) of the satellite and the mean–field direction, and

the x-axis completes the right-hand orthogonal system. The

derived wave fields in the MFA coordinates are shown in the

top panel of Figure 5B. We then perform FFT analyses on the

transverse wave components Bx & By, and present their PSD

spectrograms in the mid and bottom panels. As one can see, the

waves are strong when the satellite is deep inside the active

auroras, yet diminish when the satellite moves into the

equatorward portion of the auroral oval. During ~02:51:00–02:

51:30 UT when the satellite moves out of the main auroral oval

and enters the subauroral region, the waves intensify again. In

particular, narrow-band Pc1 waves at ~0.3 Hz are discernible

from both the waveforms and the PSD. Though the satellite

trajectory seems to pass over a gap of visible IPA segments, we

hypothesize that the observed Pc1 waves during ~02:51:00–02:51:

30 UT are still evidence of EMIC waves associated with the IPA.

It is well known that EMIC waves may undergo ducted

propagation in the ionosphere waveguide, and thus propagate

away from the footprint of their magnetospheric source region

(e.g., Kim et al., 2010). Such ducted waves attenuate during

propagation, so that they are expected to be observed within a

limited distance from the source region (Mann et al., 2014).

Indeed, the wave fades after 02:51:30 UT when the satellite

footprint becomes far away from the IPA. It is also possible

that Swarm-B is inside the wave source region, but the EMIC

wave intensity and its resultant proton scattering at the

magnetospheric footprint of Swarm-B are not strong enough

to produce visible IPA. We have also performed the polarization

analysis (not shown). The polarization of the Pc1 waves of

interest is mostly linear and/or weakly right-handed, implying

that the EMIC waves may have undergone polarization reversal

or change in the course of their propagation from the

magnetospheric source region to the ionosphere (e.g., Johnson

et al., 1989; Kim et al., 2021).

Later at ~0336 UT, Swarm-A and C traverse the IPA of

interest. This occurs at the later stage of the event, when the IPA

has moved to ~57.20 MLAT. In Figure 5C, we display the Swarm-

A/C passage overplotted on the AUGSO image. The trajectories

of Swarm-A and Swarm-C overlap, with Swarm-C slightly ahead

in time ─ the difference can be viewed in Figure 5C via the

separation between Swarm-A footprint (orange circle) and

Swarm-C footprint (red circle) at each minute. This

configuration helps relieve spatio-temporal ambiguity in

satellite data. The derived B-field waveforms on Swarm-C and

Swarm-A are shown in the 1st and 3rd panels of Figure 5D,

respectively, using the same data processing procedures as above-

depicted. The PSD spectrograms of By on the two satellites, which

represent the major wave components, are given in the 2nd and

4th panels, respectively. As one can see, when the two satellites

traverse the IPA around ~0336 UT, the waves intensify evidently.

Swarm-C encounters the IPA slightly earlier so that the wave

intensification precedes on Swarm-C. This observation

unambiguously points to a link between the wave

intensification and the IPA crossing. In this event interval, the

wave spectra are complicated by the presence of relatively long-

lasting/large-scale broadband waves, as can be inferred from the

waveforms. Nevertheless, as seen from the By PSD on Swarm-A,

on top of the long-lasting broadband structure at <~0.3 Hz, a

more localized and narrow-banded wave intensification around

~0.6 Hz appears in conjunction with the IPA crossing. Similar

localized Pc1 features at ~0.6–0.8 Hz are also seen on Swarm-C

By PSD, though slightly ahead in time and weaker in wave power.

We conceive these to be possible evidence of EMIC waves
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associated with the IPA. The difference between waves seen on

the two satellites might allude to the fine-scale modulation of

EMIC waves (Ozaki et al., 2018), but such fine temporal

variations cannot be resolved by our optical instruments.

3.5 Comparison among emission lines and
intensity ratios based on TREx
Spectrograph data

As mentioned above, though not observed at precisely the

same time epochs, the detached 486.1 nm arc and the

detached 557.7 nm arc seen on AUGSO images are fairly

similar to each other in terms of shape, location, and time

evolution. One merit of this study is that the event comes with

high-quality spectrograph data, offering an ideal tool to

examine and compare the properties of auroral structures

in different emission lines. In this regard, we integrate the

spectral intensities at the blue-line (427.8 nm), the Hβ

(486.1 nm), and the green-line (557.7 nm), from TRSp

measurements to infer the absolute optical intensity of

these emissions. The fine spectral profile of individual

emission line is contingent on parameters such as the

temperature and the energy-dependent doppler shift. In

this study, upon an inspection of the overall spectral

profile of each emission line seen on TRSp during the

event interval, the integral wavelength band is set as

483.6–488.1 nm for Hβ, 556.2–559.7 nm for green-line, and

424.8–429.8 nm for blue-line. For each line, we also subtract a

baseline determined from its nearby non-auroral, non-

airglow wavelengths. Figures 6A–C shows the keogram of

optical intensities of the three emission lines versus time and

elevation angle (00 indicates the north horizon). For the

following analyses, we use the elevation angle without

specific assumptions on emission altitudes. Note that the

elevation-angle profile of an emission seen by ASI

embodies a mixed manifestation of the altitudinal and

latitudinal distribution of the emission structure. The

FIGURE 3
(A) AUGSO 486.1 and 557.7 nm images with the trajectory of the norther conjugate footprints of DMSP F18 satellite overplotted. An emission
altitude of 135 km is assumed. (B) The electron energy flux spectrogram (upper panel) and ion energy flux spectrogram (bottom panel) measured by
DMSP F18 SSJ. A dashed oval highlights the potential correspondence with the IPA.
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detached arc shows up in all three emission lines, and the

structural similarity in the three emissions is straightforward

to notice. To achieve a more quantitative evaluation, we first

delimit the elevation-angle range of the IPA of interest

(marked by dashed curves in Figures 6A–C) during

0258–0345 UT. Figures 6D–F, together with Figure 7, serve

to demonstrate the comparison of IPA among three emission

lines. The total auroral intensities integrated over the

delimited elevation range of IPA are shown in Figure 6D

(in arbitrary scales). It is straightforward to see that the IPA

temporal variations are almost identical and simultaneous in

three emission lines. More quantitatively, via a cross-

correlation analysis, the total 557.7 (427.8) nm intensity

and total 486.1 nm intensity associated with IPA feature a

peak correlation coefficient of 0.998 (0.993) at zero time lag.

We then sample the 486.1/427.8/557.7 nm intensities of

IPA over the delimited elevation-angle range, and calculate

the Pearson correlation among the elevation-angle profiles of

these emission lines. To make the comparison meaningful, we

are only interested in time epochs when IPA distinguishably

stands out of the ambient background, with a threshold of

80 R in terms of the peak 486.1 nm intensity. The threshold

also serves to ensure that the counterpart 557.7 nm auroral

intensities are presumably an order of magnitude or more

above the green-line airglow component. Figure 6E shows the

Pearson correlation coefficients between the elevation-angle

structures of the 557.7 and 486.1 nm emissions (in green

circle) and that between the 427.8 and 486.1 nm emission

structures (in blue cross). Figures 7A–F exemplify six frames

of such comparison; the 557.7 (427.8) nm intensities are scaled

by a factor 1/26 (1/4) in these frames. A full movie showing the

comparison and correlation among the three emission lines is

given in Supplementary Material. The correlation between the

486.1 nm auroral structure and the 557.7 nm auroral structure

is exclusively greater than 0.95 and mostly greater than 0.98.

With a proper scaling factor (~1/26), the 557.7 nm emission

structures appear to largely overlap with the 486.1 nm

emission structures. This can transpire only when both the

latitudinal distribution and the emission altitudes of the two

emissions are highly alike. As we shall discuss in the next

section, such a near-perfect agreement between the 486.1 nm

auroral structure and the 557.7 nm structure offers compelling

evidence that the latter results almost purely from the proton

auroral precipitation.

Figure 6F shows the emission intensity ratios of the IPA. For

each TRSp time epoch, we sample the intensity ratio between

557.7 and 486.1 nm, as well as that between 427.8 and 486.1 nm,

in each elevation-angle bin of the IPA. We then calculate the

weighted (by the 486.1 nm intensity) mean and standard

deviation of the sampled ratios over the elevation-angle bins

at each time epoch, and present in Figure 6F. The scatter plot of

all sampled 557.7 nm versus 486.1 nm emission intensities

during the whole IPA interval is shown in Figure 7G, and the

scatter plot of sampled 427.8 versus 486.1 nm intensities is given

in Figure 7H. Overall, the 5,577–4,861 intensity ratio is confined

in a rather narrow range around ~26. The variability of this ratio

is within 10% in terms of both the temporal and elevation-angle

variations. The above results imply that the 557.7 nm component

of the IPA can be approximately viewed as a scaled counterpart of

the 486.1 nm emission. In comparison, the distribution of

427.8 versus 486.1 nm emission intensities is a little bit more

scattered, with an average ratio of ~4.1 between the two lines.

FIGURE 4
(A) TREX RGB ASI image with the GULL station (yellow
triangle) and the TRSp scan line (blue line) marked. Emission
altitude is 135 km. (B) The top two panels show the PSD
spectrogram of the Bh and Bd components from the GULL
magnetometer data. The third panel shows the RGB ASI keogram
sampled along the GULL magnetic meridian. The bottom panel
shows the keogram of 486.1 nm emissions calculated from TRSp
observations. Two horizontal dashed lines in the bottom two
panels indicate ±10 MLAT north and south of the GULL station.
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4 Discussion

In this paper, we report and analyze an IPA event occurring

during ~0245–0345 UT on 12 October 2021, following the

impact of a CME interplanetary shock. The IPA of interest

looms in the dusk sector and subsequently shows a southward

and overall eastward (antisunward) propagation. The 486.1 nm

emission intensity is very strong for the IPA, indicating intense

proton precipitation. Taking advantage of multi-station, multi-

wavelength optical instruments, we investigate the evolution and

spectrographic properties of the IPA. More specifically, the

following discussions are focused on the potential answers to

two questions about the IPA: 1) what’s the cause of the proton

auroral precipitation? and 2) why does the IPA look green and

what’s the cause of such green emissions?

To preface the following discussions, we present in Figure 8

the altitude profile of the ionization rate led by energetic proton

precipitation based on Fang et al. (2013) ‘s model. This serves to

demonstrate the altitude range where most of the energy

transfers between precipitating protons/hydrogen atoms and

neutrals, via impact excitation/ionization, take place in the

ionosphere. The model input parameters are conformal to the

actual event date and location of the IPA (2021–10-12 03 UT,

Geo. 500N/1100W). The neutral atmosphere is from the

FIGURE 5
(A) AUGSO 557.7 nm images with Swarm-B footprint trajectory overplotted. Emission altitude is 115 km. (B) The top panel shows the high-
passed magnetic field waves in MFA coordinate. The rest two panels show the PSD spectrogram of the Bx and By wave components. (C) AUGSO
486.1 nm imageswith Swarm-A (orange) and Swarm-C (red) footprint trajectory. Emission altitude is 135 km. (D) The top two panels show the B-field
waves and By PSD spectrogram on Swarm-C. The bottom two panels show the B-field waves and By PSD spectrogram on Swarm-A. In each
panel, a vertical dotted line indicates the estimated center time of IPA traversal.
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NRLMSISE00 model (Picone et al., 2002). Three cases of

monoenergetic proton precipitation with energies of 1, 10,

and 50 keV, respectively, are computed. A total energy flux of

1 erg/cm2/s is assumed for all runs. As expected, the energy

deposition height decreases with increasing energy. More

specifically, the peak ionization height is ~110 km for 50 keV

protons yet increases to ~140 km for 1 keV protons. Using the

above information, and according to the IPA emission height

inferred from the triangulation analysis (~115–135 km, see

Figure 2E and Supplementary Figures S2, S3), we estimate

that the precipitating energies of protons likely range between

a few keV and a few tens of keV, and show a trend of decreasing

energy with time when the IPAmigrates to lower latitudes. EMIC

waves are known to be capable of resonantly scattering

magnetospheric protons in this energy range (e.g., Jordanova

et al., 2007; Liang et al., 2014; Usanova et al., 2016). To date, the

EMIC waves are commonly deemed the underlying mechanism

causing the detached proton auroral precipitation in the

subauroral region (Immel et al., 2005; Sakaguchi et al., 2007,

2008, 2015; Yahnin et al., 2007; Zhang et al., 2008; Kim et al.,

2021; Shumko et al., 2022).

In our event, magnetometer data, in particular the

observations from the CARISMA GULL station, show clear

correspondence between the EMIC wave activities and the

passage of IPA. This result further corroborates the causal

link between the EMIC wave and the proton precipitation

leading to IPA. GOES-17 data (Figure 1D) unveil the

existence of strong energetic ion injection in the inner

magnetosphere, which might allude to the energy source of

the EMIC wave generation. It is difficult to accurately evaluate

the magnetospheric footprint of the IPA and the equatorial

magnetic field strength there under the storm condition. We

have tried a series of Tsyganenko magnetic field models T89/

T96/T01/TS02/TS05 (Tsyganenko, 1996, 2000, 2002;

Tsyganenko and Sitnov, 2005) with OMNIWeb solar wind

data, and found that none of them could satisfactorily

reproduce the degree of stretching as observed by GOES-17

and inferred from the equatorward border of the main proton

auroral band (assumed as representing 20 keV proton isotropic

boundary, e.g., Yue et al., 2014), particularly at the later stage of

the event. Comparatively, the TS05 model is the best-performing

one and thus chosen, albeit with caution, in our following

evaluation. At ~0251 UT which is close to the start of the

event, the IPA is found to be located at ~60.70 MLAT as seen

by the AUGSO ASI (Figure 5A), and the TS05 model predicts an

equatorial B-field strength of ~150 nT (proton gyro-frequency

fcp~2.28 Hz) at the magnetospheric root of the arc. The Pc1 waves

observed on Swarm-B (Figure 5B) peak at ~0.2–0.3 Hz, consistent

with a Helium-Band EMIC. Later after 0315 UT when the IPA

moves to ~580 MLAT, the TS05 model is found to underestimate

the field line stretching and predicts an equatorial B-field of

~380 nT (fcp~5.79 Hz) corresponding to the arc.

Notwithstanding the uncertainty ── likely an overestimate ──

of such a model B-field, the observed waves at GULL (peaking at

~0.4–0.5 Hz, Figure 4B) are still very likely the He-band EMIC.

Similarly, at ~0336 UT when Swarm-A/C detect ~0.6–0.8 Hz

Pc1 waves upon crossing the IPA at ~57.20 MLAT, the

TS05 model predicts an equatorial B-field strength of ~460 nT

(fcp~7.01 Hz) corresponding to the IPA arc, again compatible with

the scenario of He-band EMIC. We thus propose that the IPA-

associated EMIC waves observed by in-situ and ground

magnetometers in our event are He-band. This is consistent

with the known prevalence of He-band EMIC waves, in terms

of the occurrence rate and the wave power, in the duskside inner

magnetosphere (e.g., Saikin et al., 2015). We note that He-band

EMIC waves were also identified in other IPA events reported in

the existing literature (e.g., Sakaguchi et al., 2007, 2008; Kim et al.,

2021).

The IPA is visually green as shown in the citizen scientists’

photos, and our observations indicate that it is indeed

dominated by OI 557.7 nm emissions. The visual dominance

of the 557.7 nm line leads some people, including citizen

scientists, to wonder about the cause of such green-line

emissions. A DMSP passage over the southern conjunction

region of the IPA indicates that there is no electron

precipitation in the range ~100 eV–30 keV (the ≤~100 eV
precipitation structure will be addressed later), but people

may still question whether electrons with energies >30 keV
might exist and be the main cause of the observed

557.7 emissions. It is known that a number of plasma waves

can be operational in pitch-angle scattering energetic/

relativistic electrons in the inner magnetosphere and causing

their precipitation into the subauroral ionosphere, such as the

plasmaspheric hiss, the whistler-mode chorus, the

magnetosonic wave, and the EMIC wave (e.g., Summers

et al., 2007; Miyoshi et al., 2008; Ni et al., 2015, 2017; Zhang

et al., 2022). In this study, using TRSp data we carefully

compare the 557.7 nm and 486.1 nm structures

corresponding to the IPA. The two emissions are found to

be strikingly similar in their elevation-angle profiles, and their

intensity ratio is confined within a narrow range. The

correlation between the two emission structures is often as

high as ~0.99. Such a high degree of similarity would be

unthinkable if the 557.7 nm emissions contained in the IPA

originate from a magnetospheric electron precipitation source.

The rationale is as follows. First, the mechanisms leading to

electron precipitation and proton precipitation are different in

the magnetosphere, and the source regions of their

precipitation are not necessarily co-located, much less do

they have the same spatial-temporal variations. Even though

certain activities such as EMIC waves are capable of scattering

both electrons and ions, the resonant energies of electrons and

ions are outright different. EMIC waves in the inner

magnetosphere typically scatter relativistic electrons via

gyro-resonance (e.g., Miyoshi et al., 2008; Ni et al., 2015;

Zhang et al., 2016), though under certain conditions they
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may also scatter a broad range of electron energies from

~10 MeV down to several tens of keV via Landau resonance

(Fu et al., 2018). These high-energy electrons are inefficient in

producing 557.7 nm emissions. Even if they do, the emission

altitudes would be relatively low, presumably ≤~100 km. Note

that the IPA is seen at oblique elevation angles on TRSp,

particularly after ~0310 UT. There is no reason to conceive

that the electron auroras and proton auroras would necessarily

have the same emission altitudes, and the discrepancy in their

emission altitudes would lead to noticeable dissimilarity in their

elevation angle profiles in oblique observations. For example,

for an arc 10 MLAT south to the station, emission heights of

100 km and 130 km would lead to ~7.50 difference in viewing

angles. Furthermore, the travel time to the ionosphere is

different for high-energy electrons and ~10 keV ions, and

such a time difference exceeds the resolution of

measurements (15 s for TRSp). For the IPA with dynamic

temporal variations, the electron auroras and proton auroras

would not be able to keep in perfect pace (see Figure 6D) if they

both originated from the equatorial magnetosphere.

Last but not least, it is important to note that electron

precipitation and proton precipitation undergo

FIGURE 6
The top three panels (A–C) show the keogram of 486.1 nm, 557.7 nm, and 427.8 nm emission intensities calculated from TRSp observations,
versus time and elevation angle (0 indicates north horizon). The dashed curves shown in these panels indicate the upper and lower bound within
which we sample the elevation-angle bins to investigate the IPA structure. (D) The total 486.1/557.7/427.8 nm intensity integrated over the delimited
elevation-angle range of IPA. Each intensity is plotted in arbitary scale, and only their temporal correlations are of interest in this plot. (E) The
Pearson correlation coefficient between the elevation-angle structures of 486.1 nm and 557.7 nm (in green circle), and that between the structures
of 486.1 nm and 427.8 nm (in blue crosses). (F) Themean and standard deviation of the intensity ratios. Green color denotes the 5577-to-4861 ratio,
while blue color denotes 4278-to-4861 ratio (y-ticks on the rightside). At each time epoch, a circle denotes themean over the elevation-angle range
of IPA, while a vertical bar denotes the standard deviation.
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fundamentally different transport processes in the upper

ionosphere. When energetic protons from the

magnetosphere bombard the Earth’s atmosphere, they

undergo charge exchange collisions with atmospheric

particles and become neutral hydrogen atoms. These

neutral hydrogen atoms are also energetic and can become

ionized again when they collide with the atmosphere. The

above processes repeat until the protons/hydrogen atoms lost

all their energies in the atmosphere. Since a neutral hydrogen

atom is not magnetized, these ionization/neutralization

sequences may cause the drifting of the proton away from

the field line that it was incident on, leading to a broadening of

spatial scales of the precipitating proton structure (Davidson,

1965; Eather, 1967; Fang et al., 2004). The broadening mostly

takes place in the upper ionosphere (>~250 km altitude),

while it is suppressed in the lower ionosphere where

frequent collisions with neutrals hinder protons and

hydrogen atoms from drifting apart. No such spatial

spreading effect exists for magnetospheric electron

precipitation. This would lead to distinct dissimilarity in

the spatial structures of electron auroras and proton

auroras (e.g., Donovan et al., 2012; Liang et al., 2017), even

under a fortunate circumstance that they come from the same

magnetospheric origin and that their precipitation fluxes have

the same spatial distribution above the ionosphere.

To conclude, the near-identical structural shape of the

557.7 and 486.1 nm emissions and their narrowly-ranged

intensity ratios exclude the possibility that the 557.7 nm

emission originates from magnetospheric electron

precipitation. Instead, the observation strongly suggests

that the 557.7 nm emission contained in the IPA is

essentially a byproduct of the proton precipitation. One

likely source of such 557.7 nm emissions is the secondary

electrons produced by the proton precipitation (e.g.,

FIGURE 7
(A)–(F) exemplify six time epochs of the comparison and correlation among the elevation-angle structures of 486.1 nm (black), 557.7 nm
(green), and 427.8 nm (blue) intensities. The 557.7 nm intensity is scaled by 1/26, while the 427.8 nm intensity is scaled by 1/4, in these plots. (G) The
scatter plot of all sampled 557.7 and 486.1 nm emission intensities during the entire IPA interval. (H) The scatter plot of all sampled 427.8 and
486.1 nm emission intensities. The mean and standard deviation of their ratios are given in (G) and (H) for reference.
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Strickland et al., 1993). Upon a close look into Figure 3, one

may notice the existence of ≤~100 eV electrons corresponding

to the IPA (in the conjugate hemisphere) and the energetic

proton precipitation. Similar observations were also made in

Nishimura et al. (2022). These low-energy electrons at the

DMSP altitude (~850 km) are unlikely the direct cause of the

557.7 nm emissions contained in the IPA, but might signify

the presence of locally generated or interhemispherically-

transported secondary electrons (Khazanov et al., 2015)

associated with the proton precipitation. While a full

proton-electron transport/emission model is beyond the

scope of this study, we notice from Figure 11 of Strickland

et al. (1993) that, the secondary electron fluxes at

~100–200 km altitudes led by a Maxwellian incident

spectrum of pure proton precipitation with a characteristic

energy of 8 keV appear to be fairly close to that caused by a

Maxwellian electron precipitation with a characteristic energy

of 1 keV (both electron and proton precipitations are

normalized to the same total energy flux). Using our TREx-

auroral transport model (Liang et al., 2016), we calculate the

secondary electron fluxes produced by 1 keV Maxwellian

electron precipitation with 1 erg/cm2/s total flux, and find

them capable of inducing 1.05 kR of 557.7 nm emissions

(direct impact excitation by primary electrons is artificially

excluded in this calculation). In comparison, the 486.1 nm

optical yield is estimated by Spanswick et al. (2017) to be

~67 R per unit erg/cm2/s of proton precipitation flux. We thus

semi-quantitatively infer that the secondary electron fluxes

induced by proton precipitation can excite 557.7 nm

emissions with much higher brightness than the 486.1 nm

emissions. One other possible source of the 557.7 nm

emissions is the impact excitation by fast hydrogen atoms

(Vallance-Jones, 1971; Edgar et al., 1975), which is produced

in the aforementioned charge exchange process under the

proton precipitation:

H+
fast +X → Hfast

* +X+

Hfast
* → Hfast + hv486.1

Hfast + O → H +O(1S)
O(1S) → O(1D) + hv557.7

Impact excitation of O(1S) directly led by energetic

protons requires spin exchange and is therefore highly

unlikely (Vallance-Jones, 1971; Edgar et al., 1975). For

energetic protons, their energy deposition, including the

secondary electron production and impact excitation, is

supposed to be mostly concentrated in a narrow altitude

range in the lower ionosphere (<200 km, see Figure 8),

whereas the spatial spreading of precipitating proton/

hydrogen fluxes has been already done at higher altitudes

(Fang et al., 2004). Under the above-depicted scenario, the

557.7 nm emissions are excited as a byproduct of the proton

precipitation as the latter impacts the lower ionosphere, which

explains why they feature a similar structural shape to that of

the 486.1 nm emissions. We of course recognize that those

secondary electrons and fast hydrogen atoms may also exist

and have effects at higher altitudes, such as contributing to the

630 nm auroras that also accompany IPAs (Lummerzheim

et al., 2001) and to the density enhancement in the upper

F-region (Kim et al., 2021).

The 427.8 nm emission structures corresponding to IPA also

correlate fairly well (>0.9) with that of 486.1 nm emissions, but

the correlation is slightly lower than that between 557.7 and

486.1 nm. The intensity distribution of 427.8 versus 486.1 nm

shown in Figure 7H is also a little bit more scattered than that of

557.7 versus 486.1 nm. Based on the above observations, we

expect that a majority of the 427.8 nm emissions contained in

IPAmight also be the byproduct of the proton precipitation, such

as led by the secondary electrons produced in the proton

precipitation, and the impact excitation by energetic protons

and fast hydrogen atoms. However, some of the 427.8 nm

emissions might be owing to other sources. As

aforementioned, EMIC waves may cause relativistic electron

precipitation; observational evidence of such relativistic

electron precipitation in conjunction to an IPA patch was

recently reported by Shumko et al. (2022). These high-energy

electrons are ineffective in producing 557.7 nm emissions, but

may partially contribute to the 427.8 nm emissions and thus

slightly degrade the correlation between the 427.8 and 486.1 nm

emission structures.

Eather, (1967), Eather, (1968) studied the intensity ratios

between 486.1 nm and various other emission lines, including

FIGURE 8
Altitude profile of the ionization rate led by 1, 10, and 50 keV
monoenergetic proton precipitation, based on Fang et al. (2013). A
gray aera marks the estimated range of emission altitudes
(115–135 km) in our event inferred from the triangulation
analyses.
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N2
+ 1NG 391.4/470.9 and OI 557.7 nm, in proton-induced

auroras based upon both theoretical calculations and available

measurements. The ratios are presumably contingent upon the

proton energy flux spectrum and pitch-angle distribution. For

10 keV monoenergetic isotropic proton precipitation, the

theoretical calculation outcome of the 3,914–4861 ratio is

13.8, and that of the 4,709–4861 ratio is 0.79 (Eather, 1967).

The ratios (to 486.1 nm intensity) inferred from realistic

measurements are 10.0–17.5 for 391.4 nm, 0.9–1.3 for

470.9 nm, and 9.0–12.5 for 557.7 nm (Eather, 1968). Though

not presented we have also investigated the 470.9 nm emission

from TRSp data following the same procedures as above-

depicted, and found its intensity ratio to 486.1 nm emissions

to be ~0.85 ± 0.07, close to Eather’s result. Although the 391.4 nm

line is beyond the TRSp calibration range so that its absolute

intensity cannot be reliably obtained, using the theoretical branch

ratio of N2
+ 1NG series (0.65/0.2 for 391.4/427.8 nm, see

Shamansky and Broadfoot, 1971), we convert the observed

4,278–4,861 ratio into the 3,914–4,861 ratio and find the latter

(~13.5 ± 1.2) also consistent with Eather’s result. However, the

5,577–4,861 ratio in our study is larger than that in Eather (1968)

by a factor of ~2–3.

In the last a few decades, many of the impact

cross-sections and rate coefficients involved in

proton-induced auroras have been updated, and the N2

2PG, LBH band, and OI 630 nm auroras led by proton

precipitation have been specifically modeled according to

those renewed cross-sections and rate coefficients (e.g.,

Strickland et al., 1993; Lummerzheim et al., 2001; Galand

and Lummerzheim, 2004). Curiously, to the authors’

knowledge there is still a scarcity of efforts in modeling

557.7 nm emissions induced by proton precipitation in

recent decades. To be able to do this, all the processes

mentioned above, including the charge exchange cycle, fast

hydrogen atoms, the spatial spreading, etc., should all be

properly taken into account. Such a proton transport model

would require a multi-stream or Monte-Carlo approach (e.g.,

Galand et al., 1997; Fang et al., 2004). Besides, due to the

importance of secondary electrons in auroral emissions, the

generation of secondary electrons by the proton precipitation

and their transport in the ionosphere must also be self-

consistently included. The overall model would thus be a

combined proton/hydrogen atom/electron transport model

(e.g., Strickland et al., 1993). An effort at such a model, as a

part of our TREx-auroral transport model for the TREx

mission, is currently undergoing and will be the content

of a future publication. The quantitative results achieved in

this study, such as the intensity ratio between 557.7/427.8 nm

emission and the Hβ 486.1 nm emission, will undoubtedly be

useful in helping us develop and validate the model. We

also welcome research peers to compare our results with

the outcome of their existing proton transport/emission

models.

5.Summary and conclusion

In this study, we report and analyze an IPA event occurring at

~0245–0345 UT on 12 October 2021, the Canada Thanksgiving

storm night. The IPA of interest contained strong Hβ emissions

intensities up to a few hundred Rayleigh, indicating intense

proton precipitation, yet the 557.7 nm constituted the

strongest emission line of the IPA. The IPA was fairly bright

and visible to the naked eye over western Canada, and raised

extensive interest among citizen scientists. Using a

comprehensive set of optical instruments, we investigate the

evolution and the spectrographic properties of the IPA. In-situ

and ground magnetometer data show evidence of He-band

EMIC wave activities associated with the passage of IPA,

corroborating the commonly conceived link between the

EMIC waves and the detached proton precipitation. Via

careful examination of the spectral intensities and the

structural shapes of the 557.7, 427.8, and 486.1 nm emissions

based on the TRSp data, we conclude that the 557.7 nm emissions

of the detached arc were unlikely to owe their source to energetic

electron precipitation from the magnetosphere, but were

essentially the byproduct of the proton precipitation, e.g.,

excited by the secondary electrons produced in the proton

precipitation, and/or led by the impact of fast hydrogen

atoms. The precipitating proton energies are estimated to

range between a few keV and a few tens of keV according to

the IPA emission heights inferred from triangulation analyses.

We also obtain the intensity ratios among the 557.7/427.8/

486.1 nm emissions of the IPA based on TRSp measurements.

The intensity ratios achieved are compatible with Eather, (1967),

Eather, (1968) for the proton-induced N2
+ 1NG series, but are

larger than Eather’s result by a factor ~2–3 for the

5,577–4,861 ratio. An updated proton auroral emission model,

properly taking into account the complicated processes involved

in the proton transport and with renewed impact cross sections

and rate coefficients, is summoned and currently undertaken by

the authors. The results achieved in this study provide a useful

guide and can serve as validation tests for existing and developing

proton transport/emission models.
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Kinetic wave-particle interactions in Earth’s outer radiation belt energize and

scatter high-energy electrons, playing an important role in the dynamic

variation of the extent and intensity of the outer belt. It is possible to model

the effects of wave-particle interactions across long length and time scales

using quasi-linear theory, leading to a Fokker-Planck equation to describe the

effects of the waves on the high energy electrons. This powerful theory renders

the efficacy of the wave-particle interaction in a diffusion coefficient that varies

with energy ormomentum and pitch angle. In this article we determine how the

Fokker-Planck equation responds to the temporal variation of the quasi-linear

diffusion coefficient in the case of pitch-angle diffusion due to plasmaspheric

hiss. Guided by in-situ observations of how hiss wave activity and local number

density change in time, we use stochastic parameterisation to describe the

temporal evolution of hiss diffusion coefficients in ensemble numerical

experiments. These experiments are informed by observations from three

different example locations in near-Earth space, and a comparison of the

results indicates that local differences in the distribution of diffusion

coefficients can result in material differences to the ensemble solutions. We

demonstrate that ensemble solutions of the Fokker-Planck equation depend

both upon the timescale of variability (varied between minutes and hours), and

the shape of the distribution of diffusion coefficients. Based upon theoretical

construction of the diffusion coefficients and the results presented here, we

argue that there is a usefulmaximumaveraging timescale that should be used to

construct a diffusion coefficient from observations, and that this timescale is

likely less than the orbital period of most inner magnetospheric missions. We

discuss time and length scales of wave-particle interactions relative to the drift

velocity of high-energy electrons and confirm that arithmetic drift-averaging is

can be appropriate in some cases. We show that in some locations, rare but

large values of the diffusion coefficient occur during periods of relatively low

number density. Ensemble solutions are sensitive to the presence of these rare

values, supporting the need for accurate cold plasma density models in

radiation belt descriptions.

OPEN ACCESS

EDITED BY

Katariina Nykyri,
Embry–Riddle Aeronautical University,
United States

REVIEWED BY

Adnane Osmane,
University of Helsinki, Finland
Jun Liang,
University of Calgary, Canada

*CORRESPONDENCE

Clare E. J. Watt,
clare.watt@northumbria.ac.uk

SPECIALTY SECTION

This article was submitted to Space
Physics,
a section of the journal
Frontiers in Astronomy and Space
Sciences

RECEIVED 27 July 2022
ACCEPTED 22 September 2022
PUBLISHED 13 October 2022

CITATION

Watt CEJ, Allison HJ, Bentley SN,
Thompson RL, Rae IJ, Allanson O,
Meredith NP, Ross JPJ, Glauert SA,
Horne RB, Zhang S, Murphy KR,
Rasinskaitė D and Killey S (2022),
Temporal variability of quasi-linear
pitch-angle diffusion.
Front. Astron. Space Sci. 9:1004634.
doi: 10.3389/fspas.2022.1004634

COPYRIGHT

© 2022 Watt, Allison, Bentley,
Thompson, Rae, Allanson, Meredith,
Ross, Glauert, Horne, Zhang, Murphy,
Rasinskaitė and Killey. This is an open-
access article distributed under the
terms of the Creative Commons
Attribution License (CC BY). The use,
distribution or reproduction in other
forums is permitted, provided the
original author(s) and the copyright
owner(s) are credited and that the
original publication in this journal is
cited, in accordance with accepted
academic practice. No use, distribution
or reproduction is permittedwhich does
not comply with these terms.

Frontiers in Astronomy and Space Sciences frontiersin.org01

TYPE Original Research
PUBLISHED 13 October 2022
DOI 10.3389/fspas.2022.1004634

96

https://www.frontiersin.org/articles/10.3389/fspas.2022.1004634/full
https://www.frontiersin.org/articles/10.3389/fspas.2022.1004634/full
https://crossmark.crossref.org/dialog/?doi=10.3389/fspas.2022.1004634&domain=pdf&date_stamp=2022-10-13
mailto:clare.watt@northumbria.ac.uk
https://doi.org/10.3389/fspas.2022.1004634
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#editorial-board
https://www.frontiersin.org/journals/astronomy-and-space-sciences#editorial-board
https://doi.org/10.3389/fspas.2022.1004634


KEYWORDS

wave-particle interactions, radiation belt, quasilinear, temporal variability, stochastic

1 Introduction

Earth’s outer radiation belt is shaped by wave-particle

interactions, whereby electromagnetic waves mediate energy

and pitch-angle changes of high-energy electrons. There is a

large range of electromagnetic waves that are implicated in wave-

particle interactions and all play important roles in Earth’s

radiation belts. Ultra-low frequency (ULF) waves have

frequencies ~ 1 mHz and contribute towards radial diffusion

(Fei et al., 2006; Su et al., 2015; Mann et al., 2016; Sandhu

et al., 2021). Electromagnetic ion cyclotron waves (EMIC) have

frequencies ~ 1 Hz and contribute towards loss of enegetic

electrons (Anderson et al., 1992; Halford et al., 2010; Usanova

et al., 2012; Meredith et al., 2014; Ross et al., 2021). Whistler-

mode waves exist as chorus (Tsurutani and Smith, 1977; Santolík

and Gurnett, 2003; Li et al., 2009; Meredith et al., 2020),

plasmaspheric hiss (Agapitov et al., 2018; Meredith et al.,

2018; Kim and Shprits, 2019; Ripoll et al., 2020a), hiss-like

emissions outside the plasmasphere (Santolík et al., 2010; Li

et al., 2012), lightning-generated whistlers (Green et al., 2020)

and even man-made emissions from ground-based high-power

transmitters (Ma et al., 2017; Meredith et al., 2019; Ross et al.,

2019). Whistler-mode waves contribute to energization (Horne

et al., 2005; Thorne et al., 2013; Allison and Shprits, 2020) and

loss (Selesnick et al., 2003; Kim et al., 2020) of high-energy

electrons, where high-energy is usually understood to correspond

to energies E ≳ 0.5 MeV.

Wave-particle interactions are an important process that

govern the variability of the number of high-energy electrons

in the outer radiation belt. The strength of resonant wave-particle

interactions depends upon the energy of the electrons and the

frequency and wavenumber of the electromagnetic waves. The

wave frequency ω and wavenumber k are related by the wave

dispersion relation, which in the cold plasma limit depends upon

local magnetic field strength, number density and plasma

composition. Numerical models of wave-particle interactions

can be made using physics-based initial-value simulations.

Particle-in-cell methods yield detailed information regarding

the linear and nonlinear stages of the wave growth (Hikishima

and Omura, 2012; Ratcliffe and Watt, 2017; Li et al., 2019) or the

energy and pitch-angle diffusion process itself (Allanson et al.,

2019; Allanson et al., 2020). These kinetic plasma numerical

experiments provide deep insight into the wave-particle

interaction but require short grid lengths dx less than the

wavelength of interest, typically of the order of the electron or

ion inertial length, or even the Debye length. Explicit schemes

require timesteps dt that satisfy the Courant-Friedrichs-Lewy

(CFL) condition (dt < dx/c, where c is the speed of light), and

therefore timesteps that resolve the plasma period are

commonplace. These short time and length scale constraints

prevent particle-in-cell treatments being used to describe the

global evolution of radiation belt dynamics over length scales of

tens of thousands of kilometres and timescales of days and weeks.

Instead, we use diffusion coefficients Dij (where i, j can indicate

energy or momentum and pitch-angle) to describe the results of

the wave-particle interaction on much longer timescales, and

over much larger spatial scales. The radial diffusion coefficients

DLL that are due to ULF wave-particle interactions are

constructed in a different way to the localised energy/pitch-

angle Dij and are not the focus of this work.

Diffusion coefficients are an extraordinarily powerful way to

describe the microphysics of a kinetic wave-particle interaction

on timescales of hours and days and across the entire extent of

the outer radiation belt. Early methods of calculating diffusion

coefficients (Lyons et al., 1972; Lyons, 1974) have been refined

(Réveillé et al., 2001; Glauert and Horne, 2005; Ni et al., 2008)

and are now routinely used to construct both statistical (Ripoll

and Mourenas, 2012; Horne et al., 2013; Cervantes et al., 2020)

and event-specific (Thorne et al., 2013; Tu et al., 2014; Ripoll

et al., 2016; Zhao et al., 2018; Millan et al., 2021; Pierrard et al.,

2021) models of Dij. Radiation belt models that use event-specific

Dij often yield different results to those that use averaged models,

suggesting that the temporal and spatial variability of the waves

and plasma conditions from event to event are not currently

captured well by statistical models. Unfortunately, in-situ

observations of waves and plasma are not routinely available.

Even recent state-of-the-art missions that target the radiation

belts such as JAXA Arase or NASA Van Allen Probes cannot

provide global instantaneous coverage. Both have a finite mission

lifetime. When operational, spacecraft may be sampling the dusk

sector when there is increased whistler-mode activity in the dawn

sector, or at noon when there is key wave activity at midnight. It

is still necessary to construct reliable statistical models of wave

activity and hence Dij to ensure sufficient global and temporal

coverage of past and future events.

Models of Dij are constrained by observation, where the

temporally and spatially-varying observations can be combined

in different ways. Recent work demonstrates that there is a large

and significant difference between the act of processing

individual sets of concurrent and simultaneous measurements

into an observation-specific diffusion coefficient before

averaging, versus averaging observations before processing the

diffusion coefficients (Watt et al., 2019; Ross et al., 2020). Both

the shape and the strength of the diffusion coefficients depends

upon the order of the averaging process. When we construct

models of wave-particle interactions by averaging observation-

specific Dij for particular locations, or geomagnetic conditions

(Ross et al., 2020), we imply that it is appropriate to ignore the

temporal variability of the diffusion coefficients and consider

only the average. We are therefore motivated to explore how the
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temporal variability of Dij(t) changes the solution of the Fokker-

Planck equation that is often used to describe the evolution of

high-energy electron phase space density in Earth’s outer

radiation belt. Our initial analysis (Watt et al., 2021) indicates

that the timescale of variability Δt changes the behaviour of the
solutions to the Fokker-Planck equation; there is a significant

difference in behaviour for rapid variability (Δt = 2 min) and for

much slower variability (Δt = 6 h). In this work, we run a range of

ensemble numerical experiments using a range of Δt between
these two limits and investigate distributions of diffusion

coefficients constructed for different locations in

magnetospheric (L*, MLT)-space, where L* defines a drift-

path for a high-energy electron and MLT is the magnetic local

time. The results indicate the importance of being able to

estimate Δt for drift-averaged diffusion coefficients, as well as

the importance of considering temporal and spatial variation of

waves and plasma properties when constructing drift-averaged

Dij in the first place. We also highlight the importance of

considering the variability in both wave and plasma properties

when constructing appropriate models of Dij.

First we describe the methods used to construct the

numerical experiments in Section 2 before presenting the

results in Section 3. The implications of our results when

considering drift-averaging, or how quickly drift-averaged Dij

vary, are set out in Section 4.3. The importance of understanding

the underlying distribution of Dij and the contribution of rare

lower-than-average number density to the Dij is discussed in

Section 4.4. Our conclusions are summarized in Section 5.

2 Numerical experiment methods

We make the assumption that for plasmaspheric hiss, pitch-

angle diffusion dominates over energy/momentum space

diffusion (Lyons et al., 1972). We perform a series of

ensemble numerical experiments using a one-dimensional

approximation of the Fokker-Planck equation for radiation

belt electrons:

zf

zt
� 1
T sin 2 α

z

zα
Dαα t( )T sin 2 α

zf

zα
( )( ) − f

τL
(1)

where f is the phase space density of high-energy electrons, α is

the pitch-angle, and T(α) is given by:

T α( ) � 1.3802 − 0.3198 sin α + sin1/2 α( ). (2)

The second term on the right hand side of Eq. 1 accounts for

losses due to atmospheric collisions where the loss timescale τL is

a quarter of the bounce period inside the loss cone αLC and

infinite outside (Shprits et al., 2008).

As described in (Watt et al., 2021), Eq. 1 is solved using an

explicit time stepping scheme with timesteps of 0.1 s. The

resolution of the pitch-angle grid is 1°. The stability of the

code with respect to timestep has been established (Watt

et al., 2021). We assume that far into the loss cone, collisions

result in isotropy of the phase space density distribution, hence
zf
zα = 0 at α = 0° (Glauert et al., 2014). We also constrain zf

zα = 0 at

90° to reflect the assumed symmetry of f with pitch-angle. All

experiments are initialised with an isotropic pitch-angle

distribution f(α) = 5 × 103 cm−2s−1sr−1keV−1. The distribution

is then allowed to evolve over a 30 day period with no additional

sources.

The differences in numerical experiments arise from the

treatment of Dαα(t). To mimic the time variation of Dαα(α),

we randomly select from empirical distributions of diffusion

coefficients P[Dαα(α)] constructed from individual co-located

and simultaneous Van Allen Probe measurements of

plasmaspheric hiss wave intensity δB2, electron number

density ne and magnetic field intensity B0. The distributions

P[Dαα(α)] to be used in this investigation are constructed using

the British Antarctic Survey PADIE code (Glauert and Horne,

2005). Plasmaspheric hiss is identified by excluding waves with

ellipticity less than 0.7 to separate potential magnetosonic wave

activity, and using a commonly-used number density threshold

(Sheeley et al., 2001) to separate measurements likely made inside

the plasmasphere from those likely made outside [full details for

construction of the plasmaspheric hiss Dαα(α) including

information on wave rfequency spectrum, dependence on

wavenormal angle, and assume latitudinal dependence of the

waves are found in (Watt et al., 2019)]. Electron energy is fixed at

E = 0.5 MeV.

TheP[Dαα(α)] are obtained for three observation bins in the
Van Allen Probe dataset with (09 <MLT < 10, −5° < λ < + 5°). We

choose three bins in L* to study the diffusion coefficients due to

plasmaspheric hiss; L* is used rather than another parameter in

order to align well with the drift-paths of high-energy radiation

belt electrons. Observations with 2.45 < L* < 2.55 are referred to

as the L* = 2.5 bin, (2.95 < L* < 3.05) referred to as the L* = 3.0

bin, and (3.45 < L* < 3.55) referred to as the L* = 3.5 bin [see

(Watt et al., 2019)]. These values of L* and MLT are chosen

because they lie in a region of strong plasmaspheric wave activity

(Meredith et al., 2018). The distributions of diffusion coefficients

are shown in Figure 1. Although theP[Dαα(α)] are calculated for
a fixed energy, the whistler-mode wave resonant condition varies

across the 3 L* bins chosen. The shape of the Dαα(α) change

between the three bins as a result of the variation in the resonant

condition. It is therefore likely that we can generalise some of the

results obtained through the numerical experiments shown here

to pitch-angle diffusion at other energies.

We assign αLC in the numerical code to its equivalent value

for a dipolar field line with L = L* for each bin. The observation

bins are chosen to represent regions of the magnetosphere where

plasmaspheric hiss is strong (Meredith et al., 2018), and the size

of the bin is chosen to minimise potential radial or MLT

variations in the distribution of Dαα(α). We therefore interpret

the range of Dαα(α) in each bin as a result of temporal variation
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FIGURE 1
Probability distribution functions for Dαα(α) in each of the 3 L* bins used in this numerical study. The number of individual observation-specific
Dαα(α) in each distribution N is indicated at the top of each panel. See (Watt et al., 2019) for choices made during construction of observation-
specific Dαα.

FIGURE 2
Ensemble results for numerical diffusion experiments using Dαα(L* = 2.5). Each panel shows a column-normalised probability distribution
function for the phase space density f just outside the loss-cone αLC for (A) Δt=2 min, (B) Δt= 10 min, (C) Δt= 30 min, (D)Δt=2 h, (E)Δt=4 h, and (F)
Δt = 6 h. Note that each histogram is displayed using the same vertical binning, giving the histograms a pixelated appearance.
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only. There are N > 1,000 individual Dαα(α) in each distribution,

where N is indicated at the top of the Figure. It is important to

reiterate (Watt et al., 2019; Watt et al., 2021) that both the shape

and the strength of Dαα(α) varies as a result of the unique

combination of δB2, ne and B0 used in its construction.

Each ensemble numerical experiment has 60 scenarios,

i.e., 60 individual 30-day experiments are run with the same

initial and boundary conditions, the same timescale of variability

Δt, but different random selections of Dαα(α). Ensemble

convergence for more than 60 scenarios in each ensemble is

demonstrated in (Watt et al., 2021). The timescale of variability

Δt is an important parameter in our numerical experiments. In

each scenario in an ensemble of experiments, a time-series of

Dαα(α, t) is constructed by randomly sampling the appropriate

P[Dαα(α)]. At time t0 = 0, a random value of Dαα(α) is chosen,

and kept constant until t = t0 + Δt. Then another random value of

Dαα(α) is chosen from the same P[Dαα(α)], and kept constant

until t = t0 + 2Δt, and so on. We have run 18 ensemble numerical

experiments in this study: 6 values of Δt are used for P[Dαα(α)]
from 3 L* bins.

In previous work (Watt et al., 2021), the small timescale

chosen was Δt = 2 min, representing the typical length of time the

spacecraft take to traverse the observation bin and over which

there is often little variation inDαα(α) [see Figure 2 of (Watt et al.,

2021)]. The largest timescale chosen was Δt = 6 h, since it was

clear from the orbital sampling of each observation bin that there

is significant variation in Dαα(α) between each successive orbit.

Our initial study indicated that there were significant differences

in the ensemble results between Δt = 2 and Δt = 360 min. In this

study, we investigate Δt = 2, 10, 30, 120, 240 and 360 min to

determine how the results change with temporal scale.

3 Results fromnumerical experiments

For each numerical experiment, we have 60 scenarios of f (α,

t) at 1° resolution in α and 0.1 s resolution in time. To visualize

one of the important aspects of the evolution of the ensembles, we

choose a value of pitch-angle that is close to but greater than, αLC
and plot the probability distribution function of the ensemble as a

function of time. For L* = 2.5, we plot f (α = 13°), for L* = 3.0, we

plot f (α = 10°) and for L* = 3.5, we plot f (α = 9°).

The results for the L* = 2.5 bin are shown in Figure 2, where

Δt is (a) 2 min, (b), 10 min, (c) 30 min, (d) 120 min, (e) 240 min

and (f) 360 min. Panel (a) shows that for the rapidly-varying

diffusion coefficients, the ensemble exhibits very little variation

from one scenario to another; the probability distribution

function has a large peak and very little spread. The evolution

of the peak of the distribution indicates a rapid initial drop as the

loss-cone is evacuated, followed by a slower decline as pitch-

angle scattering acts to smooth out the sharp gradient at the loss-

cone. As Δt increases [moving from panels (a) to (f)], the

ensemble results show much more spread. The probability

distribution function exhibits increasing variation as Δt
increases, even though the median ensemble behaviour is

similar. Note that in each case, the median behaviour of the

ensemble is similar to the behaviour of a numerical diffusion

experiment using a diffusion coefficient averaged over the entire

distribution of individual diffusion coefficients, Dαα,ave(α) =

〈Dαα,i(α)〉. We have chosen not to show this explicitly in

individual panels of Figure 2 in order to highlight the

narrowness of the distributions in panels (a) and (b), but a

comparison can be made with Figure 4A of (Watt et al., 2021).

Figure 3 displays results from the numerical ensemble

experiment using diffusion coefficients from the L* = 3 bin. In

this case, the diffusion coefficients for E = 0.5 MeV tend to be

much larger than those at L* = 2.5, and so the values of f (αLC)

reach much lower values than in Figure 2. Similar trends exist as

Δt is increased from 2 min to 360 min: for rapidly varyingDαα(α),

the probability distribution function is strongly peaked with little

spread. As Δt increases, the probability distribution function

exhibits significant spread.

Finally, we demonstrate the results from the numerical

ensemble experiment with L* = 3.5 in Figure 4. In this

observation bin, the values of Dαα(α) for E = 0.5 MeV are in

general much smaller than those seen at L* = 2.5 or L* = 3. As

expected, for all values of Δt the ensembles indicate that f (αLC)

remains at much higher levels than for other L* experiments. For

small values of Δt shown in panels (a), (b) and (c), we again

observe that the probability distribution function of f (αLC) is

strongly peaked and exhibits very little spread. For panels (d), (e)

and (f), we see a significant increase in spread of the probability

distribution function. Additionally, these numerical experiments

exhibit new behaviour that is not seen in Figures 2, 3. For the

period 2 < t < 8 days in panel (d), and 2 < t < 10 days in panels (e)

and (f), there appears to be two different sets of solutions in the

ensemble. There is a strong peak at the initial value f (αLC) = 5 ×

103 cm−2s−1sr−1keV−1 that gradually decreases with time,

indicating that for many scenarios in the ensemble, very little

diffusion has occurred. For a minority of scenarios in each

ensemble, a lot more diffusion has occurred, as indicated by a

much wider peak in the probability distribution function for f

(αLC) = 1–4 × 103 cm−2s−1sr−1keV−1. The strong peak at the initial

value of f (αLC) fades more slowly as Δt increases.
To compare directly between different Δt, we summarize the

numerical experiment results in Figure 5. The top row [panels (a)

to (c)] show the median of log10 [f (αLC)] for each ensemble as a

function of time. The L* values are indicated at the top of the

figure. The bottom row [panels (d) to (f)] show the interquartile

range (IQR) of log10 [f (αLC)], again as a function of Δt and
experiment time. To aid with interpretation of information in the

bottom row, if IQR = 1 then there is an order of magnitude

between the 25th percentile and the 75th percentile of the

ensemble. Note that the median and IQR of log10 [f (αLC)] are

used because the ensemble values of f (αLC) at each t are not

normally-distributed (Watt et al., 2021).
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In general, Figure 5 shows that in each experiment the

median value of log10 [f (αLC)] decreases more slowly as Δt
increases, although for L* = 3.0 the difference in median

behaviour is very small. The biggest difference between

experiments comes when we consider the IQR; the ensemble

results are much more variable as Δt increases. The IQR varies in

time in each case, most notably so when Δt is large.
The value of log10f is important in modelling, as models are

often interpreted and evaluated on a log scale. However, other

physical quantities are important when judging the effects of

temporal variability in the ensembles. The ensemble results also

indicate large variability in the amount of loss-cone scattering

due to plasmaspheric hiss. We calculated the percentage loss in

each scenario by comparing the flux integrated over pitch-angle

at the beginning of the experiment, and at the end of the

experiment. Results are shown in Figure 6 where panels (a-c)

show results from numerical experiments with Δt = 2 min, and

panels (d-f) show results from experiments with Δt = 6 h. The

amount of loss varies at each L* bin, as does the dependence of

loss on Δt. At L* = 2.5, in the rapidly-varying experiments

(i.e., low Δt), there is a total loss of flux of roughly 42% after

30 days in every scenario. However, for slowly-varying

experiments (large Δt), the loss varies between 32% and 48%.

At L* = 3.0, all scenarios, no matter the timescale, experience a

loss of 85% in f over 30 days. Finally, for L* = 3.5, in the rapidly-

varying experiments, all scenarios show a loss of 38%. However,

for slowly-varying experiments, scenarios experience large

differences in the amount of loss between 5% and 65%. The

loss values are large across all experiments because the initial

condition is a full loss cone that is immediately depleted.

However, the variation in the amount of loss across the

ensemble is due only to the differences in temporal variation

in the diffusion coefficients between each scenario.

4 Discussion

4.1 Diffusion coefficients modelled using
quasi-linear theory

The quasi-linear theory of wave-particle interactions

(Drummond and Pines, 1962; Kennel and Engelmann, 1966;

Lyons et al., 1972; Lyons, 1974) yields diffusion coefficients Di,j

such that microscopic wave-particle interactions may be

included in numerical models with time and length scales that

are much longer than those of the waves themselves. To construct

models of diffusion coefficients, it is necessary to use

observations or models of magnetospheric magnetic field,

FIGURE 3
Ensemble results for numerical diffusion experiments usingDαα(L* = 3). Each panel shows a column-normalised probability distribution function
for the phase space density f just outside the loss-cone αLC for (A) Δt= 2 min, (B) Δt= 10 min, (C) Δt= 30 min, (D) Δt=2 h, (E)Δt= 4 h, and (F) Δt= 6 h.
Note that each histogram is displayed using the same vertical binning, giving the histograms a pixelated appearance.
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FIGURE 4
Ensemble results for numerical diffusion experiments using Dαα(L* = 3.5). Each panel shows a column-normalised probability distribution
function for the phase space density f just outside the loss-cone αLC for (A) Δt=2 min, (B) Δt= 10 min, (C) Δt= 30 min, (D)Δt=2 h, (E)Δt=4 h, and (F)
Δt = 6 h. Note that each histogram is displayed using the same vertical binning, giving the histograms a pixelated appearance.

FIGURE 5
Summary figure for each L* set of experiments (A–C) median of log10 (f (αLC)) and (D–F) IQR of log10 (f (αLC)).
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number density, and composition in addition to information

about wave intensity and how it varies in space, frequency and

wavenormal angle. We discuss here the implications of our

numerical results for the accurate modelling of quasi-linear

diffusion coefficients using observations from in-situ spacecraft.

We have modelled our diffusion coefficients using a

statistical distribution of observation-specific (Watt et al.,

2019; Ross et al., 2020) values. The free parameter in our

numerical study is the temporal scale of variation Δt. Our

results indicate that when used in ensembles of Fokker-Planck

models, temporal variation of quasi-linear diffusion coefficients

with timescales greater than 30 min yields significant uncertainty

in the model results. For timescales of variation less than 30 min,

an average of the observation-specific diffusion coefficients is a

reasonable approximation to the ensemble result (Watt et al.,

2021). Recent work (Zhang et al., 2021a) indicates that observed

timescales for plasmaspheric hiss patches are typically less than

10 min, and so plasmaspheric hiss activity would appear to vary

sufficiently rapidly that averaging observation-specific diffusion

coefficients should be appropriate. We discuss timescales relative

to drift-averaging in Section 4.3 below.

Quasi-linear diffusion coefficients must be calculated on

timescales that are long compared to the wave period

T ~ Ω−1
e , and the particle de-correlation time τC ~ T, where τC

increases for decreasing wave amplitude (Lemons, 2012; Liu

et al., 2012; Allanson et al., 2020; Allanson et al., 2022). For

whistler mode waves in the terrestrial magnetosphere, these

timescales are short and usually much less than 1 s. As a

result, individual wave-spectra observations from spacecraft

such as the NASA Van Allen Probes have already averaged

over timescales longer that the appropriate minimum

timescale. There are also important upper limits to the time

over which diffusion coefficients should be estimated from

observations. An important upper limit is a timescale of the

order of D−1
αα (Lemons, 2012; Liu et al., 2012; Allanson et al.,

2022). For many observation-specific diffusion coefficients used

in this study, this timescale is at least a few days. However, for the

largest diffusion coefficients (see Figure 1), this can be as little as a

few hours. It is also implicitly assumed in quasi-linear

constructions of diffusion coefficients (Lyons et al., 1972;

Lyons, 1974) that ambient conditions such as the magnetic

field strength and the number density do not change with

time, since these parameters change the resonant condition

for the energetic electrons. The dependence of Di,j on energy

and pitch-angle is very sensitive to values of number density and

ambient magnetic field, and so temporal variation of these

quantities is important. It is therefore likely that there is a

maximum useful averaging timescale to construct individual

diffusion coefficients that describe wave-particle interactions

in the inner magnetosphere. For plasmaspheric hiss, the

variation in observation-specific diffusion coefficients is much

larger between successive Van Allen Probe orbits than it is during

an orbital pass through a small region (Watt et al., 2019). This

was our original motivation for using a range of Δt that spans a
range between 2 min and 6 h. We therefore suggest that a useful

maximum averaging period for calculating observation-specific

diffusion coefficients should be tied to the grid on which they are

constructed.

FIGURE 6
Histograms displaying percentage loss in each scenario from 6 different ensemble experiments: (A,D) use P[Dαα(α)] from L* = 2.5, (B,E) from
L* = 3 and (C,F) from L* = 3.5. Panels (A–C) show ensembles with Δt = 2 min and (D–F) show ensembles with Δt = 6 h.
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Many models of Di,j are constructed from long-term

statistical studies of wave activity in the magnetosphere. To

connect observations to the Di,j, a grid is often constructed in

real space on which to collect observations that are then

statistically averaged. In-situ observations relative to that grid

are collated and averaged to provide averaged wave amplitudes

(Tu et al., 2013; Sicard-Piet et al., 2014; Li et al., 2015; Ma et al.,

2017; Meredith et al., 2018; Zhu et al., 2019; Green et al., 2020;

Meredith et al., 2020), averaged frequency distributions (Li et al.,

2016; Zhu et al., 2019) or averaged wavenormal angle

distributions (Ni et al., 2013). The averaged properties are

then combined with models of the magnetic field and number

density to form diffusion coefficient models (Horne et al., 2013;

Wang et al., 2017; Ma et al., 2018). In each case, observations are

averaged over many months, sometimes years or decades (Watt

et al., 2017; Watt et al., 2019). During these long time periods, all

of the inputs are highly variable (Watt et al., 2019). We therefore

recommend that where observations are used to constrain

models of quasi-linear diffusion coefficients:

• Di,j should be calculated using co-located and simultaneous

measurements based upon a grid in e.g. magnetic local time

and L*. Spacecraft such as the NASA Van Allen probes

travel through such a grid rapidly enough that observations

are quite similar within grid cells [see e.g., (Watt et al.,

2019)], and so observations from a single pass through the

grid should be used to construct each observation-specific

diffusion coefficient.

• Statistical models should then be constructed from those

observation-specific values [see e.g., (Ross et al., 2020)]

• The natural timescales of variation for diffusion due to

each wave mode should be studied and quantified

• Where timescales of variation are sufficiently short (in the

case of plasmaspheric hiss, less than around 30 min),

averaged models can then be constructed from averages

of the observation-specific values.

Note that although we focus only on the pitch-angle

scattering coefficient Dαα due to plasmaspheric hiss in this

work, the consequences of our results should hold for

diffusion coefficients in energy and the cross-terms (Albert

et al., 2009), as well as for diffusion coefficients describing

wave-particle interactions with other wave modes.

4.2 Temporal scales of variability leads to
different levels of uncertainty in model
results

It is important to carefully interpret the ensemble results. The

median of the ensemble provides an indication of the general

trend when a collection of numerical scenarios are grouped

together. No single ensemble scenario resembles the median

evolution; each individual scenario experiences rare big

changes when large values of diffusion coefficients are chosen

from the distribution, with very little change at other times when

only small values of diffusion coefficients are experienced [see

Figure 3 of (Watt et al., 2021) for an example]. The IQR is a

measure of the variability of each numerical ensemble. We

reiterate from our initial study (Watt et al., 2021) that the

time-integrated diffusion in all experiments at the same L* is

the same, the only difference in each case is the value of Δt.
The IQR in each ensemble experiment depends both on Δt

and the average strength of the diffusion coefficients in the

distribution P(Dαα(α)). When Δt is small and average

diffusion rates are small, IQR values are also small; ensembles

display very little uncertainty. Examples of this can be seen in

Figures 5D,F. The long-term behaviour of the ensemble closely

mimics that obtained with a time-averaged diffusion coefficient

(Watt et al., 2021), and so time-averaging of diffusion coefficients

is effective, even when the underlying distribution of diffusion

coefficients is highly variable (Watt et al., 2019).

In contrast, large IQR values where Δt is large, or average
diffusion rates are large, indicate significant amounts of

uncertainty in the outcome of the ensemble numerical

experiments. For example, the IQR is more than an order of

magnitude in most experiments using P(Dαα(α)) for L* = 3,

shown in Figure 5E. Where the IQR is large, there are large

differences between individual scenarios in the same ensemble.

Where average diffusion rates are large, or where temporal scales

of variability are large, time-averaging of diffusion coefficients is

less effective and masks significant uncertainty in the numerical

experiment result.

The numerical experiments reported here only consider

resonant quasilinear diffusion coefficients [e.g., (Lyons et al.,

1972; Lyons, 1974)]. However, non-resonant wave-particle

interactions [e.g., (Zhao et al., 2022)], although usually much

weaker, also depend upon wave amplitudes. For the most intense

waves, the nonresonant interaction could be as large as the

resonant interaction during typical periods. We advocate more

research in this important area, towards possible inclusion in

large-scale radiation belt models.

Uncertainty in the model results shown in Figures 2–4

provide bounds and other statistical information regarding

potential solutions to the diffusion equation under idealized

circumstances. In some cases, these bounds are very wide.

Over a 30-day period, with no other influences on the

evolution of the numerical experiment other than the

changing diffusion coefficients (e.g., no sources of phase space

density either due to radial or energy diffusion), the uncertainty

in the experiments changes in time (see also Figure 5). This is

especially marked for large Δt. Large uncertainties in the

ensemble solutions can arise due to the changes in the shape

of Dαα(α) as well as in its strength. The range of α over which Dαα

is large can change with plasma to gyrofrequency ratio (Horne

and Thorne, 2003; Glauert and Horne, 2005; Watt et al., 2019).
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For some values of this ratio, the range of large Dαα can

momentarily extend to large α, and act like a temporary

source of plasma to be diffused to low α. These effects are

associated with periods of large and varying uncertainty in the

ensemble numerical experiments.

When we envisage using stochastic parameterizations of Dij

in full 3D radiation belt diffusion models, the consequences of

large variability may be compounded. For example, the

uncertainties in the amount of loss (Figure 6) can be very

large. There is a complicated relationship between the size

and shape of the diffusion coefficients, and the resulting

uncertainty. In a full 3D diffusion model with diffusion across

pitch-angle, energy and L* space, it is likely that the interplay of

uncertainty in diffusion in three dimensions, as well as

uncertainty due to variable physical sources included through

boundary conditions in L* and energy space, will result in

significantly more uncertainty as models progress. We argue

that the results presented here prompt us to seek ways to reduce

the uncertainty in the diffusion coefficients used in radiation belt

models. Reducing uncertainty is not just about reducing error

bars of a model, reducing uncertainty reduces the number of

potential paths a model might take through the potential

solutions of phase space density in (L*, E, α) space.

Identifying and reducing uncertainty in diffusion coefficient

descriptions (Bentley et al., 2019; Watt et al., 2019), boundary

conditions, and even the magnetic field models used in

coordinate transforms (Loridan et al., 2019; Thompson et al.,

2021) will allow us to use models 1) to correctly attribute a

change in radiation belt evolution to a particular physical process

(Mann et al., 2016; Shprits et al., 2018), 2) to identify a realistic

range of radiation belt responses to geomagnetic disturbances or

3) as an effective operational forecast tool.

Where Δt is large, or average diffusion rates are large,

uncertainty in model behaviour could be reduced by

minimizing the variability in the distribution of diffusion

coefficients (Thompson et al., 2020). Reduction of variability

can be achieved through parameterization (Bentley et al., 2019),

i.e., where diffusion coefficients are binned according to

parameters that control their behaviour. Parameterizations are

widely used to construct wave amplitude maps (Horne et al.,

2013; Glauert et al., 2014; Bentley et al., 2018; Bentley et al., 2020;

Meredith et al., 2020; Aryan et al., 2021), and could be used to

construct models of diffusion coefficients equally as effectively

(Watt et al., 2019; Ross et al., 2020).

4.3 Temporal variability and drift-
averaging

Our numerical experiments indicate that there are some

circumstances where averaging is appropriate. It is therefore

important to determine whether this is true for drift-averaging. It

is therefore important to determine whether Recent work (Zhang

et al., 2021a) has characterised the temporal and spatial scale sizes

of patches of plasmaspheric hiss in the inner magnetosphere.

Using both NASA Van Allen Probe spacecraft (Mauk et al.,

2013), integrated wave power from the Wave Form Receiver in

the Electric and Magnetic Field Instrument Suite and Integrated

Science [EMFISIS (Kletzing et al., 2013)] was cross-correlated.

The varying separation of the two Van Allen Probes as they travel

on similar orbits allows good estimates of both temporal and

spatial correlations. Spatial correlations are estimated by

correlating the time series of integrated wave power from each

satellite with no lag. Zhang et al. (2021a) demonstrated that

correlations were higher when the spacecraft were closely

separated in space less than ~ 0.23RE or ~ 1500 km apart.

Temporal correlations are estimated correlating the spatial

series of integrated wave power where the temporal lag

between the spatial series depends upon the spacecraft

separation. In this case, Zhang et al. (2021a) again

demonstrated that correlations were higher when the

spacecraft were closely separated in time less than 10 min apart.

Although diffusion coefficients depend both on wave

amplitude and local parameters such as number density and

magnetic field strength, here we will use the results of Zhang et al.

(2021a) to consider constraints on the temporal and spatial scales

of the plasmaspheric hiss itself. Future investigations should be

performed to incorporate the spatial and temporal variability of

the number density in the inner magnetosphere, as it is a key

parameter in the calculation of diffusion coefficients (see

Section 4.4).

In Figure 7, we collect data from the Zhang et al. (2021a)

study where both Van Allen Probes have L* < 4 to coincide with

our observation bins at L* = 2.5, 3.0 and 3.5. Figure 7A shows a

histogram of temporal lags when the correlation coefficient of the

FIGURE 7
(A) Histogram of temporal lags between spacecraft that yield
correlations with R2 > 0.5 for whistler-mode wave power. (B)
Amplitude ratio of whistler-mode waves measured by each
spacecraft for temporal lags shown in histogram. Subset of
correlation data where Van Allen Probes A and B both have L* < 4
taken from Zhang et al. (2021a).
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two spacecraft observations R2 > 0.5. The high correlation is used

as identification of coherent spatial patches of plasmaspheric hiss

activity. The corresponding temporal lags indicate that patches

last for a few minutes with an observed maximum of around

25 min. Figure 7B shows the amplitude ratio for the same patches

indicating that when the correlation is high, the amplitudes of the

patches observed by each spacecraft are similar. If we assume that

the patches are not moving in space, then we can interpret the

temporal lags as the temporal scale of the patches. When we

compare to the results of the numerical experiments, the hiss

patch timescale (< 25 min) corresponds to the smaller values of

Δt < 30 min, where the experiments often show low values of

uncertainty.

It is important to note that when constructing a diffusion

coefficient for a high-energy electron (e.g., with E = 0.5 MeV), we

must also consider its experience as it drifts around the Earth

under the influence of gradient and curvature drifts. Some of the

“temporal” changes in wave-particle interactions experienced by

the drifting electron arise due to its rapid transit of spatially

coherent patches of plasmaspheric hiss, and so we must also

consider the spatial size of these patches. Figure 8 shows a subset

of data with L* < 4 from the Zhang et al. (2021a), study, but this

time looking at spatial correlations. Figure 8A shows a histogram

of spatial separations when the correlation coefficient of the two

spacecraft observations R2 > 0.5. Note that events in this study are

chosen such that the spacecraft separation is < 1RE, and so this is

an imposed constraint on the extent of spatial scales studied.

Most of the highly-correlated events have much smaller

separation scales than 1RE. Amplitude ratios for these events

are shown in Figure 8B, and we see that amplitude ratios of the

waves are less similar as spacecraft separation increases.

We consider the largest plasmaspheric hiss patches identified in

the Zhang et al. (2021a), study (with the caveat that this largest value

is self-imposed), and estimate how long it would take electrons of

different energies to gradient-curvature drift through the patches at

L* = 3. Assuming the magnetic field is essentially dipolar, and that

electrons have 90° pitch-angles, dwell times in hiss patches with scale

sizes of 1RE are shown in Figure 8C. For the example energy

considered throughout this paper (E = 0.5 MeV), dwell times are

less than 3 min. So when we consider the apparent timescales of

wave patches, as experienced by a drifting high-energy electron at

L* = 3, these also correspond to the smallest values of Δt < 10 min

used in the numerical experiments, which again show low values of

uncertainty.

Given the numerical experiment results reported here, our

analysis of the temporal and spatial scale sizes of patches of

plasmaspheric hiss indicate that averaging of diffusion

coefficients in the azimuthal direction would provide

reasonably accurate determinations of drift-averaged diffusion

coefficients as experienced by high-energy electrons in the outer

radiation belt. In all of our numerical experiments where we

model the variability of wave-particle interactions using small

timescales similar to those experienced by an electron as it drifts

through a plasmaspheric hiss patch, ensemble scenarios are very

similar, and the evolution of the model closely follows that of a

model performed with an arithmetic average of the diffusion

coefficients. Even when the underlying distribution of diffusion

coefficients varies over many orders of magnetidue (see Figure 1),

if the timescales of varation are rapid enough, ensembles produce

very similar results that tend to the same behaviour as

experiments run with averaged values (Watt et al., 2021).

Note that averaging is less accurate and leads to more

uncertainty as the average value of the diffusion coefficients

increases.

We therefore suggest that it is important to perform an analysis

of the temporal variation of drift-averaged diffusion coefficients in

the magnetosphere. For plasmaspheric hiss, this could be achieved

with probabilistic models of the evolution and spatial structure of

FIGURE 8
(A) Histogram of spatial lags between spacecraft that yield correlations with R2 > 0.5 for whistler-mode wave power. (B) Amplitude ratio of
whistler-mode waves measured by each spacecraft for spatial lags shown in histogram. (C) Estimated dwell time in largest observed whistler-mode
wave patches as a function of energy. Subset of correlation data where Van Allen Probes A and B both have L* < 4 taken from Zhang et al. (2021a).
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wave patches, using distributions of observed wave amplitudes

(Watt et al., 2019) and information about their spatial and

temporal scales (Zhang et al., 2021a) as well as their distribution

in L* and relative to the plasmapause (Malaspina et al., 2016).

For other magnetospheric waves, such as whistler-mode

chorus, it will be necessary to study the effects of averaging

the wave-particle interactions over the bursty structure of chorus

elements (Li et al., 2012), and over the temporal extent of chorus

patches (Zhang et al., 2021b). For chorus, temporal variation is

often very fast, again suggesting that arithmetic averages might be

reasonable approximations, especially for constructing drift-

averages. However, we reiterate the importance of determining

how the drift-averaged diffusion coefficients vary in time, given

what we know about chorus wave behaviour in time and space

(Aryan et al., 2016; Agapitov et al., 2018; Shen et al., 2019; Zhang

et al., 2021b). The temporal variation of drift-averaged

quasilinear diffusion coefficients is currently a key unknown

in our modelling efforts.

Note that in the 3 L* cases we have studied, the average value of

the diffusion coefficient at αLC is ~ 10−8 s−1 at L* = 2.5, ~ 10−6 s−1 at
L* = 3.0, and ~ 10−8 s−1 at L* = 3.5. Our results suggest that there

may be a relationship between average value of diffusion coefficient

and the size of the uncertainty in numerical experiments given theΔt
used, but we have yet to fully describe that relationship

quantitatively. This is left for future work.

4.4 The importance of number density in
wave-particle interactions

We turn finally to the ensemble experimental results that

display some bifurcation for large Δt, namely those for L* = 3.5

(see Figure 4). These ensembles are different from others at early

times: most of the ensemble members show very little diffuson,

whereas a minority display much more. To understand these

differences, we analyse the P(Dαα(αLC)) for each L* bin.

Empirical cumulative distribution functions (ECDFs) of the

Dαα(αLC) are shown in Figure 9, colour-coded by L* bin with

blue (L* = 2.5), orange (L* = 3), and yellow (L* = 3.5). The ECDFs

at L* = 2.5 and 3 have a smooth profile with gradually changing

gradients, indicating that they could probably be accurately

estimated by a single, smooth probability distribution

function. The ECDF at L* = 3.5 displays a sharp change in

gradient at Dαα(αLC) ≃ 2 × 10–8 s−1, indicating that there are

perhaps two distributions of diffusion coefficients added together

at L* = 3.5. The first distribution, corresponding to lower ~ 95%

of the diffusion coefficients has a median around Dαα(αLC) ≃
10–10 s−1, and a similar variance (slope) to the ECDF for L* = 3.

However, the upper ~ 5% of diffusion coefficients is much larger

than a smooth continuation of the first distribution would

suggest.

The existence of multiple distributions of diffusion

coefficients at L* = 3.5 is a possible explanation for the

behaviour of the ensemble of numerical solutions of f (αLC) in

Figure 4. Let’s consider the experiments with large Δt first. For
early times in the ensemble (< 10 days), the majority of ensemble

members with large Δt experience very little diffusion. This is

likely because for the majority of scenarios in the ensemble, the

time series of diffusion coefficients picked from P(Dαα(αLC))
only includes diffusion coefficients from the lower ~ 95% of the

distribution. This part of the distribution is much smaller than in

other L* bins. There are some scenarios, however, where

diffusion coefficients from the upper ~ 5% of the distribution

have been chosen, and these exhibit significantly more diffusion

that the other scenarios in the ensemble. After ~ 10 days, it is

likely that more scenarios experience a large diffusion coefficient

from the upper ~ 5% of the distribution, and so they also

experience increasing diffusion at this energy. For those

experiments with small Δt, the entire distribution of Dαα(αLC)

is rapidly sampled, and nearly all scenarios in the ensemble

experience roughly the same diffusion.

The unexpectedly large values of Dαα(α) in the upper ~ 5% of

the distribution can also be seen faintly in the top left of the L* = 3.5

panel in Figure 1. It would appear that for aminority of cases,Dαα(α)

is larger and has a much less pronounced gradient at low pitch-

angles. To investigate the possible origins of the second distribution

of large diffusion coefficients at L* = 3.5, we investigate two of the

parameters used as inputs to the diffusion coefficient calculation.

Here we choose number density, which controls the resonance

condition between the electrons and the waves, and the wave

intensity itself. Note that in the original calculations of diffusion

coefficients (Watt et al., 2019), the waves were assumed to have

Gaussian dependence on frequency, with a peak at f = 252 Hz, and

thewave intensity scales the size of theGaussian spectra.We isolate a

distribution of Dαα(αLC) > 10–7 s−1, and compare the inputs of those

FIGURE 9
Cumulative distribution functions of the P[Dαα(αLC)] for L* =
2.5 (blue),3.0 (orange) and 3.5 (yellow). Note the log10 horizontal
axis.
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diffusion coefficient calculations to all the inputs used to construct

the full distribution of Dαα(αLC) at L* = 3.5. These results are shown

in the form of histograms in Figure 10 with blue indicating all inputs

and orange indicating the inputs for Dαα(αLC) > 10–7 s−1. The

histograms are normalized so that the area of the bars adds to 1.

Figure 10A demonstrates that the number density inputs to

the diffusion coefficient calculations for particularly high values

of Dαα(αLC) are consistently the lowest values of the overall

distribution of number density inputs. In our original

diffusion coefficient study (Watt et al., 2019), we applied the

Sheeley et al. (2001) number density criterion to identify

observations inside and outside the plasmasphere. Although

these measurements correspond to values close to that

criterion, they are identified as inside the plasmasphere.

Figure 10B shows the distribution of wave intensity for

Dαα(αLC) > 10–7 s−1 (orange) compared to all inputs at L* =

3.5 (blue) For the wave intensity parameter, there is little

difference in the distributions between the particularly large

Dαα(αLC) and all the Dαα(αLC). We suggest that the origin of

the two distributions in Dαα is mostly related to the number

density. This feature is only seen in the largest L* bin used in the

study, most likely because the other two are too far away from the

more dynamic density region closer to the plasmapause.

We interpret these results to indicate the key importance of

electron number density in the efficacy of scattering due to

plasmaspheric hiss. The plasmapause is not always a sharp

boundary and exhibits a lot of spatial and temporal structure

(Moldwin et al., 1994; Moldwin et al., 2002), yet rare periods of

relatively low density (that are likely near the plasmapause) are

very important for wave-particle interactions with hiss as they

can result in much higher than usual diffusion coefficients. The

temporal and spatial variability for density may be different than

that for wave amplitude which would complicate our suggested

study of the temporal variability of drift-averaged diffusion

coefficients. However, our study adds weight to the increasing

evidence for the importance of number density in models of wave

diffusion coefficients in Earth’s radiation belts (Ripoll et al., 2016;

Ripoll et al., 2020a; Ripoll et al., 2020b; Allison et al., 2021).

5 Conclusion

We use ensemble numerical experiments with diffusion

coefficient models that are driven by individual Van Allen Probe

observations in order to study the pitch-angle diffusion due to

plasmaspheric hiss in Earth’s magnetosphere. We demonstrate that

ensemble solutions of the Fokker-Planck equation depend both

upon the timescale of variability (varied between minutes and

hours), and the shape of the distribution of diffusion coefficients.

The median ensemble solutions vary slightly with timescale, but the

inter-quartile range (or variance) of the ensemble solutions depends

both upon the timescale and the strength of the diffusion

coefficients; longer timescales, and larger average diffusion

coefficients result in larger variance.

We use observed time and length scales of plasmaspheric hiss

patches to identify suitable methods to construct appropriate

FIGURE 10
Probability distribution functions of (A) electron number density and (B)wave intensity inputs for calculation ofDαα(α) at L* = 3.5. Blue bars show
inputs for the entire collection of Dαα(α), orange bars indicate inputs for Dαα(αLC) > 10–7 s−1.
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drift-averaged diffusion coefficients for high-energy drifting

electrons. Arithmetic averaging of observation-specific

diffusion coefficients is appropriate in many cases due to the

small temporal and spatial scales of hiss patches, although

arithmetic drift-averaging will become less accurate as the size

of the diffusion coefficients increases. We argue that arithmetic

averaging of observed inputs (e.g., wave amplitude, wave

frequency spectrum, number density or background magnetic

field strength) prior to constructing diffusion coefficients does

not yield appropriate averaged values of the diffusion coefficient

because there is a maximum useful averaging timescale that for

many missions is shorter than the orbital period.

The distribution of observation-specific diffusion coefficients

is found to vary with L*. In two of the three chosen bins, the

distribution of diffusion coefficients is a single probability

distribution. In the remaining chosen location, which is at

larger L*, the probability distribution exhibits two different

components, where rare but large values of the diffusion

coefficient occur during periods of low number density. We

argue that it is of vital importance to include accurate cold plasma

models to radiation belt diffusion codes to improve the

description of wave-particle interactions, especially during

times when they are most effective.

Our results, along with others (Thompson et al., 2020; Watt

et al., 2021), indicate the importance of understanding timescales

of variation of wave-particle interactions throughout the outer

radiation belt. Once these timescales are understood, numerical

experiments similar to those reported here can be used to

indicate where further parameterisation is necessary in order

to reduce the uncertainty in our models. Due to the limited

temporal and spatial sampling by spacecraft of localised waves

and plasma properties in the outer radiation belt, some kind of

model will always be required to monitor the evolution of drift-

averaged quasilinear diffusion coefficients in Earth’s

magnetosphere. In this paper we have endeavoured to

motivate further important work in this area.
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In this study, we use mutual information from information theory to investigate non-

linearcorrelationbetweengeomagneticactivity indicatedbyauroral electrojet (AE) index

with both the global ultra low frequency (ULF) Pc5 wave power and medium energy

(≥30 keV) electron precipitation at the central outer radiation belt. To investigate the

energyandmagnetic local time (MLT)dependenceof thenon-linearity,wecalculate the

mutual information and Pearson correlation coefficient separately for three different

energy ranges (30–100 keV, 100–300 keV and ≥300 keV) and four different MLT

sectors (0–6, 6–12, 12–18, 18–24). We compare results from 2 years 2004 and

2007 representing geomagnetically more active and less active years, respectively.

The correlation analysis between the AE index and electron precipitation shows a clear

MLT and energy dependence in both active and quiet conditions. In the two lowest

energy ranges of the medium energy electrons (30–100 keV and 100–300 keV) both

non-linear correlation and Pearson correlation indicate strong dependencewith the AE

index in the dawn sector. The linear dependence indicated by the Pearson correlation

coefficient decreases fromdawn to duskwhile the change in the non-linear correlation

is smaller indicatingan increase in thenon-linearity fromdawntodusk.Thenon-linearity

between theAE index andelectron precipitation is larger at allMLT sectors exceptMLTs

6–12 during geomagnetically more active year when larger amount of the activity is

driven by interplanetary coronalmass ejections (ICMEs) compared to lower activity year

with high speed stream (HSS) and stream interaction region (SIR) driven activity. These

results indicate that the processes leading to electron precipitation becomemore non-

linear in the dusk and during geomagnetically more active times when the activity is

driven by ICMEs. The non-linearity between the AE index and global ULF Pc5 activity is

relatively lowand seemsnot tobe affectedby thedifference in thegeomagnetic activity

during the 2 years studied.

KEYWORDS

radiation belts, electron precipitation, ULF wave activity, wave-particle interaction,
information theory, mutual information
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1 Introduction

Earth’s radiation belts (e.g., Van Allen, 1981; Li and Hudson,

2019) are occupied by energetic electrons and ions that are

trapped in the geomagnetic field. The outer radiation belt

above L ≳ 3 consists mostly of energetic electrons from a few

hundred keVs up to ultra-relativistic energies. The behavior of

energetic electrons is affected by multiple different waves modes

that are present in the inner magnetosphere (e.g., Baker et al.,

2019). The main source of the medium energy electrons (tens to

hundreds of keVs) are injections from the Earth’s magnetotail

during substorms (e.g., Jaynes et al., 2015a). The substorm

activity in the magnetotail is captured well by the auroral

electrojet (AE) index (e.g., Newell and Gjerloev, 2011). AE

index measures the total electrojet activity at the auroral

latitudes. It is calculated from magnetometer stations located

under the auroral oval as a difference between the AU and AL

indices (AE = AU-AL), which are measures of the maximum

magnetic field perturbation caused by the strongest eastward and

westward currents of the auroral oval, respectively (Davis and

Sugiura, 1966). AE index below 300 nT indicates quiet time

conditions, during medium activity AE index is 300–1500 nT

and AE index increases over 1500 nT during intense AE activity.

In a recent statistical study, Nesse Tyssøy et al. (2021)

demonstrated that AE index is a good proxy for the

precipitation of the medium energy electrons (≥ 30 keV).
Whistler-mode chorus waves have been found to act as both

loss and acceleration mechanism of the radiation belt electrons

(e.g., Kennel and Petschek, 1966; Reeves et al., 2003; Thorne et al.,

2013; Artemyev et al., 2014; Li et al., 2014). Chorus waves are

driven by the anisotropic distribution function of the electrons

injected from the plasma sheet during a substorm process and

they are mainly observed on dawn side from midnight to noon

(e.g., Meredith et al., 2020). They are right-hand polarized waves

that are observed usually in two frequency bands: lower-band

chorus waves with frequencies 0.1–0.5 fce and upper-band chorus

waves with frequencies 0.5–0.8 fce, where fce is the equatorial

electron cyclotron frequency. The cyclotron resonant

interactions between the radiation belt electrons and the

chorus waves may progressively accelerate lower energy

electrons to high energies up to MeVs (e.g., Jaynes et al.,

2015b). The chorus wave generation, growth and subsequent

wave-particle interactions can also scatter electrons of keVs to

hundreds of keVs into the loss cone causing them to precipitate

to the upper atmosphere causing both the diffuse (e.g. Thorne

et al., 2010; Ni et al., 2016) and pulsating (Nishimura et al., 2010;

Kasahara et al., 2018) aurora. Lam et al. (2010) conducted a

correlation analysis between the precipitating > 30 keV electron

fluxes and bounce averaged pitch angle diffusion coefficients for

lower-band chorus during strong geomagnetic activity (AE

> 300 nT). They found high linear Pearson correlation

coefficients (> 0.8) at morning hours and at larger L-shells

(L > 5.1). The upper-band chorus waves have been found to

cause the resonant scattering of < 5 keV electrons whereas for

higher energy electrons (30–100 keV) the lower-band chorus

waves are the dominant scattering process especially near the

edge of the loss cone (e.g., Ni et al., 2008).

The electron population in the outer radiation belt is also

affected by ultra low frequency (ULF) waves in the Pc4

(6.7–22 mHz corresponding to period of 45–150 s) and Pc5

(1.7–6.7 mHz corresponding to period of 150–600 s) range

(e.g., Elkington et al., 2003; Shprits et al., 2008; Mann et al.,

2013, 2016; Zong et al., 2017). These waves can be generated

externally by the solar wind-magnetosphere interactions (e.g.,

Kepko and Spence, 2003; Rae et al., 2005; Claudepierre et al.,

2008, 2010; Zhang et al., 2010; Hwang and Sibeck, 2016; Wang

et al., 2017) or internally by the drift-bounce resonance, which

can be driven by ions injected from the magnetotail during

substorms (e.g. Chen and Hasegawa, 1991; Zolotukhina et al.,

2008; James et al., 2016; Yamakawa et al., 2019). Pc5 ULF waves

can be divided to toroidal and poloidal modes (or combinations

of both modes), based on the direction of magnetic field

fluctuations. Magnetic field fluctuations of the toroidal mode

oscillate in the azimuthal direction and poloidal mode is observed

in the radial magnetic field component (Hudson et al., 2004). The

toroidal ULF mode can reach the ground magnetometers but the

poloidal mode can only be observed from the spacecraft

observations (Shi et al., 2018). ULF waves can accelerate

radiation belt electrons via drift resonance causing radial

diffusion (e.g., Elkington et al., 1999; Elkington et al., 2003)

and can increase the energetic electron flux up to an order of

magnitude (Su et al., 2015).

Previous studies have demonstrated that the statistical

dependence between the solar wind and the radiation belts

and their electrons in the inner magnetosphere can be non-

linear in nature (e.g., Reeves et al., 2011; Kellerman and Shprits,

2012; Wing et al., 2016, 2021; Simms et al., 2021). For example,

the combined simultaneous or subsequent interaction of

different wave modes with the radiation belt electrons can be

non-linear (Simms et al., 2018, 2021). However, commonly used

Pearson correlation coefficient only measures the linear

dependencies and does not unveil the possible non-linear

correlations. Information theory techniques such as mutual

information can be used to reveal non-linear dependencies

(e.g. Johnson and Wing, 2005; Wing et al., 2016; Cameron

et al., 2019; Wing et al., 2021; Osmane et al., 2022). These

techniques have been previously used in space plasma physics

to study e.g., geoeffectiveness of solar wind shocks with different

front orientations (Cameron et al., 2019), solar wind drivers of

radiation belt electron fluxes (Wing et al., 2016, 2021) and how

geostationary seed and relativistic electron fluxes correlate with

the ULF waves (Osmane et al., 2022).

In this paper, we utilize mutual information from

information theory to quantify the non-linear correlation

coefficient and compare it with the linear Pearson correlation

coefficient between substorm activity indicated by the AE index
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and global Pc5 ULF wave power and AE index and precipitating

medium energy electrons at L-shells from 5 to 7. We compare

results from years 2004 and 2007, representing geomagnetically

more active and less active years, respectively. The correlation

analysis between the AE index and geosynchronous and

groundbased Pc5 ULF wave indices indicate low non-linearity.

FIGURE 1
Overview of the solar wind parameters, IMF north-south component Bz, number density n, solar wind speed, dynamic pressure pdyn and AE
index from 2004 (A–E) and 2007 (F–J).
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We investigate the correlation between the AE index and electron

precipitation separately for three different energy ranges of the

medium energy electrons (30–100 keV, 100–300 keV and

> 300 keV) and from four MLT sectors (0–6, 6–12, 12–18,

18–24). This paper is organized as follows. The data and the

methods used in this study are described in Section 2, the results

are presented in Section 3, and discussed in Section 4.

2 Data and methods

2.1 Solar wind and geomagnetic activity

The solar wind plasma parameters, the interplanetary magnetic

field (IMF), and the auroral electrojet index (AE) are obtained from

the NASA OMNIWeb (https://omniweb.gsfc.nasa.gov). Solar wind

OMNI data (plotted in Figure 1) is propagated to the Earth’s bow

shock. We use OMNI data with 1 min resolution and calculate the

hourly maximum for the AE index, AEmax, which is used in the

mutual information and correlation calculations, because we are

interested in the impact of the peak geomagnetic activity. The

correlation coefficient and mutual information with different

time offsets behaves very similarly for both the hourly maximum

and hourly mean of the AE index but the latter yields slightly lower

values.

2.2 Wave activity

ULF wave indices, Tgeo and Tgr, are 1 h resolution

measurements of the total spectral power of the magnetic field

fluctuations from geosynchronous and ground based

observations, respectively, in the 2–7 mHz frequency band

obtained from the data archive: http://ulf.gcras.ru/archive.html

(Kozyreva et al., 2007). The ground based ULF wave index Tgr is

obtained from ground-based magnetometers at 60°–70° latitude

from the Northern hemisphere. The geosynchronous Tgeo is

calculated using the data from GOES spacecraft that are

located on the geosynchronous orbit at 6.6 RE on the

equatorial plane. The ULF wave indices used in this study are

defined as logarithm in base 10 of the total spectral power.

2.3 Precipitating electrons

Electron precipitation data is obtained from polar-orbiting

low-altitude Polar Operational Environmental Satellite (POES).

The Medium Energy Proton and Electron Detector (MEPED)

instrument of the Space Environment Monitor (SEM-2) Suite on

board POES spacecraft (NOAA-15, NOAA-16, NOAA-17,

NOAA-18 and MetOp-02) measures electrons with 0° and 90°

telescopes. At higher latitudes, where the magnetic field lines are

almost radial, the 0° telescope measures primarily the electrons in

the loss cone while 90° measures the trapped electron population,

but it can flip to opposite at the lower latitudes (Asikainen and

Mursula, 2013). The angle of view of both telescopes is 30° and

they measure electrons in the energy channels > 30 keV,

> 100 keV, > 300 keV. The proton contamination and other

instrumental problems affecting the POES measurements (see

e.g. Rodger et al., 2013) have been corrected from the POES data

used in this study (Asikainen and Mursula, 2013; Asikainen,

2017). We want to focus on the region of the outer radiation belt

outside the plasmapause, therefore, we use electron precipitation

observations at the L shells from 5 to 7 and all MLTs divided into

four sectors (0–6, 6–12, 12–18, 18–24 MLT).

At high latitudes local bounce loss cone is usually larger than

the field of view of the POES telescopes, and thus the 0° telescope

underestimates the precipitating electrons, while at the higher

latitudes the 90° telescope observes part of the precipitating flux

(e.g., Hargreaves et al., 2010; Rodger et al., 2013). Therefore we

estimate the precipitating flux, Jprecip, as geometric mean between

the parallel and perpendicular fluxes, J0 and J90, respectively,

following the approach used by Hargreaves et al. (2010), Rodger

et al. (2013), George et al. (2020), and Nesse Tyssøy et al. (2022):

Jprecip � ������
J0 · J90

√
. (1)

We note that some amount of trapped population seen

by 90° telescope of POES spacecraft is always included in the

estimated Jprecip, which could cause underestimation of the

total precipitated flux during time periods when the trapped

electron flux is low and precipitated flux is high as well as

overestimation of the total flux during times of high trapped

flux. Nevertheless, this approach will provide much better

estimation for the qualitative analysis of the electron

precipitation in this study compared to using only the 0°

telescope measurements. To calculate the estimated

precipitation separately for each energy range

30–100 keV, 100–300 keV, and > 300 keV, we first

subtract the higher energy range channel from the lower

ones (i.e. to get the 30–100 keV electrons the channel > 100
keV is subtracted from channel > 30 keV) before calculating
Jprecip.

2.4 Mutual information

Pearson correlation coefficient only measures linear correlation

between two quantities and does not detect the relationships that are

non-linear in nature. A useful measure that also considers non-

linear relationships is Mutual Information (MI) from information

theory (e.g. Li, 1990; Cover and Thomas, 2006). It quantifies the

amount of information that random variables X and Y share. The

method is described more in detail by Osmane et al. (2022) but it is

presented briefly below. Entropy,H, is commonly used as ameasure

of the uncertainty, which for each variable can be defined as
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H X( ) � − ∑
x∈X

p x( )logp x( ); H Y( ) � −∑
y∈Y

p y( )logp y( )
(2)

where p(x) and p(y) refer to probability mass functions of

variables X and Y, respectively. The joint entropy of the two

variables is

H X,Y( ) � −∑
x,y

p x, y( )log p x, y( )( ) (3)

The mutual informationMI between two variables X and Y is

defined as:

MI X,Y( ) � H X( ) +H Y( ) −H X,Y( )
� ∑

y∈Y
∑
x∈X

p x, y( )log2 p x, y( )
p x( )p y( )( ), (4)

where p (x, y) is the joint probability mass function of X and Y.

Mutual information is invariant with respect to

reparametrization of the variables, i.e., MI(X, Y) = MI(X′, Y′)
for homeomorphisms X′ = F(X) and Y′ = G(Y) (Kraskov et al.,

2004). This means, for example, that the value of mutual

information is same for MI(X, Y) and MI(log X, log Y).

Mutual information contains both linear and non-linear

information from the relation between two variables. In a case

where the two variables have normal distributions and the joint

distribution is a bivariate normal, MI can be compared to the

linear correlation coefficient, ρ, through:

MI � −1
2
log 1 − ρ2( ), (5)

giving an estimation for the information adjusted correlation for

the certain value of MI:

ρadj �
��������
1 − 2−2MI

√
, (6)

which can be applied for any joint distribution of two variables.

Information adjusted correlation coefficient, ρadj, can be

compared with the Pearson correlation coefficient to give an

estimation if the Pearson correlation has underestimated the

dependence of the two variables due to existing non-linearities.

In this study, we quantify the non-linearity as:

1 − |ρP|
ρadj

. (7)

If the information adjusted correlation is larger than the linear

Pearson correlation coefficient, the investigated variables have some

statistically significant non-linear dependencies and the non-

linearity term becomes larger. In the case of the information

adjusted correlation being comparable to the Pearson correlation,

the non-linear dependencies are not significant or they are not

present and the non-linearity is close to zero.

We follow the same procedure to calculate the MI for two

variables as Osmane et al. (2022) by binning the data sets used

using Freedman-Diaconis rule (Freedman and Diaconis,

1981). This method discretizes the variables, which leads to

biases in the in the estimation of the MI that depend on the

total number of the measurement points (N) and the statistical

dependence between the two variables studied. To estimate an

error for the mutual information caused by the discretization

of the variables, we calculate so called zero baseline level

similarly as described by Osmane et al. (2022). This is done

by calculating the mutual information for 200 shuffles of the

data sets for each time lag and calculating its standard

deviation σMI. In Figure 2 and 4 the baseline is shown as

the orange line and the shaded area is 3σMI. We estimate the

error of the ρadj by calculating error propagation using

Equation 6, where we use ΔMI = 3σMI. For the Pearson

correlation coefficient we estimate the error by calculating

the correlation coefficient for 200 shuffles of the two data sets,

and the error is three times the standard deviation of the result

(ΔρP = 3σP).

Mutual information is an integrated measure over how

connected two variables are. In order to investigate how the

certain values of the two variables are connected, a pointwise

mutual information can be used. Definition of pointwise mutual

information (PMI) is

PMI x, y( ) � log2
p x, y( )

p x( )p y( )( ). (8)

PMI can be used to investigate if a pair of x and y values occur

together more often than would be expected from two

independent distributions. The parameter would be zero for

all x and y if X and Y were independent. PMI for some pair

of x and y tells that they occur together 2PMI times more/less often

than they would for independent distributions (e.g., Cameron

et al., 2019). For example, PMI> 1 tells that the pair of observed x

and y occurs more than twice as often (> 21) as would be

expected from independent variables. Similarly PMI< − 1

means that the observed pair of x and y occurred less than

half as frequently (< 2−1) than they would have occurred for

independent variables.

3 Results

We compare data from two different years: year 2004 that

coincides with early declining phase of Solar Cycle 23 and year

2007 that coincides with the late declining phase of the cycle

23. Figure 1 shows the solar wind conditions and geomagnetic

activity from both years from the OMNI data base with 1 min

resolution. Year 2004 features a few periods of particularly

intense AE activity (AE > 1500 nT) associated to strong

Earth-impacting interplanetary coronal mass ejections

(ICMEs; e.g., Kilpua et al., 2017), but overall both years

have frequent medium and intense level AE activity (AE

~ 500 − 1500 nT). During the year 2004, however, AE
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activity seems more continuous while in 2007 it increases and

wanes periodically. This likely reflects that in 2007 the clear

majority of geomagnetically active periods were related to

stream interaction regions (SIRs) and high speed solar wind

streams (HSS), while ICMEs had a significant contribution in

2004 (Asikainen and Ruopsa, 2016). The Richardson and Cane

ICME list (http://www.srl.caltech.edu/ACE/ASC/DATA/

level3/icmetable2.htm) reports 20 ICMEs in the near-Earth

solar wind in 2004, while in 2007 only 2 ICMEs were

identified. It is also interesting to note that in 2007 there

were frequent high dynamics pressure intervals, presumably

related to compression at SIRs.

3.1 Geomagnetic activity vs. ULF wave
activity

As an indicator of the geomagnetic activity we use the hourly

maximum of the AE index (AEmax). Because it can vary multiple

orders of magnitude, we use logarithm of the AE index

(log10AEmax) in the mutual information and correlation

coefficient calculations. Figure 2 shows the results of the

correlation analysis calculated with different time offsets (τ)

ranging from −96 to +96 h for both years. We calculate the

MI (blue dots) and ρP (black dots) between the AE index andULF

wave activity, [log10AEmax(t), Tgeo∕gr (t + τ)]. Positive time offset

indicates that the changes in AE index precede the ULF wave

power, whereas negative time offset would imply the opposite

(i.e., corresponding changes observed in AE index at time twould

be observed in ULF wave index at time t + τ for positive time

offset and t − |τ| for negative τ).

Figure 2 shows that the mutual information and Pearson

correlation peak with zero time offset (τmax = 0) for

[log10AEmax(t), Tgeo∕gr (t + τ)] in case of both the

geosynchronous and ground based ULF wave indices. The

time offset of the maximum value of the mutual information

τmax, maximum mutual information MI, the information

adjusted correlation ρadj (calculated from the mutual

information using Equation 6), and the corresponding

Pearson correlation coefficient ρP are listed in Table 1. The

information adjusted correlation is slightly higher than the

Pearson correlation for all investigated cases suggesting some

non-linear dependencies between AE and ULF wave activity.

For 2004 the Pearson correlation and information adjusted

correlation are the same for both geosynchronous and ground

based ULF wave indices. For 2007 the Pearson correlation is

also within the error limits for both ULF indices and the

difference in the information adjusted correlation is not

FIGURE 2
Calculation of the MI and Pearson correlation coefficient for [log10AEmax(t), Tgeo (t + τ)] and [log10AEmax(t), Tgr (t + τ)], where τ varies between ±
96 h. Tgeo and Tgr are the global ULF indices for geosynchronous and ground-based observations, respectively. Panels (A) and (B) show results from
year 2004 and panels (C) and (D) show results from 2007. The blue dots show the calculatedMI and black dots indicate the linear Pearson correlation
coefficient. The positive time offset indicates that AE index would precede the ULF wave indices and the negative time offset indicates the
opposite. The orange line indicates the zero baseline.
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significant. We calculate the non-linearity defined by Equation

7. There are no significant differences in the non-linearity

between the geomagnetically more (2004) and less (2007)

active years and the geosyncrhonous and ground based ULF

wave indices.

Figure 3 shows the map of the pointwise mutual information

(PMI) calculated for the zero time offset, i.e., when the mutual

information and Pearson correlation peak (Figure 2). The color

scale of the PMI map is saturated at values ≤ −1 and ≥ 1, to
highlight the areas where the log10AEmax and the ULF indices

occur 2 times less/more frequently (2PMI) than would be expected

from independent variables. Overall, the maps look similar for

both geosynchronous and groundbased ULF indices (left and

right column, respectively) and years (top row 2004 and bottom

row 2007). A few stronger geomagnetic storms occurred in

2004 and, therefore, AE index and also the ULF wave indices

reach higher values in 2004 than in 2007. The lowest ULF wave

activity (< − 0.5 for Tgeo and < 1.0 for Tgr) always occurs with

the log10AEmax < 2 (AEmax < 100 nT). The PMI map also shows

the general positive correlation between AE index and the ULF

wave indices. High ULF wave activity rarely occurs with low AE

index, and the ULF wave power is always elevated during intense

AE activity. The largest ULF wave index values can occur over

broad range of AE activity, also during the times of relatively

weak AE activity (log10AEmax ~ 2.7 i.e. AEmax ~ 500 nT). These

are likely caused by periods of increased dynamic pressure or

high solar wind speed during northward IMF that can generate

ULF wave activity as mentioned in the Introduction.

TABLE 1 Maximum value of the Mutual Information at time offset τmax, the corresponding information adjusted correlation, ρadj, and Pearson
correlation coefficient, ρP, with the time offset τmax for [log10AEmax(t), Tgeo (t + τ)] and [log10AEmax(t), Tgr (t + τ)].

Year T τmax(h) MI ρadj ρP 1 − |ρP|/ρadj

2004 Tgeo 0 0.65 ± 0.01 0.770 ± 0.004 0.72 ± 0.03 0.06

2004 Tgr 0 0.65 ± 0.01 0.770 ± 0.005 0.72 ± 0.03 0.06

2007 Tgeo 0 0.58 ± 0.01 0.742 ± 0.005 0.70 ± 0.04 0.06

2007 Tgr 0 0.60 ± 0.01 0.753 ± 0.004 0.72 ± 0.03 0.05

FIGURE 3
PMI map of the log10AEmax and the geosynchronous ULF wave index Tgeo and ground based Tgr, in panels (A) and (B) from year 2004 and panels
(C) and (D) from year 2007. The color scale is saturated at values > 1 and < − 1, to highlight the areas where the log10AEmax and Tgeo∕gr occur more
than twice or less than half as frequently (2PMI) as would be expected if the variables were independent.
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3.2 Geomagnetic activity vs. electron
precipitation

Next, we investigate the relationship between the AE index

and electron precipitation. We calculate MI and Pearson

correlation coefficient for the logarithm of hourly maximum

value of AE ([log10 AEmax(t), log10 (Jprecip) (t + τ)], separately for

three different energy ranges (30–100 keV, 100–300 keV and

> 300 keV) and for four different MLT sections (0–6, 6–12,

12–18, 18–24 MLT). We use the logarithm of the Jprecip
because it can vary over five orders of magnitude during the

observed time period. Figure 4 shows the mutual information

(blue dots) and Pearson correlation coefficient (black) with

different time offsets ranging from ±96 h from year 2004 (as

in Figure 2). Columns show the different MLT regions and rows

corresponds to the different energy ranges. Positive time offset

again indicates that the changes in AE precede the precipitation

and negative would imply the opposite. Figure 4 shows that

electron precipitation in the 30–100 keV range has a clear peak in

both mutual information and Pearson correlations at all MLT

sectors. In the dawn sector the peak is quite narrow, but the peak

spreads and has lower correlation values in the dusk sector. The

tails at positive time lags are more pronounced showing that

variations in AE precede variation in electron precipitation, as

expected. Results from 2007 overall show similar behaviour (see

Supplementary Figure S1).

For both years investigated, τmax, maximum MI, the

information adjusted correlation ρadj (calculated using Eq. 6)

and corresponding ρP are listed in Table 2 and illustrated in

Figure 5 as a function of MLT sector. The y-axis of the panels on

the top row show the correlation coefficient and the bottom panel

shows the non-linearity (Equation 7). For both 2004 and 2007,

ρadj and ρP are considerably higher in the dawn side (0–6 and

6–12 MLT regions) than during the dusk hours (12–18 MLT and

18–24 MLT). The Pearson correlation coefficient decreases more

when moving from early morning to evening MLTs than the

information corrected correlation and, therefore, the non-

linearity (Equation 7) is larger at dusk hours than at dawn

hours as can be seen in the bottom panel of Figure 5. This

indicates that the relationship between the AE index and

precipitation of 30–100 keV electrons is more non-linear in

the dusk side of the magnetosphere than at dawn. It is also

interesting to note that the time lag of the maximum adjusted

correlation increases with MLT. The lag is 0 at 0–6 MLT section,

1 h at 6–12 MLT and finally 2 h in the dusk corresponding to the

eastward drift period of ~30 keV equatorial electrons. The

FIGURE 4
Calculation of the MI (blue) and Pearson correlation coefficient (black) between log10AEmax and log10 (J30−100) (top row), log10 (J100−300) (middle
row), and log10 (J>300) (bottom row) from 2004with different time offsets [log10AEmax(t), log10(J) (t+ τ)]. Columns show the results from different MLT
regions. The orange line is the zero baseline.
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information adjusted correlation has similar values for both

2004 and 2007, while the Pearson correlation is higher and

therefore, non-linearity is smaller for the geomagnetically less

active year 2007.

The correlation analysis of the precipitation of 100–300 keV

electrons (see Table 2 and Figures 4, 5) shows similar behavior as

the results for the 30–100 keV electrons discussed above. Both

non-linear and Pearson correlation peak at 6–12 MLT region,

and the Pearson correlation is smaller on the dusk side of the

magnetosphere than in the dawn. The ρadj values are overall

slightly lower for the 100–300 keV electrons than for the

30–100 keV electrons. The non-linearity behaves also quite

similarly for the 100–300 keV electrons as for the 30–100 keV

electrons, except in the dusk the drop in the Pearson correlation

is more significant and therefore the increase in the non-linearity

from dawn to dusk is larger.

Finally, the results clearly show that for the highest energy

electrons (> 300 keV), the correlation of the AE index and

electron precipitation behave differently from the precipitation

of the lower energy electrons. The information adjusted

correlation remains between 0.60 and 0.67 for all MLTs. The

absolute value of the Pearson correlation is low (< 0.3) and it

changes sign with different time offsets as can be seen on the

bottom row of Figure 4 and from Table 2. In some cases the

Pearson correlation coefficient and MI peak with different time

offsets (τmax indicates the maximum MI), however, the Pearson

correlation coefficient indicates low correlation at all time offsets

between the AE index and the higher energy electrons (Figure 4).

The PMI maps for AE index and electron precipitation at

different energy ranges and MLT regions from year 2004 are

shown in Figure 6 (from 2007 see Supplementary Figure S2). The

maps are constructed using the time offset of maximumMI (τmax

TABLE 2 Maximum value of the Mutual Information at time offset τmax, the information adjusted correlation, ρadj, and Pearson correlation coefficient
ρP, for AE index and electron precipitation in three different energy ranges [log10AEmax(t), log10 (Jprecip) (t + τ)]. The value in the parenthesis in τmax

column indicate if the maximum of the ρP occur at different τ than maximum of the MI at τmax, the corresponding ρP is given in the parenthesis in the
sixth column.

Year MLT τmax (h) MI ρadj ρP 1 − |ρP|/ρadj

30–100 keV

2004 0–6 0 0.81 ± 0.01 0.821 ± 0.003 0.78 ± 0.03 0.05

2004 6–12 1 0.86 ± 0.01 0.834 ± 0.003 0.80 ± 0.03 0.04

2004 12–18 2 0.46 ± 0.01 0.689 ± 0.007 0.60 ± 0.03 0.13

2004 18–24 2 0.47 ± 0.01 0.691 ± 0.008 0.57 ± 0.03 0.18

2007 0–6 0 0.91 ± 0.01 0.847 ± 0.003 0.83 ± 0.03 0.02

2007 6–12 1 0.84 ± 0.01 0.830 ± 0.003 0.81 ± 0.03 0.02

2007 12–18 2 0.61 ± 0.01 0.754 ± 0.004 0.72 ± 0.03 0.05

2007 18–24 2 0.45 ± 0.01 0.678 ± 0.006 0.59 ± 0.03 0.13

100–300 keV

2004 0–6 0 0.49 ± 0.01 0.700 ± 0.006 0.59 ± 0.03 0.16

2004 6–12 1 0.69 ± 0.01 0.785 ± 0.004 0.72 ± 0.03 0.08

2004 12–18 2 0.42 ± 0.01 0.662 ± 0.007 0.48 ± 0.03 0.24

2004 18–24 2 (3) 0.31 ± 0.01 0.591 ± 0.009 0.33 (0.34) ± 0.04 0.44

2007 0–6 0 0.63 ± 0.01 0.761 ± 0.004 0.71 ± 0.03 0.07

2007 6–12 1 0.68 ± 0.01 0.781 ± 0.004 0.73 ± 0.03 0.07

2007 12–18 2 0.51 ± 0.01 0.713 ± 0.005 0.63 ± 0.03 0.12

2007 18–24 2 (15) 0.350 ± 0.01 0.620 ± 0.008 0.46 (0.49) ± 0.03 0.26

> 300 keV

2004 0–6 0 (45) 0.24 ± 0.01 0.534 ± 0.01 0.09 (0.18) ± 0.04 0.83

2004 6–12 0 (27) 0.35 ± 0.01 0.618 ± 0.006 0.22 (0.25) ± 0.03 0.64

2004 12–18 0 0.30 ± 0.01 0.58 ± 0.01 −0.25 ± 0.03 0.57

2004 18–24 0 (75) 0.28 ± 0.01 0.567 ± 0.01 −0.13 (0.17) ± 0.03 0.77

2007 0–6 69 0.25 ± 0.01 0.54 ± 0.01 0.31 ± 0.03 0.42

2007 6–12 76 (51) 0.28 ± 0.01 0.57 ± 0.01 0.33 (0.35) ± 0.03 0.42

2007 12–18 83 0.29 ± 0.01 0.58 ± 0.01 0.36 ± 0.03 0.38

2007 18–24 -1 (86) 0.29 ± 0.01 0.57 ± 0.01 −0.11 (0.25) ± 0.04 0.81
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FIGURE 5
Top row shows information adjusted correlation and Pearson correlation coefficient between AE index and 30–100 keV precipitation (left
column), 100–300 keV precipitation (middle column), and >300 keV precipitation (right). The bottom row shows the non-linearity (1 − |ρP|/ρadj) for
each evaluated energy range. The darker colored data points indicate ρP and lighter color ρadj. Circles indicate results from 2004 and diamonds from
2007.

FIGURE 6
PMI map of log10AEmax and log10 (J30−100) (top row), log10 (J100−300) (middle row), and log10 (J>300) (bottom row) from 2004. The columns show
results from different MLT regions. Each panel is plotted with the time offset τmax indicated in Table 2. The color scale is saturated at values > 1 and
< − 1, to highlight the areas where the log10AEmax and log10 (Jprecip) occur more than twice or less than half as frequently (2PMI) as would be expected
if the variables were independent.
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in Table 2) for the [log10AEmax(t), log J30−100keV (t + τmax)].

Again, the dark red (blue) regions show where the PMI ≥ 1

(≤ − 1), meaning that the pair of values occurs more than twice

(less than half) as often together as would be expected from

independent variables. These PMI maps show the change in the

correlation between the AE index and the precipitating electron

flux from dawn hours (0–12 MLT) to the dusk hours

(12–24 MLT) and with increasing energy. For both

30–100 keV and 100–300 keV electrons the logarithm of the

precipitating electron flux log (Jprecip) remains below 4 during

the quiet geomagnetic activity (i.e., AEmax < 300 nT) showing

that there is no strong precipitation at geomagnetically quiet

times. Strong precipitation (log (Jprecip) > 5) can occur with wide

range of AE values during medium and high activity (AEmax >
300 nT). The PMI map for > 300 keV electrons show no linear

correlation. During quiet times (AEmax < 300 nT) the PMI is

positive around log (Jprecip) ≈ 3 but at those flux values the PMI

becomes negative with increasing AE index. The lower (log

(Jprecip) < 2.5) and higher (log (Jprecip) > 3.5) fluxes occur

more likely during increased geomagnetic activity instead.

This might suggest that during increased geomagnetic activity

the flux of higher energy electrons can get either increased or

depleted. This could happen also in a few cases for the

100–300 keV electrons in the dusk (12–18 and 18–24 MLT

sections), where PMI gets positive values also for low

precipitating electron fluxes (log (Jprecip) ≈ 2) during medium

geomagnetic activity.

4 Discussion and conclusions

In this paper, we used mutual information from information

theory to study the linear and non-linear dependencies between

the AE index as the indicator of the level of geomagnetic activity,

Pc5 ULF wave activity given by the global ULF wave index and

electron precipitation. We evaluate the correlations for the AE

index and electron precipitation separately for three different

medium energy ranges (30–100 keV, 100–300 keV, and

> 300 keV) and for four MLT regions (0–6, 6–12, 12–18,

18–24). We compared the results from two full years

2004 and 2007 representing geomagnetically more active and

more quiet years, respectively. We used the logarithm of the

hourly maximum of the AE index for the mutual information

and the Pearson correlation coefficient calculation. We note that

the calculated electron precipitation is just estimation of the total

precipitated flux that could be overestimated during periods of

high trapped flux and underestimated during time periods of low

trapped flux but high precipitated flux.

Radiation belt electrons at medium energies from tens to a

few hundreds of keVs that are injected from the magnetotail

during substorms are typically called source electrons as they act

as the source of the whistler mode chorus waves. Previous studies

have shown that both the precipitating and trapped electrons

within this energy range in the outer radiation belts are well

correlated with the AE index (e.g. Katsavrias et al., 2021; Nesse

Tyssøy et al., 2021). Our results are consistent with the previous

studies and show that both the mutual information and Pearson

correlation coefficient between AE index and electron

precipitation in the energy ranges 30–100 keV and

100–300 keV indicate strong linear correlation (ρP > 0.78) on

the dawn side of the magnetosphere. A recent statistical analysis

over a full solar cycle of daily averaged data by Nesse Tyssøy et al.

(2021) showed that the AE index is a good proxy for the

precipitation of ≥ 30keV energy electrons. The authors used

electron precipitation from NOAA/POES at three energy

ranges (> 43 keV, > 114 keV and > 292 keV), and found that

the electrons from the lowest of these energy ranges respond to

the AE fastest and the correlation is largest, while the correlation

decreases and the time lag increases with increasing energy of the

precipitating electrons being 2 days for the > 292 keV electrons.

This is consistent especially with year 2007 (see Table 2;

Supplementary), where the non-linear and linear correlation

increases with larger time offsets especially at MLT sectors

6–12 and 12–18.

The drift period of equatorial electrons within the

30–100 keV energy range at L shells 5 to 7 varies between

1 and 5 h. These times correspond well with the increasing

time lag of the maximum information adjusted correlation

between the AE index and the electron precipitation. At MLTs

0–6 the correlation peaks within the first hour (0 time lag). As

the electrons drift eastward the MI peaks with one hour time

lag at the MLT 6–12 and in the dusk side of the magnetosphere

the time lag is two hours. As the electrons drift they excite

chorus waves. This generation process itself causes

precipitation of source energy electrons and the chorus

waves also start interacting and causing precipitation of

seed energy (~ 300 − 700 keV) electrons. The time lags for

the peak mutual information between AE and higher energy

electrons ( > 300 keV) occur at zero time offset for 2004 and

multiple days for 2007 (Table 2). The linear correlation

coefficients peak with couple of days delay also for 2004,

although the Pearson correlation values indicate no

significant ( ≤ 0.3 for 2004) or low correlation ( ≤ 0.36 for

2007). These results could reflect the dominance of

precipitating of seed energy electrons that start immediately

as the chorus waves are generated. The effect progresses

gradually to higher energies (e.g., Jaynes et al., 2015b).

We find that the linear Pearson correlation between the AE

index and electron precipitation in the energy range from

30–300 keV decrease from dawn to dusk, while the decrease

in the mutual information (and the information adjusted

correlation) is relatively smaller with MLT compared to the

Pearson correlation. Our results, therefore, indicate that the

linear statistical dependence between the AE index and

precipitating electrons is stronger at MLTs< 12, while

relationship appears to be more non-linear from noon to
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evening sector (MLT> 12). Previous studies have shown that the

chorus wave activity driven by the source electrons injected from

the magnetotail during the substorm activity have been found to

correlate well with the precipitation of the 30–100 keV electrons

outside the plasmapause (e.g., Lam et al., 2010; Chen et al., 2014).

Chorus waves are mainly exited between 0–12 MLT (e.g.,

Meredith et al., 2020), therefore, it is likely that they are the

main cause of the high linear correlation observed between AE

index and 30–300 keV electron precipitation at dawn. The cause

of the persisting non-linear relationship between AE index and

the precipitating electrons at dusk may be related to excitation of

multiple different wave modes and their combined effect of

scattering the electrons to the loss cone. In the dusk, the

EMIC waves are the dominating cause of the precipitation of

the MeV electrons, but they have been found to be responsible

also of precipitation of sub-MeV electrons down to ~ 100 keV

(e.g., Blum et al., 2019; Hendry et al., 2019). Other possible wave

modes that are known to precipitate electrons from a few tens to a

few hundred keV range at dusk are magnetosonic mode (e.g., Ma

et al., 2016) and hiss (inside the plasmasphere) (e.g., Ma et al.,

2021). Another factor causing larger non-linearity in the dusk

may be the related to the changes and asymmetries of the electron

convection and drift trajectories. Some electrons that drift

around the Earth might get lost from the radiation belts

before they reach the dusk side or they may end up outside

the L shell range investigated in this study.

The Pearson correlation coefficient between the AE index

and the electron precipitation at energies 30–100 keV and

100–300 keV is lower for geomagnetically more active year

2004 than for a quieter year 2007 within all other MLT

sectors except 6–12, where the high correlation between AE

index and electron precipitation is maintained for different solar

cycle phases even when typical drivers of geomagnetic activity are

different. The difference in the information adjusted correlation

between the 2 years is smaller than difference in the linear

correlations. In 2004 significant part of the observed

geomagnetic activity is driven by ICMEs while in 2007 the

activity is mainly caused by SIRs and HSSs (e.g. Asikainen

and Ruopsa, 2016; Kilpua et al., 2017). Previous studies have

shown that the geomagnetic activity driven by ICMEs is different

from HSS driven activity (e.g., Holappa et al., 2014; Asikainen

and Ruopsa, 2016). ICMEs are responsible for driving intense

geomagnetic storm and the magnetospheric response can vary

depending on the properties of the ICMEs (e.g., Borovsky and

Denton, 2006), while the substorm process is mainly driven by

HHSs (e.g., Tanskanen et al., 2005). Therefore, our results

indicate that during geomagnetic activity driven by SIRs and

HSSs, the dependency between the AE index and electron

precipitation remains more linear while the ICME driven

activity cause the response of the inner magnetospheric

processes leading to particle precipitation on the dusk side to

become more non-linear because ICMEs cause strong and rapid

changes in the inner magnetosphere that could vary significantly

depending on the properties of the ICMEs.

The non-linearity of the correlation between the AE index

and the global ULF wave indices is small for both

geosynchronous and groundbased indices. The Pearson

correlation coefficient is a little bit smaller than the

information adjusted correlation suggesting that some non-

linearities could be present but they are not very significant.

The correlation coefficients between the AE index and the

global ULF wave indices do not show significant difference

between the 2 years studied. The information adjusted

correlation is slightly smaller for 2007 than 2004, but the

difference does not impact the non-linearity significantly.

Therefore, the correlation analysis of the AE index and

global Pc5 ULF wave indices suggest that the level of the

non-linearity does not depend on the level of the geomagnetic

activity or its driver (ICMEs in 2004 and SIRs ans HSSs in

2007 as discussed above).

In summary, this study shows that non-linearity of the

correlation between the geomagnetic activity indicated by the

AE index and the precipitation of the medium energy electrons is

dependent on the energy of the electrons and MLT. The non-

linear correlation between the AE index and electrons in the

energy ranges 30–100 keV and 100–300 keV persist at all MLTs

while the significant linear dependence is only present on the pre-

noon hours. The linear correlation between the AE index and

the electron precipitation is also lower during the

geomagnetically more active year when larger portion of the

geomagnetic activity is driven by ICMEs. This suggests that

during the geomagnetic activity driven by ICMEs the

magnetosphere becomes more non-linear or there is a larger

variability between each ICME driven storm compared to SIR

and HSS driven activity. The correlation analysis between the

AE index and ULF Pc5 indices, on the other hand, shows that

the non-linearity between the geomagnetic activity and ULF

Pc5 wave activity is not very high and it is not affected by the

different drivers and intensity of the geomagnetic activity of the

2 years studied.
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ion acoustic waves: Darwin
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We present the results of numerical studies of the whistler wave parametric

decay instability in the system with the suppressed Landau damping of ion

acoustic waves (IAWs) based on the self-consistent Darwin particle-in-cell (PIC)

model. It has been demonstrated that a monochromatic whistler wave

launched along the background magnetic field couples to a counter-

propagating whistler mode and co-propagating ion acoustic mode. The

coupling of the electromagnetic mode to the electrostatic mode is guided

by a ponderomotive force that forms spatio-temporal beat patterns in the

longitudinal electric field generated by the counter-propagating whistler and

the pump whistler wave. The threshold amplitude for the instability is

determined to be δBw/B0 = 0.028 and agrees with a prediction for the ion

decay instability: δBw/B0 = 0.042 based on the linear kinetic damping rates, and

δBw/B0 = 0.030 based on the simulation derived damping rates. Increasing the

amplitude of the pump whistler wave, the secondary and tertiary decay

thresholds are reached, and cascading parametric decay from the daughter

whistler modes is observed. At the largest amplitude (δBw/B0 ~ 0.1) the primary

IAW evolves into a short-lived and highly nonlinear structure. The observed

dependence of the IAW growth rate on the pump wave amplitude agrees with

the expected trend; however, quantitatively, the growth rate of the IAW is larger

than expected from theoretical predictions. We discuss the relevant space

regimes where the instability could be observed and extensions to the

parametric coupling of whistler waves with the electron acoustic wave (EAW).

KEYWORDS

plasma waves parametric decay, nonlinear whistler decay, wave-wave interactions,
whistler waves, ion acoustic waves, self-consistent PIC model
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1 Introduction

Finite-amplitude electromagnetic fluctuations known as

whistler waves are frequently observed in the Earth’s

magnetosphere (Burtis and Helliwell, 1969; Maksimovic et al.,

2001; Cattell et al., 2008) and solar wind (Lacombe et al., 2014;

Tong et al., 2019; Agapitov et al., 2020; Cattell et al., 2021). They

are known to play a significant role in regulating the electron

populations in the radiation belt region (Thorne, 2010),

especially during active periods of geomagnetic activity

(Meredith et al., 2001; Reeves et al., 2013; Mourenas et al.,

2014). In addition to the nonlinear interactions between the

whistler waves and resonant electrons in this space plasma

environment (Agapitov et al., 2015a), these waves contribute

to heating and acceleration processes in the solar wind (Vocks

et al., 2005) and magnetosheath regions (Huang et al., 2018). The

nonlinear resonant wave-particle interaction manifests itself as

the frequency chirping phenomena in the whistler mode chorus

waves (Omura et al., 2008; Gao et al., 2014). Multiband chorus

waves have been detected by the THEMIS satellites and nonlinear

wave-wave coupling mechanisms have been proposed as a

potential generation mechanism for this observation (Gao

et al., 2016), and more recently, the origin of the chorus

emission period has been linked to the drift velocity of

energetic electrons (Gao et al., 2022). Furthermore, an analysis

of waveforms from the Van Allen Probes has revealed possible

parametric coupling between whistler waves and electron

acoustic modes (Agapitov et al., 2015b).

Under certain conditions, large amplitude monochromatic

plasma waves are nonlinearly unstable and can decay into other

types of fluctuations. One such nonlinear process is the

parametric decay instability in which a forward propagating

parent wave decays into two daughter waves (Forslund et al.,

1972). The decay instability has been investigated in whistler

mode waves Umeda et al. (2014), circularly polarized Alfvén

waves (Terasawa et al., 1986), Langmuir waves (Umeda and Ito,

2008), and light waves (Usui et al., 2002). In the parametric decay

instability of parallel propagating whistler waves, a backward

propagating daughter whistler wave and forward or backward

ion acoustic or electron acoustic wave mode are involved. The

instability threshold is determined by the product of the damping

rates of the daughter waves, which can be large due to the

increased Landau damping rate of the ion acoustic waves,

particularly when the electron and ion temperatures are

comparable in the plasma. When the ion and electron

temperatures are comparable there is a possibility of

parametric decay via an ion quasimode, however, this involves

non-parallel propagation (Shukla, 1977).

Previous studies of the whistler wave parametric decay

instability have been made using one and two-dimensional

fully electromagnetic particle-in-cell (PIC) simulation models

(Umeda et al., 2014, 2018; Ke et al., 2018). For a large amplitude

pump whistler wave (δBw/Bo ~ 0.3) and frequency near the

electron cyclotron frequency, the energy of the electron bulk

velocity supporting the parent wave is converted into thermal

energy perpendicular to the background magnetic field. This

increase of perpendicular thermal energy relative to parallel

thermal energy triggered an electron temperature anisotropy

instability which in turn, caused heating and acceleration of

the electrons. For smaller amplitudes (δBw/Bo ~ 0.03–0.07) and

only parallel propagation, it was found that proton heating and

field-aligned acceleration occurred through the Landau

resonance due to the enhanced ion acoustic wave. Above δBw/

Bo ~ 0.05 it has been reported that a secondary parametric decay

of the daughter whistler wave can occur (Karbashewski, 2017; Ke

et al., 2017). Two-dimensional simulations indicate that the 2D

decay instability is quite different compared to purely parallel

propagation, with different time scales and wave-particle

interaction dynamics (Umeda et al., 2017; Ke et al., 2018).

The purpose of this paper is to investigate the growth and

subsequent nonlinear evolution of the parametrically unstable,

parallel propagating electron whistler modes. Since the ion

dynamics are essential, we use a magneto-inductive PIC

simulation (Darwin model) (Busnardo-Neto et al., 1977)

which allows for larger time steps due to the exclusion of the

light wave branch. The threshold, growth rate, and saturation

dynamics of the parametric decay instability are investigated and

one of the main results is the establishment of the threshold

condition for initiation of multiple decays of the daughter modes

generated from the initial single wave decay process.

The organization of this paper is as follows: in Section 2 we

detail the relevant theory for the coupling and parametric decay

instability between whistler waves and ion acoustic waves and

outline the setup of the UPIC simulation software; in Section 3 we

present the simulation results and analysis of the parametric

decay pathways; and in Section 4 we make a comparison of the

simulation results with models, discuss relevant regimes for the

observation of the instability, and summarize the main results.

2 Theory and modeling

2.1 Whistler-ion acoustic parametric
decay

In this section, we present a model for the ponderomotive

coupling and parametric decay of a whistler wave into daughter

whistler and ion acoustic waves. We consider a uniform plasma

with a background magnetic field oriented along the x-

component of a Cartesian coordinate system, B � B0x̂.

Electromagnetic and electrostatic waves are considered to

propagate with wave vectors parallel to the background

magnetic field and thus the transverse electromagnetic wave

fields will be strictly in the yz-components, and the

longitudinal electrostatic field is strictly in the x-component.

The whistler wave dispersion relation for parallel propagation
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with respect to the background magnetic field is derived from the

cold plasma dispersion relation for magnetized plasmas, or

Lassen-Appleton-Hartree equation, as, (Lassen, 1926;

Appleton, 1927; Hartree, 1931; Gurnett and Bhattacharjee, 2005),

k2c2

ω2
pe

≃ 1 − ωpe

ω ω − ωce( ) (1)

where ωpe is the electron plasma frequency and ωce is the electron

cyclotron frequency; in formulating the dispersion ion motion

has been neglected. Figure 1 is a plot of ω/ωpe as a function of kc/

ωpe with Eq. 1 shown by the black dotted curve; ωce/ωpe = 1/3 is

used to construct the curve and is the same as the ratio used in the

simulations presented herein. The parallel propagating whistler

wave is a right-hand, circularly polarized, transverse

electromagnetic wave that approaches a resonance at ωce as k

increases. Near the resonance, the wavelength is on the order of

the electron cyclotron radius and the phase velocity and group

velocity of the whistler wave both approach zero. The wave-

particle interactions are strong near resonance and the wave will

experience cyclotron damping as energy is transferred to the

electrons; as a result, the whistler branch is more strongly

damped as k increases.

Ion acoustic waves (IAWs) are low-frequency electrostatic,

longitudinal waves manifesting as oscillations of the plasma ions

and electrons that are analogous to collisional sound waves in a

gas. The dispersion relation for ion acoustic waves of singly

ionized ions is dependent on both the temperature of the

electrons, Te, and ions, Ti, as well as the mass of the ions, M,

and defines the ion acoustic velocity cs,

cs � γekBTe

M

1

1 + k2λ2De

+ γikBTi

M
( )1/2

(2)

where kB is the Boltzmann constant, λDe is the electron Debye

length, and γs is the heat capacity ratio with γi = 3 for ions in one-

dimension and γe = 1 for isothermal electrons (Chen, 1984). Ion

acoustic waves experience heavy Landau damping by ions

moving at velocities near the ion acoustic phase velocity, thus

the waves become significant only when Te ≫ Ti and the

contribution of the ion temperature term becomes negligible.

Under this assumption, an inspection of Eq. 2 reveals that the ion

acoustic wave has a nearly linear relationship between ω and k

until k2λ2De ≫ 1, at which point the ion acoustic wave approaches

a resonance at the ion plasma frequency ωpi; this condition is only

for large k and for the relevant parameter space of the present

study the ion acoustic wave is dispersionless (c2s ≈ kBTe/M). The
dashed black curve in Figure 1 shows Eq. 2 for the parameters

used in the simulation, which will be detailed in Section 2.2.

The coupling of whistler waves, which are transverse

electromagnetic waves, and ion acoustic waves, which are

longitudinal electrostatic waves, is achieved through the

ponderomotive force, or Miller force (Miller, 1958). The

ponderomotive force is a nonlinear effect that has been used

to describe many plasma phenomena, such as the self-focusing of

lasers in a plasma (Max, 1976), electromagnetic-electrostatic

mode conversion in non-uniform plasmas (Morales and Lee,

1974), and density structures in the auroral ionosphere (Bellan

and Stasiewicz, 1998). The force arises due to spatial variations in

the amplitude of an oscillating electric field δE = Es(r) cos (ωt);

the force per m3 on the electrons in a plasma is (Chen, 1984),

Fp � −ϵ0
2

ω2
pe

ω2
∇〈E2

s〉 (3)

where 〈. . .〉 indicates a time average over the period of the wave,

2π/ω. The force is the same for both electrostatic and

electromagnetic perturbations though the mechanism behind

the force is different. In the electrostatic case, particles are

forced into regions of lower field amplitude by the larger

electric force in high field regions. In the case of an

electromagnetic wave, the force arises from a second order

Lorentz v × B force along the wave vector that varies with the

spatial variation of the electric field. In both cases, theMiller force

due to the spatial variations of the electric field results in a build-

up of particle density in lower field regions. Equation 3 is for

electrons, but one can see that the ponderomotive force is

proportional to the spatial gradient of the electric field as well

as the density of the region and will therefore be felt by all

charged particles. However, because of the mass dependence, the

effect is smaller for ions relative to the force on electrons by a

FIGURE 1
Ponderomotive coupling between whistler waves and ion
acoustic waves. A pump whistler wave (black filled circle) creates
ponderomotive beat patterns (black dash-dotted curve) with the
whistler wave branch (black dotted curve). The ion acoustic
branch (black dashed curve) is coupled to the pump whistler wave
and whistler branch where it intersects with the pondermotive
beating (black hollow circles). The solid black line indicates ωce/
ωpe =1/3.
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factor of me/M. Thus, the ponderomotive force on the ions can

often be neglected; however, at low frequencies, the ions will

respond to the charged regions created by the ponderomotive

force on electrons.

A subset of nonlinear wave-wave interactions are known as

parametric decay instabilities and involve a three-wave coupling

between a pump wave and two daughter modes. The three

coupled waves involved must satisfy a set of matching

conditions Neubert (1982).

ωw � ωT ± ωL (4)
kw � kT ± kL (5)

Where the subscript w refers to the pump wave, the subscript T

refers to the transverse daughter wave, and the subscript L is the

longitudinal daughter wave. In Section 3 we present 1-D PIC

simulations designed to observe parametric coupling of an

imposed, monochromatic, pump whistler wave with daughter

whistler and IAW waves that exist in the plasma as thermal

modes. The pump whistler forms spatial beats in the transverse

electric fields with each of the thermal whistler modes and this

sets up a ponderomotive force in the parallel direction equal to,

FP � −ϵ0
2

ω2
pe

ω2
∇〈 Ew + ET( )2〉 ≃ − ϵ0

ω2
pe

ω2
B

∇〈Ew · ET〉 (6)

where we assume a uniform pump wave with 〈E2
w〉 � 0, the

gradient of the 〈E2
T〉 term is small and may be discarded, and

only the cross term 〈Ew ·ET〉 will contribute to the

ponderomotive force. Here, we denote all of the whistler

modes apart from the pump as ET. The ponderomotive

beating will force low amplitude electrostatic perturbations

parallel to B0 with frequency ωB = ωw − ωT and wavenumber

kB = kw − kT when ωw > ωT, and frequency ωB = ωT − ωw and

wavenumber kB = kT − kw when ωT > ωw. In Figure 1 the pump

whistler is indicated by a filled black circle and the

ponderomotive beating patterns are indicated by the dash-

dotted curves. In Section 3 we will demonstrate that this

ponderomotive beating of the whistler branch with a

monochromatic pump does form low amplitude electrostatic

wave perturbations with the pattern predicted in Figure 1.

The ponderomotive beating branch facilitates coupling to

an ion acoustic mode at (kL, ωL), so long as kB ≈ kL and ωB ≈
ωL, and forms a set of three coupled waves between the pump,

daughter whistler, and daughter IAW. The ponderomotive

force will drive the growth of the resonant IAW which will in

return drive the growth of the resonant daughter whistler.

The location of the electrostatic coupling in ωk-space

between the electromagnetic whistler modes and

electrostatic IAW occurs at the intersections of the

pondermotive beating and IAW branch; this is indicated in

Figure 1 by the hollow circles. For the present electrostatic

mode, only beating with counter-propagating whistler waves

will lead to a parametric decay channel.

In the regime where ωce < ωpe the whistler wave pump

generates parametric instabilities above a certain threshold

amplitude. The parametric instability that is dominant over a

wide range of parameters is the ion decay instability. Near the

threshold amplitude, with the matching conditions satisfied, the

threshold is given by (Nishikawa, 1968; Forslund et al., 1972),

Bw

Bo
( )2

> 8 1 + ckw
ωpe

( )2( )βe γT
ωT

( ) γL
ωL

( ) (7)

where kw is the pump wavenumber, electron plasma beta is

defined as βe � 8πnTe/B2
o, and γT and γL are the damping rates of

the transverse and longitudinal daughter modes, respectively.

The frequency and wavenumber matching conditions require ωL

≃ 2kwcs and ωT ≃ ωw at − kw. Therefore, the product of the linear

damping rates of the transverse and longitudinal daughter modes

essentially determines the threshold amplitude needed to excite

the parametric decay instability. These damping rates can be

computed from linear kinetic theory to give an estimate of

threshold pump wave amplitude.

Above threshold, the real frequency and maximum growth

rate of the parametrically unstable ion wave are given by ω ≈ ωL +

iΓ, where ωL ≃ 2kwcs and,

Γ
ωT

≃
���
ωci

ωL

√
Bw

Bo
(8)

This result implies that the growth rate scales linearly with pump

wave amplitude and is inversely proportional to the square root

of the ion mass. These analytical results will be used to compare

with the simulations. We mention here that the equation for the

ion wave growth rate is obtained from the dispersion relation for

the three-wave mode coupling presented in (Forslund et al.,

1972).

2.2 Simulation setup

To investigate the nonlinear growth and saturation of the

parametric decay instability for parallel propagating

monochromatic whistler waves the Darwin particle-in-cell

(PIC) simulation model is used and based on the spectral

code developed as part of the UCLA particle-in-cell (UPIC)

framework (Decyk, 2007). The simulation has previously been

used to model the whistler wave instabilities driven by the

temperature anisotropy in the solar wind and Earth’s

magnetosphere (Hughes et al., 2016).

The Darwin PICmodel removes the transverse component of

the displacement current in Ampere’s law, therefore, the high-

frequency light waves are excluded while leaving the other waves,

such as the whistler wave, unaffected (Busnardo-Neto et al.,

1977). In comparison to the conventional explicit

electromagnetic PIC model, the Darwin PIC method is more

computationally efficient since the Courant condition for the
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time step is not restricted to following the light waves. The grid

spacing, Δx, is required to resolve the Debye length to avoid

numerical heating of the plasma. Since we focus on the

parametric decay of the parallel propagating whistler wave, a

1-D PIC simulation model with periodic boundary conditions is

utilized. Fully 3-D electromagnetic fields and velocities are

included but only spatial variation in the x-direction is

present. A uniform background magnetic field is imposed

along the x-axis.

The UPIC code uses dimensionless parameters where time is

normalized to the plasma frequency, t → ωpet, space is

normalized to the grid spacing, x → x/Δx, where the grid

spacing is determined by the dimensionless thermal velocity

of the electrons vte → vte/Δxωpe and is an input to the code,

the charge of each species s is normalized to the elementary

charge, qs → qs/e, the mass of each species is normalized to the

mass of an electron,ms→ms/me, and these provide the necessary

normalizations for all other quantities (Decyk, 2007). The

simulation input parameters used, unless otherwise stated, are

the time step Δt = 0.2ωpet, electron thermal velocity vte = 1.00,

number of time steps Nt = 5001, number of grid cells Nx = 512,

number of particles per species Np = 184320, and cyclotron

frequency ωce/ωpe = 1/3, c/ωpeΔx = 10, electron-ion temperature

ratio Te/Ti = 100, and electron-ion mass ratio M/me = 16.

The choice of the low mass ratio is justified and made for

several reasons: (i) computational efficiency, higher mass ratios

require significantly more time steps to resolve the long time

scales associated with ion dynamics and require a larger spatial

grid to achieve sufficient k-space resolution; (ii) increasing the

IAW frequency to the order of the whistler waves, this makes the

illustration of the dynamics in both simulations and theoretical

descriptions more clear; and (iii) part of the motivation for this

work is a similar process that could occur for the EAW, the low

mass ratio IAW decay is a precursor for studies of the EAW with

a similar dispersion.

The UPIC code wasmodified to enable the external driving of

transverse electric fields. The whistler wave driving is

accomplished by adding sinusoidal wave fields each iteration

to the self-consistent electric fields; the amplitude is slowly

increased as the system responds to the external fields and

when done correctly the wave continues to propagate once

the driver is turned off. To launch a whistler wave the

external driver needs to be right-hand circularly polarized and

the external electric fields added to the self-consistent fields are.

Ewz � Ew t( )cos kwx − ωwt( ) (9)
Ewy � Ew t( )sin kwx − ωwt( ) (10)

In all simulations, the amplitude Ew(t) increases linearly to some

maximum at ωpet = 100 and the driver fields are eliminated. The

driven wave mode is chosen to have ωw ≈ 0.161ωpe and kwc/ωpe ≈
0.98 corresponding to mode number mw = 8 where k = 2πm/Nx.

The amplitude of the self-consistently propagating

electromagnetic wave is determined from the magnetic field at

ωpet = 150. It is not necessary to perturb the transverse magnetic

fields and velocities as the system will respond each iteration to

the pumped electric fields and set up the necessary conditions for

the wave to continue propagating if the pump is matched to a real

FIGURE 2
(A) Whistler branch visible in δ~Ey in a cold electron, fixed ion simulation. (B) Ponderomotive coupling pattern in δ~Ex for a low amplitude pump
whistler (δBw/B0=0.1) in a cold electron, fixed ion simulation. (C) Ion acoustic branch seen in δ~ni in a hot electron, cold ion simulation (Te/Ti=100). The
solid line in each is ωce/ωpe and the dashed curves represent the respective branch shown in each panel.
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mode of the plasma. Additionally, since a parallel whistler mode

has no longitudinal component the particles are loaded

uniformly at time ωpet = 0.

3 Results

We begin this section by demonstrating with the PIC

simulation the ponderomotive beating model outlined in

Section 2.1. Throughout this section a quantity A in xt-space

may be shown in kt-space and mω-space (i.e. kω-space); the

spatially Fourier transformed quantity will be denoted as �A and

the spatio-temporally Fourier transformed quantity will be

denoted as ~A. Figure 2A shows the transverse electric field

fluctuations δ~Ey and illustrates the thermal whistler branch in

a simulation where the ions remain fixed, the wave driver is kept

off, and the electrons are relatively cold at vte = 0.10 to reduce the

cyclotron damping at frequencies close to ωce. The theoretical

curve for the whistler branch from Figure 1 is shown by the white

dashed line and is in excellent agreement with the simulation. It is

these low amplitude whistler waves that will form spatial beats in

the transverse electric fields with the pump wave to produce the

ponderomotive force along x.

Figure 2B shows the longitudinal field fluctuations δ~Ex for

the same simulation parameters but with the driven wave

launched with an amplitude of δBw/B0 ~ 0.1. With no

electrostatic wave to couple to due to the fixed ions, the low

amplitude ponderomotive beating patterns are observed and

FIGURE 3
Single parametric decay of whistler wave with δBw/B0=0.032 (A),(B), and (C) xt-space,mt-space, andmω-space of δEy, respectively (D),(E), and
(F) xt-space,mt-space, andmω-space of δni, respectively. Dashed curves indicate the whistler and IAW branches in (C) and (F), respectively, and the
solid line is ωce/ωpe. The mode number m is related to the wave number by the relation k =2πm/Nx.
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show remarkable agreement with the theoretical curves. The

beating with whistler waves higher than the pump is suppressed

relative to the low-frequency waves, as is the beating with co-

propagating waves when compared to the counter-propagating

waves; thus it may be expected that the dominant decay path will

involve the lower frequency counter-propagating whistler and

co-propagating IAW highlighted in Figure 1. Next, the electron

thermal velocity is returned to the nominal value of vte = 1.00, the

moving ions are introduced and the driven wave is removed; the

resulting thermal ion acoustic fluctuations in δ~ni are shown in

Figure 2C and again are in good agreement with the predicted

dispersion.

The ingredients for observing the parametric decay of the

whistler wave are all contained in Figure 2 and demonstrate

the ponderomotive model. The inclusion of the pump wave

with the nominal simulation parameters creates the situation

where the parametric decay may be observed for a large

enough amplitude pump. The first observed decay activity

occurs at δBw/B0 = 0.028. Figure 3 shows the simulation result

for a pump wave with amplitude δBw/B0 = 0.032. In Figure 3A

the xt-space evolution of δEy shows the linear growth of the

pump whistler and its subsequent self-consistent propagation

after ωpet = 100. In Figure 3B the same is seen at mode number

m = 8 in kt-space. At ωpet ≈ 350 we observe the rapid growth of

a monochromatic electromagnetic wave counter-propagating

to the pump wave. This is confirmed as a whistler wave in

Figure 3C where the pump mode and a daughter whistler

mode are observed at mw = 8 and mT1 = −6 along the whistler

branch.

In Figure 3D, E we observe the growth of an electrostatic

structure in δni and δ�ni, respectively, coinciding with the growth

of the whistler wave at ωpet ≈ 350. The kω-space of δ~ni in

Figure 3F shows this is an ion acoustic daughter wave at

mL1 = 14. The parametric decay conditions in Eqs 4, 5 for the

wave frequency and mode number yield: ωT1 + ωL1 = (0.119 +

0.038)ωpe = 0.157ωpe and mT1 + mL1 = −6 + 14 = 8; this is

approximately equal to ωw and matchesmw. Figure 4A shows the

expected parametric decay path for a counter-propagating

daughter whistler wave with ωT < ωw; a comparison of the

theoretical and observed decay shows a small difference due

to the non-integer mode numbers that are unavailable to the

spectral code.

In Figure 1 we highlighted that there were two possible

locations for coupling to the ion acoustic wave in kω-space by

a given pump wave; for both couplings, the daughter whistler

wave is counter-propagating with the pump wave, however, one

corresponds to ωT <ωw and the other to ωT > ωw. While the latter

is certainly a possible decay channel, the former dominates and

this is likely due to the increased cyclotron damping of the higher

whistler modes. This is supported by the amplitude of the

pondermotive beat modes in Figure 2B that show beats with

ωT < ωw whistler modes are the strongest and the beating

becomes nearly non-existent as ωT approaches ωce. Though

not investigated here, the coupling to the counter-propagating

IAW and counter-propagating whistler with ωT > ωw could

conceivably occur under the right conditions.

Figure 5 presents the simulation result for a pump wave with

amplitude δBw/B0 = 0.052 in the same format as Figure 3. The

FIGURE 4
Cascading parametric decay paths. The dotted curve is the whistler branch, the dash-dotted black curve is the ponderomotive beating with the
counter-propagating low-frequency whistlers, and the dashed black line is the ion acoustic wave. The parametric 3-wave coupling is indicated by
the solid red curve where the (x, y) pairs in each panel are the locations of the red circles (A) Primary decay of pump whistler wave. (B) Secondary
decay of the daughter whistler wave. (C) Tertiary decay of the secondary daughter whistler wave.

Frontiers in Astronomy and Space Sciences frontiersin.org07

Karbashewski et al. 10.3389/fspas.2022.1007240

134

https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org
https://doi.org/10.3389/fspas.2022.1007240


growth of the T1 wave begins earlier at ωpet ≈ 200 but the rate of

the growth is considerably reduced as seen in the panel of δ�Ey.

The T1 mode is accompanied by the simultaneous and more

rapid growth of another electromagnetic mode; this is confirmed

to be a counter-propagating (with respect to T1) whistler wave,

T2, atmT2 = 5 and ωT2 = 0.107ωpe. In the ion fluctuations, there is

first the growth of the L1 mode and this is followed by the growth

of a co-propagating (with respect to T1) ion acoustic structure,

L2, at mL2 = −11 and ωL2 = 0.019ωpe.

The observed decay path is still the primary decay seen at

lower pump amplitudes, however, this is accompanied by a

secondary decay. The growth of the primary decay is

significantly reduced due to the cascade of energy to the

secondary decay as the pump wave drives the growth of all

four daughter waves. The expected matching conditions of the

secondary decay channel are shown in Figure 4B, wheremT1 = −6

is explicitly used as the intermediate pump wave, and agree

favourably with the simulation results. Notably, the mode

numbers again are non-integers and this explains the small

discrepancies between the simulation and prediction. The

threshold for the secondary decay occurs at δBw/B0 ≈ 0.036

and can be identified by a rapid reduction in the growth rate of

the primary daughter modes as will be discussed in Section 4.

Increasing the pump wave further to δBw/B0 ≳ 0.063

results in a tertiary decay channel of another counter-

propagating whistler wave and IAW to L1. This is shown

in Figure 6 for δBw/B0 = 0.103 in the same format as Figures 3,

5. In the δEy and δ�Ey plots we observe a larger growth rate for

FIGURE 5
Double parametric decay of whistler wavewith δBw/B0=0.052 (A),(B), and (C) xt-space,mt-space, andmω-space of δEy, respectively (D),(E), and
(F) xt-space, mt-space, and mω-space of δni, respectively. Dashed lines indicate the whistler and IAW branches in (C) and (F), respectively, and the
solid line is ωce/ωpe.
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the primary decay, followed by the secondary, and finally the

tertiary, T3 mode. However, in the δni and δ�ni panels the L1

structure is observed to grow to a very large amplitude at

ωpet ≈ 300 and become highly nonlinear; this is evidenced by

the development of a mirror mode at m*L1 = −14 and the zero

frequency content at mL1 and mL1* in the δ~ni plot. The

structure initially propagates with the ion acoustic velocity

but slows and becomes nearly stationary as the wave steepens;

the structure is short-lived and decays rapidly as energy

cascades to the other daughter modes. Given the

continuous cascade of parametric decays, it is interesting

this over-driven primary IAW regime does not lead to a

quaternary decay or even higher decay channels that

provide a sink for the excess pump energy.

The electromagnetic modes remain linear and follow a

clearly defined decay path with all four whistler modes

highlighted in the δ~Ey plot; similarly, apart from the zero

frequency modes, the three daughter IAWs are observed in

δ~ni. The tertiary whistler mode T3 has mT3 = −4 and ωT3 =

0.075ωpe, and the tertiary IAW L3 has mL3 = 9 and ωL3 =

0.031ωpe. These modes meet the matching

conditions with T2 and are close to the expected decay

channel in Figure 4C.

Lastly, we investigate a case with cascading parametric decays

for a higher mass ratio of M/me = 400 to demonstrate the

universality of the effect. The grid size has been expanded to

Nx = 2048, while the number of particles per cell has been kept

constant by increasing the total number of particles per species to

FIGURE 6
Triple parametric decay of whistler wave with δBw/B0=0.103 (A),(B), and (C) xt-space,mt-space, and mω-space of δEy, respectively (D),(E), and
(F) xt-space, mt-space, and mω-space of δni, respectively. Dashed lines indicate the whistler and IAW branches in (C) and (F), respectively, and the
solid line is ωce/ωpe.
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Np = 737280. We choose here to pump mode number mw = 20

(ωw ≈ 0.09) — and not mw = 32 for a direct comparison to the

smaller grid—to keep the dynamics in xt-space more easily

visible; this is expected to somewhat reduce the threshold for

instability, and indeed the primary decay threshold is observed to

be δBw/B0 ≈ 0.02, however, to observe a cascade still requires the

amplitude to be well above the threshold. The small IAW

frequency at the relevant mode numbers for decay to occur

means that the whistler modes involved have very little spread in

frequency and mode number compared with the previous cases;

the primary decay hasmT1 = −19 and ωT1 ≈ 0.08 for the daughter

whistler, and ML1 = 39 and ωT1 ≈ 0.01 for the daughter IAW.

Thus, any cascade will be observed as a sequential decrease in

mode number for the subsequent daughter modes. Figure 7

presents the cascade at the higher mass ratio in the same

format as the previous cases. It is clear from the evolution of

the dominant mode numbers in the mt-space diagrams that a

parametric decay cascade is occurring. We again observe

nonlinear and nearly stationary structures in the ion density

as there is considerable power in the zero-frequency modes.

4 Discussion

In this section, we discuss the dynamics of the daughter wave

growth, parametric instability thresholds, relevance to the

radiation belts and solar wind, and finish with a summary of

the main results. Figure 8 displays the evolution of the field and

particle energies and the mode growth for the triple parametric

decay case in Figure 6. Figure 8A displays the fractional

transverse and longitudinal electric field energy, relative to the

total electric field energy; Figure 8B displays the fractional energy

FIGURE 7
Triple parametric decay of whistler wave with δBw/B0=0.095 with amass ratio ofM/me =400 (A),(B), and (C) xt-space,mt-space, andmω-space
of δEy, respectively (D),(E), and (F) xt-space,mt-space, andmω-space of δni, respectively. Dashed lines indicate the whistler and IAW branches in (C)
and (F), respectively, and the solid line is ωce/ωpe.

Frontiers in Astronomy and Space Sciences frontiersin.org10

Karbashewski et al. 10.3389/fspas.2022.1007240

137

https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org
https://doi.org/10.3389/fspas.2022.1007240


of the electromagnetic fields and kinetic energies of the electrons

and ions; and Figures 8C, D show the m vs t growth of the

whistler and IAW daughter modes, respectively. The initial ramp

of the driven whistler wave puts the majority of the field energy

into the transverse component. The first decay of the pump and

subsequent growth of the nonlinear ion acoustic structure occurs

at ωpet = 300 and rapid transfer of energy from the transverse to

the longitudinal electrostatic field occurs simultaneously. This is

accompanied by a small growth in the electron and ion kinetic

energies (B), though only minimal heating is observed

throughout the decay process. The growth of the primary

decay is rapid and the whistler wave T1 experiences only

slight damping (C) in comparison to the IAW damping (D);

this results in the growth of the transverse fraction compared to

the longitudinal. Each subsequent decay is observed in the

fractional electric field energy (D) as an increase in the

longitudinal fraction and subsequent decay.

The growth rates, γ/ωpe, of the daughter modes can be

extracted from the mt-space for each pump wave amplitude.

Figure 9 shows these growth rates from δBw/B0 ~ 0.016–0.103.

The scaling of the growth rate for the ion acoustic mode with

pump mode amplitude is shown in Figure 9B and this agrees

with the trend obtained in Eq. 8. Quantitatively, the

theoretical growth rates are lower than the simulation

values indicating that modifications to the theory are

needed in this parameter regime.

FIGURE 8
Analysis of energy transfer and wave growth during the triple decay for δBw/B0=0.103 (A) Fractional electric field energy that is contained in the
longitudinal electric field (red dotted curve) and transverse electric field (blue solid curve) (B) Fractional energy of the electromagnetic fields (black
solid curve), electron kinetic energy (red dotted curve), and ion kinetic energy (blue dash-dotted curve) (C) and (D) growth of the parametric decay
modes for the daughter whistler and ion acoustic waves, respectively. The solid black curve is the pump whistler, the red dotted curve is the
primary decay, the blue dash-dotted curve is the secondary decay, and the green dashed curve is the tertiary decay.

FIGURE 9
Growth rates of whistler and IAW modes as the pump amplitude, δBP/B0, increases show clear transitions between single, double and triple
decay (A) Whistler modes. (B) IAW modes.
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The threshold value of the single parametric decay instability

from the simulations is δBw/B0 ~ 0.028 and the theoretical value

obtained from Eq. 7 is found to be δBw/B0 ~ 0.042, using the

linear kinetic theory results for the daughter mode damping

rates. This discrepancy is possibly due to the linear orbit

approximations used to compute the damping rates. Damping

rates used from the simulation, Figure 8D, gives a threshold value

of δBw/B0 ~ 0.030 which is in closer agreement with the measured

simulation value.

At δBw/B0 ~ 0.036 the secondary decay threshold is reached

and the growth rates of the primary whistler and IAW modes

rapidly drop. At the threshold, the growth rate of the secondary

whistler mode exceeds that of the primary whistler, while the ion

acoustic wave growth rates are comparable to each other. The

tertiary threshold is reached at δBw/B0 ~ 0.063, as the pump

amplitude is increased the secondary and tertiary whistler growth

rates appear to saturate while the primary whistler growth rate

increases linearly with the pump amplitude. The IAW rates all

continue to increase with the primary IAW exceeding the growth

rate prior to any of the cascades.

While this study is focused on the parametric interaction

of whistlers with ion acoustic waves, there is the possibility of a

similar parametric interaction with the electron acoustic wave

(EAW) that has been proposed by Agapitov et al. (2015b) as a

generation mechanism of nonlinear electrostatic structures

observed in the Earth’s radiation belts. The electron acoustic

wave is heavily damped and can largely be ignored in a plasma

with a single electron component, i.e. an electron population

associated with a single temperature. However, under certain

conditions, in plasmas with both hot (subscript h) and cold

(subscript c) electron populations the electron acoustic wave

becomes only weakly damped; the conditions for this were

first mapped by Gary and Tokar (1985) and are approximately

Th/Tc > 10 and 0 < nc < 0.8ne where nc + nh = ne. In Figure 10A

we show a possible setup for observation of the whistler-EAW

parametric instability, and in Figure 10B we demonstrate the

existence of the lightly damped EAW in the UPIC simulation.

The parameters for the EAW are Th/Tc = 100, nc/ne = 0.1, vth =

3.16, and ωce = 3ωpe/4. As outlined in Figure 10A the pump

wave should decay to a co-propagating EAW and counter-

propagating whistler, in a similar fashion to the IAW

coupling. However, from preliminary studies we observe

that the dominant coupling of the whistler wave is to the

electron plasma (Langmuir) wave branch (upper branch in

Figure 10) that is more unstable than the EAW. It is possible to

drive the EAW instability with a relative drift between the hot

and cold populations (Gary, 1987) and this condition was

present in the observations by Agapitov et al. (2015b); this

relative drift configuration may be required to observe the

whistler-EAW parametric instability.

FIGURE 10
Ponderomotive coupling between whistler waves and electron acoustic waves (EAW). (A) In the same format as Figure 1, the pondermotive
beating of the pump whistler wave and whistler branch can couple to the electron acoustic wave of a two-electron-species plasma (B)
Demonstration of the electron acoustic mode in the UPIC simulation using Th/Tc =100, vth =3.16 (vtc =0.316), nh =0.9ne (nc =0.1ne), and ωce/
ωpe =3/4.
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Recently, Parker Solar Probe has revealed that wave-wave

interactions may be as common in the solar wind as they are in

the Earth’s magnetosphere (Ma et al., 2021). Whistler waves are

assumed to control the generation of the superthermal electrons in

the solar corona and their dynamics during propagation in the solar

wind (Vocks and Mann, 2003; Vocks et al., 2005). The recent

observations by Solar Orbiter showed only anti-sunward

propagation of whistler waves at around 100 R⊙ (solar radii)

(Kretzschmar et al., 2021). However, observations of the Parker

Solar Probe at heliocentric distances from 20 to 50 R⊙ revealed

whistler waves propagating sunward (Agapitov et al., 2020; Dudok

de Wit et al., 2022), anti-sunward (Dudok de Wit et al., 2022), and

counter-streaming whistlers (Karbashews et al., 2022). The sunward

propagating whistler waves can significantly contribute to scattering

the strahl electrons into the halo population (Vocks et al., 2005;

Roberg-Clark et al., 2019). The higher amplitude of these waves

(5–10 times greater compared to whistlers observed by Solar

Orbiter) can suggest the local generation of these waves

(supported by the localized region of whistlers observation: above

22–25 R⊙ (Cattell et al., 2022)) by electron instabilities (probably

together with anti-sunward waves) or from a turbulent cascade of

anti-sunward whistler waves generated locally by beam instabilities.

Observations of ion acoustic waves in this region (reported in

(Mozer et al., 2020) and earlier from Helios observations

(Gurnett and Frank, 1978)) make the parametric cascading

through the ion acoustic mode to be a potentially feasible

generation mechanism of the observed sunward propagating

whistler population.

The main results of this paper can be summarized as follows. A

Darwin particle-in-cell (PIC) simulation model has been used to

study the parametric decay instability of parallel propagating

whistler waves in the presence of an undamped ion acoustic

wave (IAW). A field-aligned monochromatic whistler wave is

launched and couples to a counter-propagating whistler mode

and co-propagating ion acoustic mode. The coupling of the

electromagnetic fields to the electrostatic field via the

ponderomotive force forms spatio-temporal beat patterns in the

longitudinal electric field generated by the counter-propagating

whistlers and pump whistler wave. The threshold amplitude for

the instability is determined and agrees with a prediction using the

ion decay instability. As the amplitude of the pump whistler wave is

increased, secondary and tertiary decay thresholds are reached and

are observed to cascade from the daughter whistler modes. At the

largest amplitude (δBw/B0 ~ 0.1) the primary IAW evolves into a

short-lived and highly nonlinear structure. The growth rate scaling

with amplitude for the primary decay channel compares favourably

with analytical expressions.We presented preliminary results on the

parametric coupling of whistler waves with the electron acoustic

wave (EAW).

Concerning future studies, the present simulation model will be

used to explore the conditions under which parametric instability

involving the EAW can be present as has been observed in space

plasmas. Plasma conditions that support an undamped electron

acoustic wave are likely to also have a weakly damped ion acoustic

wave; future simulations could be performed with both modes

present to determine the dominant electrostatic coupling and

under what conditions this holds. Last, the present study focused

on 1-D processes, similar 2-D and/or 3-D studies could provide

insight into parametric interactions of oblique whistler waves that

are commonly found in both the magnetosphere and solar wind.
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