

[image: image]





FRONTIERS EBOOK COPYRIGHT STATEMENT

The copyright in the text of individual articles in this ebook is the property of their respective authors or their respective institutions or funders. The copyright in graphics and images within each article may be subject to copyright of other parties. In both cases this is subject to a license granted to Frontiers. 

The compilation of articles constituting this ebook is the property of Frontiers. 

Each article within this ebook, and the ebook itself, are published under the most recent version of the Creative Commons CC-BY licence. The version current at the date of publication of this ebook is CC-BY 4.0. If the CC-BY licence is updated, the licence granted by Frontiers is automatically updated to the new version. 

When exercising any right under the CC-BY licence, Frontiers must be attributed as the original publisher of the article or ebook, as applicable. 

Authors have the responsibility of ensuring that any graphics or other materials which are the property of others may be included in the CC-BY licence, but this should be checked before relying on the CC-BY licence to reproduce those materials. Any copyright notices relating to those materials must be complied with. 

Copyright and source acknowledgement notices may not be removed and must be displayed in any copy, derivative work or partial copy which includes the elements in question. 

All copyright, and all rights therein, are protected by national and international copyright laws. The above represents a summary only. For further information please read Frontiers’ Conditions for Website Use and Copyright Statement, and the applicable CC-BY licence.



ISSN 1664-8714
ISBN 978-2-8325-5178-3
DOI 10.3389/978-2-8325-5178-3

About Frontiers

Frontiers is more than just an open access publisher of scholarly articles: it is a pioneering approach to the world of academia, radically improving the way scholarly research is managed. The grand vision of Frontiers is a world where all people have an equal opportunity to seek, share and generate knowledge. Frontiers provides immediate and permanent online open access to all its publications, but this alone is not enough to realize our grand goals.

Frontiers journal series

The Frontiers journal series is a multi-tier and interdisciplinary set of open-access, online journals, promising a paradigm shift from the current review, selection and dissemination processes in academic publishing. All Frontiers journals are driven by researchers for researchers; therefore, they constitute a service to the scholarly community. At the same time, the Frontiers journal series operates on a revolutionary invention, the tiered publishing system, initially addressing specific communities of scholars, and gradually climbing up to broader public understanding, thus serving the interests of the lay society, too.

Dedication to quality

Each Frontiers article is a landmark of the highest quality, thanks to genuinely collaborative interactions between authors and review editors, who include some of the world’s best academicians. Research must be certified by peers before entering a stream of knowledge that may eventually reach the public - and shape society; therefore, Frontiers only applies the most rigorous and unbiased reviews. Frontiers revolutionizes research publishing by freely delivering the most outstanding research, evaluated with no bias from both the academic and social point of view. By applying the most advanced information technologies, Frontiers is catapulting scholarly publishing into a new generation.

What are Frontiers Research Topics? 

Frontiers Research Topics are very popular trademarks of the Frontiers journals series: they are collections of at least ten articles, all centered on a particular subject. With their unique mix of varied contributions from Original Research to Review Articles, Frontiers Research Topics unify the most influential researchers, the latest key findings and historical advances in a hot research area.


Find out more on how to host your own Frontiers Research Topic or contribute to one as an author by contacting the Frontiers editorial office: frontiersin.org/about/contact





Antiviral innate immune sensing, regulation, and viral immune evasion

This ebook is split into several files; this is part one of the ebook, please see the overview text of the Research Topic page to access the second part of the ebook.

Topic editors

Chenhe Su – Henan Normal University, China

Rongtuan Lin – McGill University, Canada

Junji Xing – Houston Methodist Research Institute, United States

Hongjuan You – Xuzhou Medical University, China

Citation

Su, C., Lin, R., Xing, J., You, H., eds. (2024). Antiviral innate immune sensing, regulation, and viral immune evasion. Lausanne: Frontiers Media SA. doi: 10.3389/978-2-8325-5178-3





Table of Contents




Editorial: Antiviral innate immune sensing, regulation, and viral immune evasion

Wenting Lu, Ling Wang and Junji Xing

Th2-Oriented Immune Serum After SARS-CoV-2 Vaccination Does Not Enhance Infection In Vitro

Ning Luan, Tao Li, Yunfei Wang, Han Cao, Xingxiao Yin, Kangyang Lin and Cunbao Liu

Evaluation of the Safety and Immunogenicity of Duck-Plague Virus gE Mutants

Yaru Ning, Yalin Huang, Mingshu Wang, Anchun Cheng, Renyong Jia, Mafeng Liu, Dekang Zhu, Shun Chen, Xinxin Zhao, Shaqiu Zhang, Qiao Yang, Ying Wu, Juan Huang, Bin Tian, Xumin Ou, Sai Mao, Qun Gao, Di Sun, Yanlin Yu and Ling Zhang

cGAS Restricts PRRSV Replication by Sensing the mtDNA to Increase the cGAMP Activity

Xiao-Na Liu, Li-Wei Li, Fei Gao, Yi-Feng Jiang, Wan-Zhe Yuan, Guo-Xin Li, Ling-Xue Yu, Yan-Jun Zhou, Guang-Zhi Tong and Kuan Zhao

Host Restrictive Factors Are the Emerging Storm Troopers Against Enterovirus: A Mini-Review

Chen Huan, Xinglong Qu and Zhaolong Li

Antiviral Activities of Interleukin-27: A Partner for Interferons?

Heather Amsden, Olena Kourko, Madison Roth and Katrina Gee

The Integrated Analysis Identifies Three Critical Genes as Novel Diagnostic Biomarkers Involved in Immune Infiltration in Atherosclerosis

Zhen Ye, Xiao-kang Wang, Yun-hui Lv, Xin Wang and Yong-chun Cui

Advances in Vaccine Development of the Emerging Novel Genotype Fowl Adenovirus 4

Aijing Liu, Yu Zhang, Hongyu Cui, Xiaomei Wang, Yulong Gao and Qing Pan

Bat Employs a Conserved MDA5 Gene to Trigger Antiviral Innate Immune Responses

Jie Wang, Zhenyu Lin, Qiuju Liu, Feiyu Fu, Zhaofei Wang, Jingjiao Ma, Hengan Wang, Yaxian Yan, Yuqiang Cheng and Jianhe Sun

Paeonol Interferes With Quorum-Sensing in Pseudomonas aeruginosa and Modulates Inflammatory Responses In Vitro and In Vivo

Huaqiao Tang, Dan Yang, Ling Zhu, Fei Shi, Gang Ye, Hongrui Guo, Huidan Deng, Ling Zhao, Zhiwen Xu and Yinglun Li

The Investigation of Hepatitis B Vaccine Immune Responses in Occult Hepatitis B Virus-Infected Patients

Jing Peng, Xueying Yao, Chunyan Yuan, Xiaoli Liu, Renxiang Xia, Jian He, Rui Li and Yunqing Yao

The Correlation Between Immune Invasion and SARS-COV-2 Entry Protein ADAM17 in Cancer Patients by Bioinformatic Analysis

Kai Wang, Haoyue Deng, Binghui Song, Jiayue He, Shuguang Liu, Jiewen Fu, Lianmei Zhang, Dabing Li, Kyathegowdanadoddi Srinivasa Balaji, Zhiqiang Mei, Jingliang Cheng and Junjiang Fu

Duck LGP2 Downregulates RIG-I Signaling Pathway-Mediated Innate Immunity Against Tembusu Virus

Tianxu Li, Yanyan Ren, Tingting Zhang, Xinyu Zhai, Xiuyuan Wang, Jinchao Wang, Bin Xing, Runchun Miao, Ning Li and Liangmeng Wei

Viral Circular RNAs and Their Possible Roles in Virus-Host Interaction

Xing Zhang, Zi Liang, Chonglong Wang, Zeen Shen, Sufei Sun, Chengliang Gong and Xiaolong Hu

Investigation of Antibody Levels During Three Doses of Sinopharm/BBIBP Vaccine Inoculation

Jing Ma, Zhangkai J. Cheng, Mingshan Xue, Huimin Huang, Shiyun Li, Yanting Fang, Yifeng Zeng, Runpei Lin, Zhiman Liang, Huan Liang, Yijun Deng, Yuanyi Cheng, Shuangshuang Huang, Qian Wang, Xuefeng Niu, Siping Li, Peiyan Zheng and Baoqing Sun

Duck Plague Virus Negatively Regulates IFN Signaling to Promote Virus Proliferation via JNK Signaling Pathway

Liping Wu, Bin Tian, Mingshu Wang, Anchun Cheng, Renyong Jia, Dekang Zhu, Mafeng Liu, Qiao Yang, Ying Wu, Juan Huang, XinXin Zhao, Shun Chen, Shaqiu Zhang, Xumin Ou, Sai Mao, Qun Gao, Di Sun, Yanling Yu, Ling Zhang and LeiCHang Pan

Identification of Critical Biomarkers and Immune Infiltration in Rheumatoid Arthritis Based on WGCNA and LASSO Algorithm

Fan Jiang, Hongyi Zhou and Haili Shen

SARS-CoV-2 Achieves Immune Escape by Destroying Mitochondrial Quality: Comprehensive Analysis of the Cellular Landscapes of Lung and Blood Specimens From Patients With COVID-19

Chenyang Duan, Ruiyan Ma, Xue Zeng, Bing Chen, Dongyao Hou, Ruixue Liu, Xuehan Li, Liangming Liu, Tao Li and He Huang

Insights on the cGAS-STING Signaling Pathway During Herpesvirus Infections

Lishuang Deng, Zhiwen Xu, Fengqin Li, Jun Zhao, Zhijie Jian, Huidan Deng, Siyuan Lai, Xiangang Sun, Yi Geng and Ling Zhu

Characterization of the Immunologic Phenotype of Dendritic Cells Infected With Herpes Simplex Virus 1

Jingjing Zhang, Xingli Xu, Suqin Duan, Yang Gao, Danjing Ma, Rong Yue, Fengyuan Zeng, Xueqi Li, Ziyan Meng, Xinghang Li, Zhenye Niu, Guorun Jiang, Li Yu, Yun Liao, Dandan Li, Lichun Wang, Heng Zhao, Ying Zhang and Qihan Li

The Essential Role of Sorting Nexin 5 in Virus-Induced Autophagy

Dong-Yi Li, Jun-Hao Wen, Shan Liang and Ji-Xin Tang

2B and 3C Proteins of Senecavirus A Antagonize the Antiviral Activity of DDX21 via the Caspase-Dependent Degradation of DDX21

Kuan Zhao, Xiao-Ran Guo, Shuai-Feng Liu, Xiao-Na Liu, Ying Han, Lu-Lu Wang, Bai-Shi Lei, Wu-Chao Zhang, Li-Min Li and Wan-Zhe Yuan

Porcine epidemic diarrhea virus strain FJzz1 infection induces type I/III IFNs production through RLRs and TLRs-mediated signaling

Pengfei Chen, Junrui Zhu, Jiarong Yu, Ruilin Liu, Mengqin Lao, Lingxue Yu, Fei Gao, Yifeng Jiang, Changlong Liu, Wu Tong, Huili Liu, Guangzhi Tong and Yanjun Zhou

Mfn2 is responsible for inhibition of the RIG-I/IRF7 pathway and activation of NLRP3 inflammasome in Seneca Valley virus-infected PK-15 cells to promote viral replication

HuiDan Deng, Song Zhu, Ling Zhu, Jing Sun, YuChun Ding, FengQin Li, ZhiJie Jian, Jun Zhao, LiShuang Deng, JunLiang Deng, YouTian Deng, HongRui Guo, XianGang Sun, Si Yuan Lai, HuaQiao Tang, HengMin Cui, Liang Peng Ge and ZhiWen Xu

Goose STING mediates IFN signaling activation against RNA viruses

Feiyu Fu, Zhenyu Lin, Yanlin Li, Jie Wang, Yawen Li, Pengcheng Liu, Zhaofei Wang, Jingjiao Ma, Yaxian Yan, Jianhe Sun and Yuqiang Cheng

Genomic analysis quantifies pyroptosis in the immune microenvironment of HBV-related hepatocellular carcinoma

Jiarui Li, Jinghui Yu, Ting Zhang, Xingyu Pu, Yilan Li and Zhongjun Wu

When liquid-liquid phase separation meets viral infections

Wenqiang Wei, Lu Bai, Bing Yan, Weiquan Meng, Hongju Wang, Jingbo Zhai, Fusheng Si and Chunfu Zheng

DEAD-box RNA helicase 21 negatively regulates cytosolic RNA-mediated innate immune signaling

Jia Li, Puxian Fang, Yanrong Zhou, Dang Wang, Liurong Fang and Shaobo Xiao

BAG6 negatively regulates the RLR signaling pathway by targeting VISA/MAVS

Jing-Ping Huang, Jing Li, Yan-Ping Xiao and Liang-Guo Xu

Human metapneumovirus M2-2 protein inhibits RIG-I signaling by preventing TRIM25-mediated RIG-I ubiquitination

Yukie Tanaka, Naoko Morita, Yoshinori Kitagawa, Bin Gotoh and Takayuki Komatsu





EDITORIAL

published: 04 January 2024

doi: 10.3389/fimmu.2023.1358542

[image: image2]


Editorial: Antiviral innate immune sensing, regulation, and viral immune evasion


Wenting Lu 1†, Ling Wang 1,2† and Junji Xing 1,3*


1 Department of Surgery and Immunobiology and Transplant Science Center, Houston Methodist Research Institute, Houston Methodist, Houston, TX, United States, 2 Department of Obstetrics and Gynecology, The Second Hospital of Jilin University, Changchun, China, 3 Department of Cardiovascular Sciences, Houston Methodist Research Institute, Houston Methodist, Houston, TX, United States




Edited and Reviewed by: 

Pei-Hui Wang, Shandong University, China

*Correspondence: 

Junji Xing
 jxing@houstonmethodist.org













†These authors have contributed equally to this work



Received: 19 December 2023

Accepted: 26 December 2023

Published: 04 January 2024

Citation:
Lu W, Wang L and Xing J (2024) Editorial: Antiviral innate immune sensing, regulation, and viral immune evasion. Front. Immunol. 14:1358542. doi: 10.3389/fimmu.2023.1358542



Keywords: innate immunity, antiviral immunity, innate immune sensing, immune regulation, viral immune evasion, pattern recognition receptor


Editorial on the Research Topic 


Antiviral innate immune sensing, regulation, and viral immune evasion


Antiviral innate immune response represents a critical line of defense against viral infections, encompassing sensing and responding to viruses (1, 2). Central to this defense are host pattern recognition receptors (PRRs) which play a crucial role in recognizing pathogen-associated molecular patterns (PAMPs) on the surface of viruses, mainly including Toll-like receptors (TLRs), RIG-I-like receptors (RLRs), and NOD-like receptors (NLRs) (3–6). Activation of these PRRs triggers a cascade of events, leading to the induction of cytokines, chemokines, and type I interferons (IFNs) that collectively contribute to viral clearance (7–10). Despite these formidable defense mechanisms, viruses have evolved sophisticated strategies to evade and subvert these defenses, employing a variety of mechanisms to disrupt or manipulate the host’s innate immune signaling pathways (11–13). Therefore, understanding the dynamic interplay between antiviral innate immune sensing, regulatory mechanisms, and the strategies employed by viruses for immune evasion is paramount for unraveling the complexities of host-pathogen interactions and devising innovative approaches for antiviral therapeutics.

This Research Topic “Antiviral Innate Immune Sensing, Regulation, and Viral Immune Evasion” highlights 47 recent studies that investigate the mechanisms about antiviral innate immune sensing and regulation in the host, and summarize the innate immune evasion strategies employed by viruses.

After a virus successfully infiltrates the host, PRRs play a crucial role in sensing the presence of viral DNAs and RNAs. Subsequently, they initiate a cascade of signal transduction events to regulate the antiviral response. Deng et al. reviewed the intricate interplay between herpesviruses and the cGAS-STING signaling pathway, a critical component of the host’s innate immunity. They discussed how herpesviruses activate or target this pathway to modulate host antiviral responses and explored potential immunotherapy strategies to boost the cGAS-STING signaling pathway. Fu et al. found that goose STING (GoSTING) played a crucial role in regulating the type I interferon pathway and contributes to the innate immune defense against RNA viruses in geese, as it induced the expression of interferons, interferon-stimulated genes, and proinflammatory cytokines while inhibiting virus replication. Li et al. investigated the regulatory role of duck laboratory of genetics and physiology 2 (duLGP2) in the duck RIG-I (duRIG-I)-mediated antiviral innate immune signaling system. They showed that duLGP2 could both suppress and enhance duRIG-I-mediated signaling pathways in response to duck Tembusu virus (DTMUV) infection, shedding light on the regulatory networks of the antiviral innate immune system in ducks. Chen et al. highlighted the involvement of RIG-I-like receptors (RLRs) and Toll-like receptors (TLRs) in the induction of type I/III interferons and ISGs, contributing to the antiviral effects of innate immunity against PEDV. The formation mechanism of membranelles organelles, known as liquid-liquid phase separation (LLPS), is not well understood in eukaryotic cells. Ye et al. examined the proteome response in Muscovy duck lung tissue during infection with highly virulent H5N1 HPAI virus (DK383) and avirulent H5N1 HPAI virus (DK212). They revealed distinct proteomic responses between the two strains, with DK383 inducing a stronger response associated with severe disease, while DK212 triggered responses related to dendritic cell maturation, phagocyte adhesion, and macrophage immune response, suggesting that these different proteome profiles, along with insights into the Akt/mTOR/p70S6K pathway, may contribute to understanding the pathogenesis of H5N1 viruses. Huang et al. identified BAG6 as a crucial negative regulator in the RIG-I-like receptor (RLR) signaling pathway. BAG6 was shown to inhibit the aggregation of the virus-induced signaling adaptor protein VISA, thereby attenuating downstream signaling by promoting K48-linked ubiquitination and inhibiting the recruitment of TRAF2, highlighting its critical role in the innate immune response to RNA virus infection. Zhang et al. examined the role of C-reactive protein (CRP) in influenza A virus infection by comparing the responses in CRP knockout mice (KO), human CRP transgenic mice (KI), and wild-type mice (WT) infected with influenza A H1N1. They showed that the absence of CRP or the presence of human CRP worsened influenza infection in mice, and CRP appeared to play a complex role in immune regulation during influenza infection. The sensing of COVID-19 virus also involves PRR activation, prompting signaling pathways to produce interferons and antiviral molecules, crucial for limiting virus replication and spread. Li et al. revealed that the SARS-CoV-2 Nsp14 protein played a role in activating NF-κB signaling, leading to the upregulation of pro-inflammatory cytokines such as IL-6 and IL-8. The interaction between Nsp14 and host Inosine-5’-monophosphate dehydrogenase 2 (IMPDH2) was identified as a crucial mechanism, and inhibiting IMPDH2 or NF-κB restricted SARS-CoV-2 infection, highlighting a potential target for therapeutic intervention. Zhaoyang et al. evaluated host DNA-removed metagenomic next-generation sequencing (mNGS) technology for detecting SARS-CoV-2 in 46 swab specimens from COVID-19 patients. The host DNA-removed mNGS demonstrated high sensitivity for detecting SARS-CoV-2, providing potential utility for comprehensive identification of the virus. Hoque et al. employed machine learning approaches to analyze RNA-seq data from COVID-19 patients, recovered individuals, and healthy individuals to identify differentially expressed genes (DEGs) and associated pathways. They found DEG signatures in both COVID-19 patients and recovered individuals, highlighting potential molecular factors and pathways connected to COVID-19 comorbidities, providing insights into the interplay between COVID-19 progression and recovery stages. Wang et al. investigated the expression of ADAM17 in normal and tumor tissues. They showed that ADAM17 expression was significantly associated with immunomodulators and immune cell infiltration, suggesting potential implications for cancer patients infected with COVID-19 and providing insights into anti-COVID-19 development strategies. Cheng et al. investigated ISG20 expression and its potential role in cancer susceptibility to SARS-CoV-2 infection. They found that ISG20 expression was elevated in various cancer types, potentially reducing vulnerability to SARS-CoV-2, and higher ISG20 expression was associated with longer overall survival in specific cancers. The signal transduction cascade culminates in the production of interferons, pivotal for orchestrating antiviral responses. Consequently, the regulation of each molecule within the signaling pathway profoundly influences the effectiveness of the antiviral response. Liu et al. investigated the role of Heat Shock Protein 90 kDa alpha class A member 1 (HSP90AA1) in classical swine fever virus (CSFV) infection. They found that overexpression of HSP90AA1 inhibited CSFV replication by interacting with the viral NS5A protein and activating JAK/STAT and NF-κB signaling pathways, providing valuable insights for potential anti-CSFV strategies. Ning et al. investigated the role of gE, a protein in the duck plague virus (DPV), by creating mutant viruses with specific gE domain deletions. They found that DPV CHv-gEΔET, a mutant with the extracellular domain of gE deleted, showed reduced virulence and could potentially be a candidate for a vaccine against duck plague. Tang et al. demonstrated that paeonol exhibited anti-virulence activity against Pseudomonas aeruginosa infection by reducing bacterial adhesion, invasion, and virulence factor expression through inhibition of quorum sensing (QS). Paeonol was also shown to enhance macrophage clearance of P. aeruginosa by modulating cytokine expression and inhibiting the TLR4/MyD88/NF-κB signaling pathway, supporting its potential as a promising anti-infective drug targeting QS and virulence factors. Ye et al. identified diagnostic markers for atherosclerosis (AS) and found 17 differentially expressed genes (DEGs) associated with AS, with FHL5, IBSP, and SCRG1 identified as potential diagnostic markers. These genes were found to be associated with various immune cells, suggesting their potential role in the development and progression of AS. Fowl adenovirus (FAdV), also known as “Angara disease,” has caused significant economic losses in the global poultry industry. Jiang et al. identified biomarkers related to rheumatoid arthritis (RA) and their connection to immune cell infiltration. Through gene analysis, they identified six hub genes, including CKS2, CSTA, and LY96, which had high diagnostic value and were associated with the concentrations of several immune cells. These findings suggested that these genes, particularly CKS2, CSTA, and LY96, could be valuable for diagnosing and treating RA. Li et al. provided opinion about the essential role of sorting nexin 5 (SNX5) in virus-induced autophagy. Ren et al. investigated the optimal concentration of Selenium Nanoparticles (SeNPs) and their mechanism in combating Porcine Delta coronavirus (PDCoV) in swine testis (ST) cells. They demonstrated that 4 μg/mL SeNPs significantly reduced PDCoV replication, alleviated PDCoV-induced mitochondrial division, and antagonized PDCoV-induced apoptosis, offering potential insights for anti-PDCoV drug development. In response to porcine epidemic diarrhea virus (PEDV) infection, LLC-PK1 cells exhibit a time- and dose-dependent upregulation of interferon-stimulated genes (ISGs), with significant activation of the JAK-STAT signaling pathway. Wei et al. reviewed the significance of LLPS in understanding viral infections and immune regulation, offering insights into potential antiviral therapeutic strategies. The heterogeneous nuclear ribonucleoproteins (hnRNPs) constitute a diverse family of RNA binding proteins with various functions in RNA metabolism, including alternative splicing, mRNA stabilization, and translational regulation. Wang et al. reviewed the roles of hnRNPs in the life cycle of positive single-stranded RNA viruses, emphasizing their interactions with viral RNA or proteins, and their regulatory effects on processes such as viral translation, genome replication, and virion release. Hu et al. investigated the effects of Tai Chi intervention on NLRP3 inflammasome and related inflammatory factors in middle-aged and older individuals with pre-diabetes mellitus (PDM). They showed that 12 weeks of Tai Chi intervention led to improvements in blood glucose, lipid levels, and insulin resistance, possibly by reducing the levels of NLRP3 inflammasome and its associated inflammatory factors in the serum of pre-diabetic patients. Lu et al. conducted whole-transcriptome sequencing on sheep embryonic testicular cells infected with Bluetongue Virus (BTV) serotype 1, and revealed 1504 differentially expressed mRNAs, 78 microRNAs, 872 long non-coding RNAs, and 59 circular RNAs, providing a more comprehensive understanding of BTV-host interactions and pathogenic mechanisms. Wang et al. established two molecular patterns of virus-related genes (VRGs) in burn patients using consensus clustering and weighted gene co-expression network analysis (WGCNA). A 2-gene signature (CD69 and SATB1) was identified as an independent prognostic factor, providing a potential biomarker for predicting survival and guiding immunotherapy strategies in burns with viral infections. Huan et al. discussed the mechanisms by which host restrictive factors inhibit enterovirus infections and highlighted the potential of those factors as targets for antiviral drug development. In sight of virus sensing and regulation, extensive vaccine development, including for COVID-19, underscores the critical need for a comprehensive understanding of host-pathogen interactions. Yuan et al. discussed the factors contributing to the low vaccine protection rate against COVID-19 and suggested that immunosuppressive parasite infections, particularly Toxoplasma gondii (T. gondii), might play a significant role in vaccine failure. Luan et al. examined the risk of antibody-dependent enhancement (ADE) in immune cell lines using immune serum from mice and humans vaccinated with alum-adjuvanted inactivated SARS-CoV-2 vaccines. These results suggested that ADE did not occur, and the lower protection rate of these vaccines might be due to lower neutralizing antibody levels or pulmonary eosinophilic immunopathology, emphasizing the need for adjustments in vaccination strategies to enhance efficacy. Ma et al. evaluated the performance of a chemiluminescent immunoassay (CLIA) for detecting specific antibodies against SARS-CoV-2 in individuals vaccinated with the Sinopharm/BBIBP vaccine. They demonstrated that high levels of neutralizing antibodies, receptor-binding-domain antibodies, and IgG persisted for over three months after the booster injection, and CLIA was consistently reliable in detecting vaccination-induced immunity. Liu et al. discussed the development of vaccines against fowl adenovirus 4 (FAdV-4) and their importance in controlling hydropericardium hepatitis syndrome (HHS), emphasizing the need for further research on cross-protection and vaccine immunogenicity. Peng et al. investigated the therapeutic potential of hepatitis B vaccine immunotherapy for occult hepatitis B virus infection (OBI) patients. They showed that hepatitis B vaccine treatment significantly increased serum hepatitis B surface antibodies, along with peripheral blood B and CD8+ T lymphocytes, suggesting a potential immunotherapeutic approach for OBI patients. The global health challenge posed by enterovirus infections, coupled with the lack of specific drugs and broad-spectrum vaccines, necessitates the development of effective strategies.

Despite the existence of a comprehensive and precise innate immune system designed to avoid virus infections, viruses have evolved numerous strategies to evade immune responses. Duan et al. analyzed RNA-sequencing data from COVID-19 patients and found significant changes in mitochondrion-related gene expression and functions, along with alterations in metabolic pathways. They proposed a detailed mechanism involving mitochondrial damage in COVID-19, including excessive mitochondrial fission, impaired mitochondrial degradation, and disruptions in cellular processes that contribute to immune escape and inflammation in patients. Zheng et al. utilized bioinformatics analysis on datasets related to rheumatoid arthritis (RA), Staphylococcus aureus bacteremia (SAB), and severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) to identify shared biomarkers and disease targets. The hub gene IFI44 was identified as a common factor in RA, COVID-19, and SAB, suggesting its role in immune escape mechanisms. IFI44 was shown to negatively regulate the interferon signaling pathway, promoting viral replication and bacterial proliferation, making it a potential molecular target for SARS-CoV-2 and S. aureus immune escape in RA. Jian et al. reviewed how Arter viruses employ various strategies, involving both structural and nonstructural proteins, to counteract the host’s interferon (IFN) production and impede the IFN-activated antiviral signaling pathways. Herpes simplex virus type 2 (HSV-2) can establish lifelong latency within dorsal root ganglia by evading the host’s innate immunity. Hu et al. identified the immediate early protein ICP22 of HSV-2 as a crucial viral element that inhibits NF-κB activation, demonstrating its role in suppressing host antiviral responses and providing insights into the mechanism of HSV-2 immune evasion. Liu et al. discussed the strategies employed by alphaviruses, such as CHIKV, SINV, and VEEV, to evade various components of the host antiviral innate immune response, including cGAS-STING, IFN, transcriptional host shutoff, translational host shutoff, and RNA interference (RNAi). Liu et al. found that cGAS, an innate immune DNA sensor, played a role in inhibiting porcine reproductive and respiratory syndrome virus (PRRSV) infection by sensing mitochondrial DNA (mtDNA) released into the cytoplasm during PRRSV infection. Wang et al. focused on the innate immune system of bats and identified the Tadarida brasiliensis MDA5 gene (batMDA5), which plays a major role in sensing and responding to RNA viral infections. BatMDA5 was found to activate the production of IFNβ and inhibit the replication of vesicular stomatitis virus (VSV-GFP) in bat cells, highlighting the important role of this gene in the bat’s innate immune response against RNA viruses. Zhang et al. found that both the wild-type and attenuated M6 strains of HSV-1 could infect dendritic cells and induce changes in transcriptional profiles related to innate immune and inflammatory responses. They showed that HSV-1, particularly the wild-type strain, interfered with antiviral immunity by modifying the immunological phenotype of dendritic cells, leading to deficient immune responses in infected individuals. Circular RNAs (circRNAs) as novel regulatory molecules have been recognized in diverse species, including viruses. The virus-derived circRNAs play various roles in the host biological process and the life cycle of the viruses. Zhang et al. summarized the role of circular RNAs (circRNAs) derived from both DNA and RNA viruses in host biological processes and viral life cycles. Influenza virus infection often triggers a cytokine storm, contributing to severe outcomes. Zhang et al. examined the impact of influenza infection on PPARγ expression and activity in human alveolar macrophages (AMs) and a mouse model. They demonstrated that influenza virus reduced PPARγ expression and transcriptional activity in AMs, contributing to the proinflammatory response and lung pathology associated with the infection, but PPARγ agonist treatment could mitigate these effects. Li et al. investigated the relationship between pyroptosis, a pro-inflammatory cell death process, and tumor immunity in hepatitis B virus-related hepatocellular carcinoma (HBV-HCC). They developed a pyroptosis-score (PYS) and found that higher PYS was associated with poor prognosis but increased susceptibility to anti-PD-L1 treatment in HBV-HCC patients, suggesting the potential of targeting pyroptosis as a strategy in inflammation-driven cancers. Amsden et al. summarized the IFN-dependent and IFN-independent antiviral mechanisms of IL-27 and highlighted the potential of IL-27 as a therapeutic cytokine for viral infection. Wu et al. used a duck monocyte/macrophages cell model to investigate the transcriptome associated with duck plague virus (DPV) infection. They found that DPV differentially regulated various signaling pathways, including MAPK, NF-κB, and IFN pathways, and discovered that the JNK pathway negatively regulates the IFN pathway and promotes virus proliferation. Seneca Valley virus (SVV), known for causing vesicular disease in swine, was found to inhibit the expression of Mitofusin-2 (MFN2), a protein involved in mitochondrial dynamics. Deng et al. explored the interactions between Seneca Valley virus (SVV) and host cells. They found that SVV inhibited the host protein Mitofusin-2 (MFN2), which leads to the activation of the RIG-I/IRF7 signaling pathway and increased expression of IFN-λ3, contributing to SVV’s ability to evade the host immune response and replicate. DEAD-box RNA helicase 21 (DDX21) serves as an ATP-dependent RNA helicase involved in various cellular processes, including RNA splicing, transcription, and translation. Li et al. investigated the role of DEAD-box RNA helicase 21 (DDX21) in regulating interferon production. They found that DDX21 functioned as a negative regulator of interferon-beta (IFN-β) production by competing with retinoic acid-inducible gene I (RIG-I) for binding to double-stranded RNA (dsRNA), thus helping to maintain immune homeostasis. Senecavirus A (SVA) poses a significant threat to the swine industry, causing swine vesicular disease, and its replication mechanism is not well understood. Zhao et al. found that the host protein DDX21 played a role in inhibiting Senecavirus A (SVA) replication, but SVA counteracted this antiviral effect by inducing the degradation of DDX21 through the actions of its 2B and 3C proteins, involving the caspase pathway. Tanaka et al. investigated how human metapneumovirus (HMPV) interferes with the RIG-I/TRIM25-mediated antiviral response. They found that HMPV M2-2 inhibited RIG-I signaling by forming a complex with RIG-I CARD and TRIM25, similar to the immune evasion mechanisms employed by other viruses in the Paramyxoviridae and Pneumoviridae families.

In conclusion, our gratitude goes out to all the authors who have placed their discoveries in our hands, as well as to the referees for their meticulous and perceptive evaluations. We believe that the compilation of articles in this subject area will engage researchers specializing in antiviral innate immunity and the evasion strategies employed by viruses. Understanding the intricacies of antiviral immune detection and evasion is anticipated to contribute valuable knowledge for the development of vaccines and antiviral treatments, potentially influencing the approach to the ongoing COVID-19 pandemic and other future infectious diseases.
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The relatively lower protection rate of the alum-adjuvanted inactivated severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) vaccines reminds us of the antibody-dependent enhancement (ADE) phenomenon observed in preclinical studies during the development of vaccines for Middle East respiratory syndrome coronavirus (MERS-CoV) and severe acute respiratory syndrome coronavirus 1 (SARS-CoV-1). In this study, using the S1 segment of the SARS-CoV-2 spike protein or inactivated whole SARS-CoV-2 virus as an antigen and aluminum as an adjuvant, the risk of ADE of infection with T helper 2 (Th2)-oriented immune serum from mice (N=6) and humans (N=5) was examined in immune cell lines, which show different expression patterns of Fc receptors. Neither the immune serum from alum-adjuvanted S1 subunit vaccines nor inactivated SARS-CoV-2 vaccination enhanced SARS-CoV-2 S pseudotyped virus infection in any of the tested cell lines in vitro. Because both of these Th2-oriented immune sera could block SARS-CoV-2 infection without ADE of infection, we speculate that the lower protection rate of the inactivated SARS-CoV-2 vaccine may be attributed to the lower neutralizing antibody titers induced or the pulmonary eosinophilic immunopathology accompanied by eosinophilic infiltration in the lungs upon virus exposure. Adjustment of the immunization schedule to elevate the neutralizing antibody levels and skew adjuvants toward Th1-oriented responses may be considered to increase the efficacies of both inactivated and spike protein-based subunit SARS-CoV-2 vaccines.
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Introduction

Previous experience on the development of coronavirus vaccines for severe acute respiratory syndrome coronavirus 1 (SARS-CoV-1) and Middle East respiratory syndrome virus (MERS-CoV) has revealed that the T helper 2 (Th2) response bias of these vaccines is accompanied by a pulmonary immune pathology characterized by eosinophil infiltration upon virus challenge, although the subunit vaccines based on either the spike protein or the inactivated vaccine combined with aluminum adjuvant exert certain protective effects on reducing the viral loads in animal models during a subsequent challenge (1–4). In vitro analyses show that serum obtained after the administration of these vaccines could enhance viral infection, mainly through the Fc receptors (FcRs) of immune cells (5, 6). Although these infections have been proven to be abortive, viral elimination is reportedly associated with the production of multiple antiviral and proinflammatory cytokines, which may result in vaccine-associated enhanced respiratory disease (VAERD) (5, 7–11). Correspondingly, adjuvants that promote Th1 response bias have been adopted to avoid or reduce the risk of VAERD and improve the protective effect of these vaccines in preclinical studies (12–14).

Coincidentally, all successful SARS-CoV-2 vaccines with a protection rate greater than 90% have exhibited Th1-cell-skewed responses of their spike protein antigens during preclinical and clinical studies (15–19). These vaccines include the mRNA vaccine BNT162b2 developed by BioNTech (Germany), mRNA-1273 developed by Moderna (USA), and the subunit vaccine NVX-CoV2373 developed by NOVAVAX (USA). While Th1-oriented responses are induced by the intracellular translation of spike proteins and the innate immunity mobilization ability for mRNA vaccines, NVX-CoV2373 relies on its Th1-cell-biasing adjuvant Matrix-M (20–22).

Aluminum, which induces typical Th2 response bias for subunit and inactivated vaccines, has recently been the only adjuvant in vaccines licensed worldwide for human use (23). Aluminum has been applied as the adjuvant in inactivated SARS-CoV-2 vaccines, which show a protection rate ranging from 50.7% to 83.5% according to recently published clinical phase III data (Clinical trials registration numbers: NCT04510207, NCT04456595, NCT04582344, and NCT04651790) (24–27). No enhanced respiratory disease (ERD) typical of an increased eosinophilic proinflammatory pulmonary response upon challenge has been detected in preclinical studies of these inactivated SARS-CoV-2 vaccines in either murine or nonhuman primate (NHP) pneumonia models (28–32). However, whether the relatively lower vaccine efficacy originates from lower induction of neutralization antibody production or the possibility of antibody-dependent enhancement (ADE) of infection caused by Th2-oriented serum and a subsequent pulmonary immune pathology remains to be determined (28–30).

S1 is the coronavirus spike protein segment that contains the N-terminal segment and the receptor-binding domain (RBD) responsible for viral attachment to host cells and is thus widely considered a potential coronavirus vaccine target (4, 33–35). When adjuvanted with alum, serum obtained after SARS-CoV-1 S1 subunit vaccination reportedly induces ADE of infection similar to that observed with serum obtained after vaccination with inactivated whole SARS-CoV-1 viruses (5). Considering several IgG1 subtype monoclonal antibodies targeting SARS-CoV-2 spike protein have been reported to induced ADE of infection in vitro recently, the risk of Th-2 oriented immune serum after SARS-CoV-2 vaccination that containing polyclonal antibodies targeting the spike protein to enhance virus infection is to be assessed (36–38). In this study, using the S1 segment of SARS-CoV-2 and inactivated whole SARS-CoV-2 virus as antigen and aluminum as an adjuvant, we studied the risk of ADE of infection with Th2-oriented immune serum from mice and humans in immune cell lines expressing different patterns of FcRs. We aimed to provide helpful clues regarding adjusting immunization schedules or using new adjuvants to develop more effective subunit/inactivated SARS-CoV-2 vaccines.



Materials and Methods


Cells and Human Serum Samples

Raji (Burkitt’s lymphoma/B lymphoblasts), THP-1 (human acute monocytic leukemia cells), and K562 (human chronic myelogenous leukemia cells) cells were cultured in Roswell Park Memorial Institute (RPMI) 1640 medium (BD, USA) supplemented with 10% v/v fetal bovine serum (FBS, Biological Industries, Israel) and 100 U/mL penicillin-streptomycin (Thermo Fisher, USA). Vero (African green monkey kidney epithelial cells) and KMB17 (human embryonic lung fibroblast-like cells) cells were cultured in Dulbecco’s modified Eagle’s medium (DMEM, BD, USA) supplemented with 10% v/v FBS and 100 U/mL penicillin-streptomycin. All cells were obtained from the Conservation Genetics Chinese Academy of Sciences Kunming Cell Bank and maintained at 37°C in an environment with 5% CO2 before use.

Human sera from a phase II clinical trial (Clinical trials registration number: NCT04412538) of an inactivated SARS-CoV-2 vaccine adjuvant with aluminum and SARS-CoV-2-infected human convalescent serum (HCS) were supplied by Professor Qihan Li from the Institute of Medical Biology, Chinese Academy of Medical Sciences (IMB, CAMS) (39). Specifically, healthy volunteers aged 18-59 years were intramuscularly inoculated twice with the KMS-1 SARS-CoV-2 strain (GenBank accession number MT226610.1) that was double inactivated by formaldehyde plus β-propiolactone and adjuvanted with aluminum hydroxide at medium doses (containing 100 enzyme-linked immunosorbent assay units (EUs) of viral antigen) or high doses (containing 150 EUs of viral antigen). Fourteen or 28 days after boost immunization, immune serum was collected to determine the authentic SARS-CoV-2 neutralization titers. Briefly, diluted serum samples (1:4, 1:8, 1:16, 1:32, 1:64, 1:128, and 1:256) were incubated at 37°C for 2 h with a virus at a titer 100 times higher than the 50% cell culture infectious dose (CCID50). The mixture was then added to Vero cells in 96-well plates and incubated at 37°C. After 1 week, the viral cytopathic effect (CPE) was observed and assessed with an inverted microscope (Nikon, Tokyo, Japan). The neutralization titers were defined as the highest dilution at which no CPE was observed, and neutralization titers under 4 were defined as 1 for calculation. Typical serum (N=5) with positive seroconversion, including neutralization titers equal to 4, 8, 32, 128, and 256, was collected randomly for this study.



Immunization of Mice

Specific pathogen-free (SPF) female BALB/c mice at 6 weeks of age (14-17 g) were supplied and maintained by the Central Services of the IMB, CAMS. The animals were randomly divided into 3 groups, and each group consisted of 6 mice (N=6). SARS-CoV-2 S1 proteins expressed by HEK293 cells were purchased from Sino Biological Inc. (China). The purity of S1 was >90% as determined by SDS–PAGE and >95% as determined by size-exclusion chromatography high-performance liquid chromatography. S1 was diluted to 5 μg/mouse/dose in 25 µL of phosphate-buffered saline (PBS, pH 7.40) and mixed with the same volume of aluminum (Thermo Fisher, USA) to induce a typical Th2 response or nucleic acid immunostimulant mixtures that have been proven to induce a typical Th1 response (40). The nucleic acid immunostimulant mixtures contained 20 µg/mouse/dose oligodeoxynucleotide containing CpG motifs (CpG ODN 2395, from In vivoGen, USA) and 25 µg/mouse/dose low-molecular-weight polyinosinic-polycytidylic acid (poly(I:C), from In vivoGen, USA). Fifty microliters of immunogens or PBS (sham group) were administered intramuscularly to the thigh muscle three times at 2-week intervals.



Enzyme-Linked Immunosorbent Assay (ELISA) of Antibody Titers

Two weeks after the final immunization, mice were anesthetized by an intraperitoneal injection of tribromoethanol, and blood was collected via cardiac puncture. After overnight clotting at 4°C, serum was collected by centrifugation at 1000 g for 10 min and pooled for further analysis. S1-specific IgG/IgG1/IgG2a titers were detected by ELISA (41, 42), and the IgG1-to-IgG2a titer ratio was calculated to evaluate the Th1-Th2 balance described previously (43, 44). Specifically, HEK293 cells expressing SARS-CoV-2 S1 protein (Sino Biological Inc., China) at 2 µg/mL were coated on 96-well plates overnight at 4°C. The plates were washed with wash buffer (0.05% (v/v) polysorbate 20 in PBS) once and then blocked with 5% (v/v) skim milk dissolved in wash buffer for 1 h at 37°C. The plates were washed four times and incubated with serially diluted mouse sera for 1 h at 37°C. After five washes, the plates were incubated with goat anti-mouse IgG/IgG1/IgG2a HRP-conjugated secondary antibodies (Thermo Fisher Scientific, USA) for 1 h at 37°C. After five washes, 3,3’,5,5’-tetramethylbenzidine (TMB, BD Bioscience, USA) substrate was added, the plates were incubated in the dark at room temperature for 10 min. The reactions were stopped by adding 2 M sulfuric acid, and the absorbance at 450 nm was detected using a microplate reader (Bio-Tek Instruments, Inc., USA). The antibody titers were defined by end-point dilution with a cutoff signal of OD450 = 0.1.



Western Blot

Cells were cultured in 6-well plates until the concentration reached 1×106 cells/mL for protein expression analysis. After three washes with PBS, radioimmunoprecipitation (RIPA) lysis buffer (Sigma, USA) supplemented with 1% protease inhibitor cocktail (MedChemExpress, USA) was added for the extraction of cellular protein. After quantification with a bicinchoninic acid (BCA) protein assay kit (Beyotime, China), 10 μg of total protein was subjected to sodium dodecyl sulfate-polyacrylamide gel electrophoresis (SDS–PAGE) and transferred to a polyvinylidene fluoride (PVDF) membrane. After blocking with 5% milk, antibodies (Abcam, USA) against angiotensin-converting enzyme 2 (anti-ACE2, 1:5 000), FcγR1 (anti-CD64, 1:10 000) and FcγR2 (anti-CD32A+CD32B+CD32C, 1:10 000) were used for assessing the protein expression of cells. A mouse monoclonal antibody against β-actin (Multi Sciences Biotech, China) was used to identify the quality of the protein extracted. Detection was performed using the enhanced chemiluminescence (ECL) reagent (Multi Sciences Biotech, China).



Reverse Transcriptase PCR (RT–PCR)

Cells were cultured in 6-well plates at a concentration of 1×106 cells/mL for gene transcription analysis. Total RNA of cells was isolated with TRIzol™ Reagent (Thermo Fisher Scientific, USA) and stored at -80°C until use. According to the manufacturer’s instructions, cDNAs were constructed with a PrimeScript™ RT Reagent Kit with gDNA Eraser (Takara, China). Briefly, 2 μL of 5×gDNA Eraser Buffer, 1 μL of gDNA Eraser, and 7 μL of RNA dissolved in RNase-free water were mixed to obtain a total volume of 10 μL. After incubation at 42°C for 2 min, the mixture was then added to the reaction solution, which contained 1 μL of PrimeScript RT Enzyme Mix I, 1 μL of RT Primer Mix, 4 μL of 5× PrimeScript Buffer, and 4 μL of RNase-free water. cDNAs were synthesized using the following PCR procedure: 37°C for 15 min, 85°C for 5 s, and maintained at 4°C.

RT–PCR was performed using previously described primer pairs to examine the expression of the genes encoding human ACE2, human FcγR1A, human FcγR2A, human FcγR2B, and human glyceraldehyde-3-phosphate dehydrogenase (GAPDH) (5). The PCRs were initialized using a general procedure of 94°C for 5 min, 30 cycles of denaturation at 94°C for 45 s, annealing at 60°C for 45 s, and extension at 72°C for 45 s, and a final extension step of 72°C for 7 min. The PCR products were verified by 2% agarose gel electrophoresis.



Pseudovirus-Based Neutralization Assay

SARS-CoV-2 S pseudotyped virus was used for neutralization assays in biosafety level 2 facilities. This pseudovirus was based on vesicular stomatitis virus (VSV) with the G gene replaced by the firefly luciferase reporter gene and the spike protein from SARS-CoV-2 incorporated as the membrane protein (45). Specifically, the pseudoviruses were diluted to 1.3×104 50% tissue culture infectious dose (TCID50)/mL with complete DMEM before use. Fifty microliters of diluted SARS-CoV-2 S pseudovirus and 50 μL of immune serum in serial dilutions were coincubated at 37°C in an environment with 5% CO2 for 60 min. Subsequently, 100 μL of Vero-E6 cells (2×105 cells/mL) was seeded in each mixture for another 24 h at 37°C in an atmosphere with 5% CO2. Finally, 100 μL of supernatant was discarded before testing. A cell control (CC), in which only cells with culture medium were added, and a virus control (VC), in which only pseudovirus and cells but no serum were added, were established separately. According to the manual protocol, the luciferase activity was assayed using a Britelite Plus Ultra-High Sensitivity Luminescence Reporter Gene Assay System (PerkinElmer, USA) and monitored using an EnSight™ Multimode Plate Reader (PerkinElmer, USA) (45).



Pseudovirus-Based Antibody-Dependent Enhancement (ADE) of Infection In Vitro

The ADE of infection was evaluated in vitro using immune cell lines with different FcR expression patterns. Briefly, 25 μL of serially diluted serum and 25 μL of SARS-CoV-2 S pseudovirus (containing 250 TCID50 pseudoviruses) were incubated at 37°C in an atmosphere with 5% CO2 for 60 min. Then, 100 μL of cells (2×105 cells/mL) was added to the mixtures for an additional 24 h of incubation. Afterward, the plates were centrifuged for 10 min at 300 ×g, and 50 μL of cell supernatant was discarded before testing. Cell control (CC), virus control (VC), and luciferase activity assays were performed as described above (37).



Data Analysis

The data were processed with GraphPad Prism 7.0 (San Diego, CA, USA) and are shown as the means and standard deviations.




Results


In SARS-CoV-2 S1 Subunit Vaccine-Immunized Mice, Aluminum Induces Th2 Responses, and Nucleic Acid Adjuvants Induce Th1 Responses

Two weeks after the third immunization (Figure 1A), vaccines with nucleic acid adjuvants (i.e., 20 μg of CpG ODN 2395 + 25 μg of poly(I:C)/mouse/dose) induced total S1-specific IgG antibody titers that were twofold higher (32,000 compared with 16,000) than those obtained with alum adjuvants (Figure 1B) and substantially higher production of S1-specific IgG2a subtype antibody (64,000 versus 500) (Figure 1C). Although the S1-specific IgG1/IgG2a ratio in nucleic acid-adjuvanted immunized serum was 0.25, the IgG1/IgG2a ratio in alum-adjuvanted immunized serum was as high as 64, which is a typical Th2-oriented immune response (Figure 1D).




Figure 1 | Alum induced a Th2-oriented immune response, whereas nucleic acids induced a Th1-oriented response when adjuvanted with the S1 protein. (A) Immunization schedule, N=6 in each group; (B) S1-specific IgG titers of immune serum; (C) S1-specific IgG1 and IgG2a titers in immune serum; (D) IgG1/IgG2a ratio of immune serum. All of the above titers were detected in pooled serum from each immunized group, and the means and standard deviations of duplicates are shown.





Certification of Receptor Expression

Both expressed proteins (Figure 2A) and transcribed genes (Figure 2B) of ACE2 (the main receptor for SARS-CoV-2 infection) but not any type of FcγR were detected in Vero cells that were used for the proliferation of SARS-CoV-2 for inactivated vaccines, which makes Vero cells suitable for detection of the FcγR-independent enhancement of infection by serum (4, 46).




Figure 2 | Fc receptor expression patterns in immune cell lines. (A) The protein expression levels of ACE2, FcγR1 and FcγR2 were detected by Western blot. (B) The gene expression of ACE2 and more specific FcγR subtypes, including FcγR1A, FcγR2A, and FcγR2B, was detected by RT-PCR.



The protein level of FcγR1 in THP-1 and KMB17 cells was detected (Figure 2A). According to a detailed subtype analysis at the gene transcription level (Figure 2B), FcγR1A was expressed in THP-1 cells, and the other type of FcγR1, i.e., FcγR1B, was expressed in KMB17 cells, possibly as a pseudogene.

FcγR2 was detected at the protein level in Raji and THP-1 cells (Figure 2A). According to a detailed subtype analysis at the transcribed gene level (Figure 2B), FcγR2B was expressed in Raji cells, and FcγR2A was expressed in THP-1 cells. Although the gene transcription of FcγR2A was also detected in K562 cells, a Western blot assay indicated that the corresponding protein was not expressed (Figure 2A).



Th2-Oriented Immune Serum From S1-Based Subunit Vaccines Does Not Enhance Infection In Vitro

For the pseudovirus-based neutralization assay, although no luminescence was detected in the Vero cell control (CC), the luminescence of the virus control (VC) group was as high as 6×105, which implied successful infection of Vero cells by SARS-CoV-2 S pseudotyped virus. Although the serum of PBS-administered mice (Sham in Figure 3A) showed no influence on pseudovirus infection, serum from S1-immunized mice blocked pseudovirus entry. If a luminescence of 1×105 was taken as the cutoff value (which represents a more than 80% reduction in luminescence compared with that of the VC control), the virus neutralization titer (VNT) for serum from the nucleic acid-adjuvanted S1 subunit vaccine group was approximately 1150, which was higher than that for serum from the alum-adjuvanted S1 subunit vaccine group (VNT=700).




Figure 3 | Th2-oriented immune serum after S1-based subunit vaccine administration does not enhance infection in vitro. (A) Pseudovirus-based neutralization assay of immune serum in Vero cells that express ACE2. (B–E) Assay of pseudovirus-based antibody-dependent enhancement of infection with immune serum in different FcγR-expressing cells. Poly(I:C)+CpG, nucleic acid-adjuvanted plus S1-purified protein immune serum; Alum, alum-adjuvanted plus S1-purified protein immune serum; Sham, serum from mice intramuscularly administered PBS instead of immunogens. All of the above analyses were performed using pooled serum from each immunized group. The means and standard deviations of duplicates are shown.



In the in vitro assays of the pseudovirus-based ADE of infection, even luminescence as low as 1×104 (1/10 of that in the pseudovirus-based neutralization assay in Figure 3A, and background values around those detected in the VC control groups for each of the four cells) was taken as the cutoff value, and serum from neither the nucleic acid-adjuvanted S1 subunit vaccine group nor the alum-adjuvanted S1 subunit vaccine group showed ADE of infection in any of the four tested cell lines (Figures 3B–E). These cell lines included Raji cells that were confirmed to exhibit FcγR2B expression, which contributes to the enhancement of SARS-CoV-2 infection (37, 46), and THP-1 cells were confirmed to exhibit FcγR2A expression, which contributes to enhancement of MERS-CoV (47) and SARS-CoV-1 (5, 48) infection.



Th2-Oriented Immune Serum After SARS-CoV-2 Inactivated Vaccine Administration Does Not Enhance Infection In Vitro

Considering that differences exist between the Fc fragment of mouse IgG and human IgG and that antibodies targeting other parts of the SARS-CoV-2 antigen except for the S1 segment may also show potential to promote infection, human sera after an inactivated SARS-CoV-2 vaccine adjuvant with alum were also tested in the abovementioned cell lines.

For the pseudovirus-based neutralization assay (Figure 4A), none of the five sera from the SARS-CoV-2 inactivated vaccine groups, nor the six HCSs efficiently blocked the entrance of pseudovirus at a dilution of 1:1000, as reflected by corresponding luminescence reads that were higher than the cutoff value of 1×105 established in the previous section (Figure 3A).




Figure 4 | Th2-oriented immune serum after SARS-CoV-2 inactivated vaccine administration does not enhance infection in vitro. (A) Pseudovirus-based neutralization assay of human serum with low to high authentic SARS-CoV-2 neutralization titers (from 4 to 256) in Vero cells that express ACE2. The sample ID and authentic SARS-CoV-2 neutralization titer are shown in the table on the right. (B–E) Assay of pseudovirus-based antibody-dependent enhancement of infection with human serum in cells with different FcγR expression patterns. V1-V5, human sera after inactivated SARS-CoV-2 vaccination; HSC1-6: human convalescent serum. Each sample is shown separately.



In the in vitro assay of the pseudovirus-based ADE of infection, none of the five sera from the SARS-CoV-2 inactivated vaccine groups, nor the six HCSs showed ADE of infection (shown as luminescence lower than 1×104, the cutoff value for ADE discussed in the above subsection) in all four cell lines with serum dilutions from 1:1000 to 1:4000 (Figures 4B–E), as previously reported for the dilutions to detect ADE of infection with the SARS-CoV-1 subunit and inactivated vaccines adjuvanted with alum (5).




Discussion

According to preclinical studies of MERS-CoV and SARS-CoV-1 vaccines, both alum-adjuvanted spike-protein-based subunits and inactivated vaccines provide partial protection upon challenge, which means that although the viral loads are lower than those in infected control animals, pulmonary immunopathology has been observed in both murine and NHP models (1–4). Notably, these immunopathologies were exacerbated compared with those of the infected control animals and were thus designated VAERD. An in vitro analysis showed that sera from these vaccines could enhance the infection of viruses in immune cell lines with different patterns of FcRs (5, 6). Concurrent with the reduced viral loads observed in vivo, these in vitro infections are abortive, but eliminating the virus is associated with releasing multiple proinflammatory cytokines that may cause a pulmonary immune pathology in vivo (5, 7–10).

Mouse serum resulting from three administrations of S1 protein adjuvanted with nucleic acid adjuvants induced higher SARS-CoV-2 neutralization titers than those in human serum after two administrations of inactivated SARS-CoV-2 vaccines, as reflected by the results showing that mouse serum resulting from the administration of S1 protein adjuvanted with nucleic acid adjuvants could still efficiently block the entrance of pseudovirus at a dilution of 1:1150 (Figure 3A), whereas none of the sera from alum-adjuvanted inactivated SARS-CoV-2 vaccines could block the entrance of pseudovirus at a dilution of 1:1000 (Figure 4A). The extent to which formaldehyde treatment alters the native conformations of viral immunogens and may therefore affect the humoral immune responses elicited by inactivated vaccines remains to be further investigated.

Consistent with previous reports on anti-SARS-CoV-1 antibodies in which none of the sera-inducing ADE of infection contain IgG2a antibodies (5), recent reports suggest that the SARS-CoV-2-targeting antibodies inducing ADE of infection are all IgG1 subtype monoclonal antibodies (36–38). Compared with immune sera from SARS-CoV-1 and MERS, which mainly depend on FcγR1 and FcγR2a for ADE of infection, ADE of infection by monoclonal antibodies against SARS-CoV-2 could be independent of FcγR (i.e., ACE2-dependent) or dependent on FcγR2b or FcγR1 (5, 37, 46). Nonetheless, after administering either alum- or nucleic acid-adjuvanted spike protein, immune serum contained polyclonal antibodies of both the IgG1 and IgG2a subtypes, although at different proportions (Figure 1). None of these polyclonal antibodies induced either ACE2-dependent or FcγR-dependent enhancement of infection, even at subneutralizing or non-neutralizing concentrations (Figure 3). A similar conclusion could also be drawn for human serum after inactivated SARS-CoV-2 vaccines that contain full-length spike proteins and other antigens, e.g., nucleocapsid proteins (5, 49) (Figure 4).

These results again turned our attention to Th2-type immunopathology. Previous preclinical research on both spike protein-based SARS-CoV-1 subunit vaccines and inactivated vaccines have shown that formulations with Th1-oriented adjuvants, including delta inulin and Toll-like receptor agonists, could prevent or reduce excess eosinophilic infiltration in the lungs, alleviate pulmonary eosinophilic immunopathology and enhance vaccine protection in mouse models (12, 13). These SARS-CoV-1 vaccine preclinical studies are consistent with SARS-CoV-2 phase III clinical trials due to the higher protection rate of Th1-oriented mRNA vaccines and M-matrix-adjuvanted spike protein-based subunit vaccines (50–52). Indeed, trace amounts of virus that vaccinated people primarily encounter could be eliminated more easily than the high dose of viruses administered to animal models, and this finding stresses the influence of the immune pathology on the comparably lower protection rate of inactivated SARS-CoV-2 vaccines adjuvanted with alum, which induced typical Th2-oriented immune responses (24–27, 53). Although no ERD typical of an increased eosinophilic proinflammatory pulmonary response upon challenge has been detected in preclinical studies of these inactivated SARS-CoV-2 vaccines in both murine and NHP pneumonia models (28–30), a recent parallel preclinical study of a SARS-CoV-2 mRNA vaccine and a full-length spike protein subunit vaccine adjuvanted with alum showed VAERD in mouse pneumonia models for the later (54). This result appears to be more reasonable and consistent with the conclusions from previous SARS-CoV-1 and MERS-CoV studies.

In conclusion, our studies demonstrated that Th2-oriented immune serum after SARS-CoV-2 vaccination does not enhance infection in vitro. We infer that the lower protection rate of inactivated SARS-CoV-2 vaccines may result from lower or waning induction of neutralization antibody production or a pulmonary eosinophilic immunopathology accompanied by eosinophilic infiltration in the lungs upon virus exposure. The immunization schedule and new adjuvants that can elevate neutralizing antibody levels and induce Th1-oriented responses to avoid a potential pulmonary eosinophilic immunopathology may be considered to elevate the protection rate of both inactivated and spike protein-based subunit SARS-CoV-2 vaccines (55–58).
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Duck plague (DP) is an acute infectious disease in the duck industry. The duck plague virus (DPV) is the pathogen, a subfamily of alphaherpesvirinae. gE is a type I membrane protein that contains three parts: an extracellular domain, a transmembrane domain, and a cytoplasmic domain. gE is the major virulence determinant of α-herpesvirus. However, the functions of the gE extracellular and cytoplasmic domains have not been reported in DPV. In this study, a gE extracellular domain deletion mutant and a gE cytoplasmic domain deletion mutant were constructed from DPV. Virus replication kinetics showed that the growth titers of both the gE ectodomain-deleted mutant virus and the gE cytoplasmic domain-deleted virus in DEFs were lower than that of the parental virus CHv-50. DPV CHv-gEΔET and DPV CHv-gEΔCT were continuously passed to the 20th passage in DEFs and the 10th in ducklings. The mutant virus DNA after passage was extracted for identification. The results showed that the gE ectodomain and gE cytoplasmic domain deletion mutant viruses have good genetic stability. The ducklings in each group (n=10) were inoculated with the same titers of DPV CHv-gEΔET, DPV CHv-gEΔCT, DPV CHv-ΔgE, and parental CHv-50, respectively. Clinical symptoms and serum antibody levels were detected after inoculation. The results showed that the virulence of DPV CHv-gEΔCT to ducklings was reduced compared with parental CHv-50, while the virulence of DPV CHv-gEΔET to ducklings was significantly reduced. 105 TCID50 DPV CHv-gEΔET or DPV CHv-ΔgE can induce ducklings to produce DPV-specific antibodies, protect the ducklings from virulent CHv challenge. Therefore, DPV CHv-gEΔET may serve as a promising vaccine candidate to prevent and control duck plague.




Keywords: duck plague virus, gE, extracellular domain, genetic stability, pathogenicity, vaccine



Introduction

Duck plague (DP) is an acute disease with a high fatality rate caused by DPV, which has caused significant economic losses to the duck industry around the world and has shown a trend of younger age in recent years (1–3). Studies have shown that duck herd immunization with the attenuated vaccine can prevent the occurrence of duck plague, but after immunization, it is impossible to distinguish whether it is wild virus infection or vaccine immunization produces antibodies, resulting in the lack of strong physicochemical technical support for the technical plan to purify DPV infection through immunization (4). Therefore, there is an urgent need to develop a more effective vaccine to eradicate DPV. It has been reported that many countries have successfully eradicated pseudorabies through the gene deletion DIVA (differentiating infected from vaccinated animals) vaccine. Like PRV, DPV is also a member of the alphaherpesviruses (5–7). Therefore, the emerging DPV gene-deleted attenuated mutant virus is promising as a candidate vaccine for the control and eradication of duck plague.

DPV is a member of the alphaherpesvirus subfamily, with a double-stranded DNA genome of approximately 162 kb and a capsid, tegument, and envelope. The gE protein in DPV is encoded by the US8 gene and has the characteristics of a typical type I membrane protein. The polypeptide chain transmembrane once, the N-terminus is outside the cell membrane, and the C-terminus is inside the cell membrane. Therefore, according to the transmembrane structure of gE protein, we divided it into three parts: extracellular domain, transmembrane domain and intracellular domain. gE is a non-essential structural protein that facilitates the spread of viruses from cell to cell, under certain circumstances, promotes anterograde transport of latent virions after reactivation, and is neurotoxic (8). The viral plaques of the mutant virus BAC-CHv-ΔgE on DEFs were about 60% smaller than that of the wild virus BAC-CHv (9). Electron microscopy results showed that the deletion of DPV gE caused a large number of capsids to accumulate around the vesicles, and only a few were able to bud into vesicles, which is consistent with reports in other herpesviruses such as HSV-1, HSV-2, VZV, PRV, suggesting that gE plays an important role in virion morphogenesis prior to final cytoplasmic nucleocapsid wrapping (10, 11). The gE CT is involved in the second coating of the nucleocapsid in specific parts of the Golgi apparatus, selectively distributing nascent virions to cell junctions and promoting the spread of viruses between cells. Viruses with deletions in different regions of gE CT were constructed on HSV-1 gD gene deletion strains, and it was found that after deletion of amino acids 470-495, a large number of nucleocapsids accumulated in the cytoplasm (12). DPV gE CT interacts with UL11. In the absence of gE CT, the amount of UL11 packaged into virions is reduced by 58.1 ~ 80%, and the nucleocapsid cannot complete the secondary coating to form complete virions, which inhibits the release of the virus (13, 14). gE ET mainly plays a role in the intercellular propagation between epithelial cells and polar cells such as neural tissue. Through the receptor mechanism, gE ET localizes the gE/gI complex at the extracellular junction and binds to the adjacent cell receptor, promoting the fusion of infected cells and adjacent non-infected cells. The amino acids 277, 291, and 348 of HSV gE ET were mutated to construct three mutant strains. Small plaques were formed after infecting cells, similar to the gE gene deletion strain, and the transmission of the virus from the cornea to the epithelial tissue was restricted (15). The deletion of amino acids 208-236 in the cysteine region of VZV gE ET changed the distribution of gE on the cell membrane and affected the spread of the virus between cells (16).

Notably, DPV can replicate and persist at high levels in duck tissues (17), which is associated with the ability of the virus to evade host immune defenses. gE forms a dimer with gI and participates in the immune evasion function of the virus to enhance the virulence of the virus. It is a good vaccine target protein. PRV gE has been reported to inhibit cGAS/STING-mediated IFN-β production by degrading CBP to disrupt the enhanced assembly of IRF3 and CBP (18). HSV gE binds to the Fc segment of IgG, which spatially prevents IgG or Fc-dependent effector cells from approaching the virus or virus-infected cells. Complement Clq cannot bind to the IgG Fc site, blocking the classical pathway of complement (19, 20). Protects viruses from immune processes such as antibody-dependent cytotoxicity and antibody-dependent cell-mediated phagocytosis (21–23). gE can also interact with prohibitin-1, which is conserved in all herpesviruses, for cell-to-cell transmission through the MAPK/ERK pathway (24). However, the molecular mechanism by which DPV gE plays a role in cell-to-cell transmission, evading the immune responses, and enhancing viral virulence has not been fully elucidated. The reported virulence genes mainly express non-essential envelope glycoproteins or nonstructural proteins. For example, the main virulence genes of PRV include gB, gC, TK, US3 (25–27). Therefore, studying the function of DPV gE from histopathology and in vivo colonization is crucial for the prevention and treatment of DPV infection, and there is no report on the key regions of gE virulence genes in DPV.

This study constructed CHv-gEΔET and CHv-gEΔCT deletion mutant viruses using bacterial artificial chromosome cloning of the DPV CHv-BAC-G strain. The efficacy of the mutant virus as a candidate vaccine for the control or eradication of duck plague in duck flocks was evaluated, and the safety and immunogenicity of the mutant virus were evaluated.



Materials and Methods


Animals and Ethics Statement

9-day-old Cherry Valley duck embryos and 7-day-old healthy Cherry Valley ducks were purchased from a farm operated by Sichuan Agricultural University (Sichuan, China). All experimental ducks did not contain DPV and were negative for DPV antibodies (28). The experimental animal protocol was approved by the Ethics and Animal Welfare Committee of Sichuan Agricultural University and carried out following the Chinese version of the Guide for the Care and Use of Laboratory Animals.



Viruses and Cells

Parent virus CHv-50 (GenBank: JQ647509.1) (3) and DPV CHv-ΔgE deletion mutant virus were provided by our laboratory. DEFs were prepared from 9-day-old Cherry Valley duck embryos in Modified Eagle’s Medium (MEM, Gibco, Rockford, USA) supplemented with 10% neonatal bovine serum (NBS, Gibco, Rockford, USA) and 1% antibiotics (penicillin and streptavidin), cultured at 37°C in a 5% CO2 incubator.



Generation of Mutant Viruses DPV CHv-gEΔET and DPV CHv-gEΔCT

The DPV CHv-BAC-GS1783 (29) strain is stocked in our lab, in which the entire DPV CHv genome tagged with an enhanced green fluorescent protein (EGFP) is inserted BAC for stable propagation in E. coli strain GS1783. The construction of DPV CHv-gEΔET was based on two markerless two-steps Red recombination (30). Briefly, the linear PCR product, ‘a-I-Sce I-Kan-a-b’ was amplified and electroporated into DPV CHv-BAC-GS1783 to induce the first step of Red recombination, thereby replacing the gE-ET gene with Kan, a and b are the 40 bp homology arms on the left and right sides of the gE-ET gene, respectively. Subsequently, the I-Sce I site is cleaved by the I-Sce I endonuclease, and the Kan is removed in the second step by Red recombination. Amplify the linear PCR product again, ‘a-’UL23-a’-’UL23-b’-b-I-Sce I-Kan-b-c’, electroporate it into DPV CHv-BAC-gEΔET-GS1783, induce the first step of Red recombination, a, b and c are successive homology arms downstream of the miniF sequence. Subsequently, the I-Sce I site is cleaved by the I-Sce I endonuclease, and the Kan is removed in the second step by Red recombination. The deletion of gE-ET was confirmed by identifying primers and sequencing. The plasmid DPV CHv-gEΔET-GS1783 was transfected into DEFs, and purified by spotting to obtain the DPV CHv-gEΔET deletion mutant virus. The same procedure was performed to construct and obtain DPV CHv-gEΔCT deletion mutant virus. All primers used in this study are listed in Table 1.


Table 1 | The primers used to construct and identify deletion-mutant virus CHv-gEΔET and CHv-gEΔCT.





Identification of Deletion Mutant Virus by PCR and Western Blot

After DPV CHv-ΔgE, DPV CHv-gEΔET, and DPV CHv-gEΔCT deletion mutant viruses infected DEFs to produce 80% lesions, the samples were frozen and thawed three times, and the obtained viruses were identified by PCR and Western blot. In PCR identification, primer UL30-F/R is used to identify whether the DPV UL30 gene is contained. Primers BAC-F/R are used to identify whether it contains miniF element, primer UL23-F/R is used to identify whether continuous UL23 gene is contained, Primers gE-F/R were used to identify deletions of the gE gene. DEFs were infected with DPV CHv-ΔgE, DPV CHv-gEΔET, and DPV CHv-gEΔCT deletion mutant viruses with an MOI of 0.1 to analyze the gE expression in deletion mutant viruses, and 48 h later, cells were lysed with RIPA lysate, and the protein lysate was collected. Add 1% PMSF to the lysis buffer. Western blot analysis was performed with rabbit anti-gE and goat anti-rabbit IgG antibodies.



Viral Growth Curves

Multistep growth kinetics of the parental strain CHv-50, DPV CHv-gEΔET, and DPV CHv-gEΔCT deletion mutant viruses were performed as previously described with minor modifications (31, 32). Briefly, DEFs cultured in 24-well cell culture plates were infected with a virus at an MOI of 0.01. After the virus was adsorbed for 2 h at 37°C and 5% CO2, the medium was discarded, the cells were washed with PBS (pH 7.4), and then the culture medium was replaced with MEM containing 2% NBS. The infected cells were collected at 12, 24, 48, and 72 h after infection, the volume of each sample was increased to 500 μL with MEM, the samples were freeze-thawed three times, and virus titers were determined by TCID50 on DEFs. All experiments were repeated 3 times.



Evaluation of Genetic Stability of Deletion Mutant Viruses

DEFs were separately infected with the DPV CHv-ΔgE, DPV CHv-gEΔET and DPV CHv-gEΔCT deletion mutant viruses. After the cells appeared 80% lesions, the samples were frozen and thawed 3 times, and the first-generation viruses were collected. The virus was re-infected with DEFs to prepare the next generation of the virus, and the deletion mutant virus was uploaded to the 20th passage in DEFs according to this method. DNA was extracted from the 10th and 20th passages of each virus according to the instructions of the Magen kit, and PCR identification was performed. The primers used are listed in Table 1. Virus titers at passages 1, 5, 10, 15, and 20 for each virus were determined by TCID50 on DEFs. All experiments were repeated 3 times.

Forty 14-day-old ducklings were divided into 4 groups, the first 3 groups were inoculated with DPV CHv-ΔgE, DPV CHv-gEΔET, DPV CHv-gEΔCT deletion mutant virus by intramuscular injection at a dose of 106 TCID50/dose, and the last group was intramuscularly inoculated with the same volume of MEM. Seven days after inoculation, 5 ducklings in each group were randomly selected for culling, and the pathological changes of liver, spleen, and duodenum were observed. Take 1 g of liver tissue from each group for grinding, add normal saline at a ratio of 1:9 to make a homogenate, and inoculate new 14-day-old ducklings again. In this way, the mutant virus is transmitted to the 10th generation in ducklings. DNA was extracted from the 1st, 5th, and 10th passages of each virus according to the instructions of the Magen kit, and PCR identification was performed. The primers used are listed in Table 1. TaqMan-MGB probe fluorescence real-time quantitative PCR method (33) was used to detect the viral copies in liver tissue at passages 1, 5, and 10 of each virus.



Safety Evaluation of Deletion Mutant Viruses

130 14-day-old ducklings were divided into 13 groups. Groups 1, 2, and 3 were inoculated with CHv-50 by intramuscular injection at 104 TCID50/dose, 105 TCID50/dose, and 106 TCID50/dose, respectively. Groups 4, 5, and 6 were inoculated with DPV CHv-ΔgE by intramuscular injection at 104 TCID50/dose, 105 TCID50/dose, and 106 TCID50/dose, respectively. Groups 7, 8, and 9 were inoculated with DPV CHv-gEΔET by intramuscular injection at 104 TCID50/dose, 105 TCID50/dose, and 106 TCID50/dose, respectively. Groups 10, 11, and 12 were inoculated with DPV CHv-gEΔCT by intramuscular injection of 104 TCID50/dose, 105 TCID50/dose, and 106 TCID50/dose, respectively. The control group was intramuscularly inoculated with the same volume of MEM. Five ducks were randomly selected from each group to measure the rectal body temperature every day, and the death of each group of ducks was recorded for 10 days.



Evaluation of Immune Efficacy of Deletion Mutant Viruses

40 14-day-old ducklings were divided into 4 groups, the first group was inoculated with a dose (107.7 copies)/dose of live duck plague vaccine CVCC AV1222, and the second and third groups were inoculated with the same number of copies/dose of DPV CHv-ΔgE and DPV CHv-gEΔET deletion mutant virus, the fourth group was the control group, each inoculated with 1 mL of MEM. On the 14th day after immunization, the ducklings were injected with 100 LD50/duck virulent Chinese strains of duck plague virus (CHv) and were continuously observed for 10 days after the challenge, and the clinical symptoms and death were recorded every day.

Similar to the above grouping and inoculation, blood was collected from each group of ducklings on the 7th, 14th, 21th, and 28th days after immunization, and serum was collected for neutralizing antibody detection. The serum to be tested was filtered with a 0.22 filter and inactivated at 56°C for 30 min. The treated serum to be tested was diluted 21 ~ 28 times, and 50 µL per well was added to a 96-well plate with DEFs. Add 50 µL of 1000 TCID50 of CHv to each well, incubate at 37°C for 2 h, discard the supernatant and add 100 µL of MEM with 2% NBS. Continue to culture to observe cytopathic changes and calculate the neutralization index according to the Read-Muench method. All experiments were repeated 3 times.



Statistical Analysis

The data are expressed as the means ± S.D. Statistical analysis was performed with Student’s t-test (GraphPad Prism 6); *P<0.05, **P<0.01, ***P<0.001 and ****P<0.0001 indicate statistical significance compared with the control.




Results


Construction and Rescue of CHv-gEΔET and CHv-gEΔCT Deletion Mutant Viruses

To explore the virulence gene functions of the ET and CT of gE, in DPV CHv-BAC-GS1783, we used two-step homologous recombination, the first homologous recombination first deleted gE-ET (Figure 1A), and constructed a DPV CHv-BAC-gEΔET-GS1783, the miniF was deleted by the second homologous recombination to construct DPV CHv-gEΔET-GS1783 (Figure 1B). DPV CHv-gEΔCT-GS1783 was constructed in the same way as described in Materials and methods. The plasmids of DPV CHv-gEΔET-GS1783 and DPV CHv-gEΔCT-GS1783 were respectively extracted and transfected into DEFs. At 48 h after transfection, small green fluorescent spots were observed in DEFs. After 144 h, green fluorescent spots were distributed in the entire field of view, and the cells produced lesions (Figure 2A). After collecting the virus solution to infect DEFs, pick the virus solution with cytopathic but no fluorescence to re-infect DEFs, resulting in stable DPV CHv-gEΔET and DPV CHv-gEΔCT deletion mutations with cytopathic and no fluorescence virus (Figure 2B).




Figure 1 | Homologous recombination diagram. Schematic diagram of the construction of the deletion mutant virus CHv-gEΔET and CHv-gEΔCT using the Red recombination system. (A) Schematic diagram of the construction of the deletion mutant virus CHv-BAC-gEΔET and CHv-BAC-EΔCT using the Red recombination system. (B) Schematic diagram of the construction of the deletion mutant virus CHv-gEΔET and CHvg EΔCT using the Red recombination system again.






Figure 2 | Generation and identification of mutant viruses for DPV CHv-gEΔET and DPV CHv-gEΔCT. (A) Transfection of the plasmids DPV CHv-gEΔET-GS1783/DPV CHv-gEΔCT-GS1783 into DEFs resulted in numerous fluorescent spots and cytopathies, the mutant virus DPV CHv-gEΔET/DPV CHv-gEΔCT were rescued. (B) Cells with cytopathic but no fluorescent spots were picked into new DEFs, resulting in the non-fluorescent mutant virus. (C) PCR identification of mutant viruses: (a) UL30 gene identification primer, (b) BAC identification primer, (c) UL23 gene identification primer, (d) gE gene deletion identification primer. (D) DEFs were infected with DPV CHv-ΔgE, DPV CHv-gEΔCT, DPV CHv-gEΔET, and DPV CHv-50, and an anti-gE polyclonal antibody was used for WB.





Identification of DPV CHv-gEΔET and DPV CHv-gEΔCT Deletion Mutant Viruses

To identify the non-fluorescent deletion mutant virus after purification, viral DNA was extracted from DEFs infected with DPV CHv-gEΔET, DPV CHv-gEΔCT, DPV CHv-ΔgE, and CHv-50 viruses, and PCR identification analysis were performed. Using the UL30 gene identification primers can amplify the UL30 gene fragment from the above DNA, indicating that the purified deletion mutant virus is duck plague virus, using the BAC identification primers cannot amplify the miniF element from the above DNA, indicating that all the purified deletion mutant virus has completely removed the miniF element, the UL23 gene fragment can be amplified from the above DNA using the UL23 gene identification primer, indicating that the purified deletion mutant virus UL23 gene has been restored, amplification fragment of 884 bp, 1859 bp, 599 bp and 2072 bp from DNA infected with DPV CHv-gEΔET, DPV CHv-gEΔCT, DPV CHv-ΔgE and CHv-50 using gE gene deletion identification primers, respectively, indicating that the ET segment and CT segment of the gE gene have been correctly deleted, the sizes of the above target fragments were in line with expectations. DPV CHv-ΔgE and CHv-50 were used as negative and positive controls, respectively, and the Mock group was used as a control to demonstrate the specificity of the primers (Figure 2C).

The expression of gE protein in the deleted mutant virus was further analyzed by Western blot. As shown in Figure 2D, only CHv-50 can express the complete gE protein, about 20 kDa of gE protein in DPV CHv-gEΔET, DPV CHv-gEΔCT of gE protein is about 70 kDa, DPV CHv-ΔgE does not express gE protein, the results are in line with expectations, indicating that both DPV CHv-gEΔET and DPV CHv-gEΔCT recombinant viruses can be used in subsequent experiments.



Growth Curves of Deletion Mutant Viruses

The multi-step growth kinetics of DPV CHv-gEΔET and DPV CHv-gEΔCT deletion mutant viruses were evaluated after infecting DEFs with the same MOI = 0.01, collecting virus fluids at different time points, and detecting virus titers. As shown in Figure 3, the incubated virus entered the cell and started virus replication. At the initial 12 h of infection, the intracellular virus titers of the two deletion mutant viruses and the parental virus were not detected, indicating that the infectivity virus particles had not yet formed at this time. At 24 h after infection, infectious virions could be detected, indicating that a new generation of virions had been replicated in the cells. Then the virus titer gradually increased and reached a peak at 72 h, during which time the three virus strains were in the stage of replication and release. At 72 ~ 96 h after infection, the virus titers of the three virus strains all showed a downward trend. At this time, the virus titers decreased due to severe cytopathic changes. Compared with the parental virus, the viral titers of DPV CHv-gEΔET and DPV CHv-gEΔCT decreased by approximately 80 and 25 fold, respectively, at 72 h of infection. These results suggest that deletion of both gE-ET and gE-CT affects the proliferative capacity of the virus.




Figure 3 | Determination of viral titers in growth kinetics. DEFs in 24-well plates were infected with 0.01 MOI of DPV CHv-gEΔCT, DPV CHv-gEΔET, and DPV CHv-50. Samples were collected at the indicated time points, and viral titers were determined. The data were presented as the mean ± standard deviation(SD) of three independent experiments.





Genetic Stability of DPV CHv-gEΔET and DPV CHv-gEΔCT

To evaluate the genetic stability of deletion mutant viruses in vitro, the viral titers of DPV CHv-gEΔET and DPV CHv-gEΔCT deletion mutant viruses at passages 1, 5, 10, 15, and 20 after infection in DEFs were detected. As shown in Figure 4A, the titers of deletion mutant viruses at different passages were all around 105 TCID50/0.1 mL, with no significant difference (P>0.05). The virus titers of deletion mutant viruses were stable after serial passage on DEFs. DNA of passage 10 and 20 deletion mutant viruses were extracted and identified by PCR as described in Methods. As shown in Figure 4B, the UL30 gene fragments from the DPV CHv-gEΔET and DPV CHv-gEΔCT mutant viral DNAs after serial passages were identified by the UL30 primers. The target gene fragments amplified from the DPV CHv-gEΔET and DPV CHv-gEΔCT mutant viral DNAs after gE deletion primers identified serial passages, and the sizes were in line with expectations. The above results show that after the serial passage of DPV CHv-gEΔET and DPV CHv-gEΔCT mutant viruses in DEFs, the deleted genes in the viral genome will not undergo reverse mutation and stably inherited in vitro.




Figure 4 | (A) Mutant viruses at passages 1st, 5th, 10th, 15th, and 20th were collected to infect DEFs at a 1 MOI. The cell samples were collected for virus copy number detection, P>0.05. (B) The DNA of the 10th and 20th generation mutant viruses was extracted from DEFs, respectively, and then the primers for UL30 gene identification and gE gene identification primers were used for PCR identification. (C) Mutant viruses at passages 1st, 5th, and 10th were collected to infect ducklings at a 1 MOI. After 7 days of infection, the ducklings were slaughtered, 1 g of liver tissue was taken out, and the viral genome in the liver tissue was extracted for copy number determination, P>0.05. (D) DNAs of the 1st, 5th, and 10th generation mutant viruses were extracted from liver tissue, respectively, and PCR identification was performed with UL30 gene identification primers and gE gene identification primers, respectively.



To assess the genetic stability of deletion mutant viruses in vivo, the mortality of DPV CHv-gEΔET and DPV CHv-gEΔCT deletion mutant virus in ducklings after serial passage was detected, and the disease and virus infection in different organs were detected. As shown in Table 2, after the DPV CHv-gEΔCT group was infected with ducklings, only a small number of deaths occurred in the 2nd, 5th, and 6th generations, while the DPV CHv-gEΔET group and DPV CHv-ΔgE group were the same as the Mock group, no deaths occurred. The liver, spleen, and duodenum of ducklings infected with different generations of mutant deletion virus were necropsied to observe the lesions. After the ducklings were infected with DPV CHv-gEΔCT, only the duodenal mucosa showed slight hemorrhage, and other organs showed slight hemorrhage. No lesions were observed in all organs in the DPV CHv-gEΔET group and the DPV CHv-ΔgE group, as in the Mock group (Figure 5). The viral DNA in the liver of ducks infected with 1, 5, and 10 generations of deletion mutant virus was extracted, and PCR identification and quantitative detection of the virus content were carried out. As with the in vitro detection, all the target bands were in line with expectations, and the virus in the liver of different generations mutant virus loads was stable between 107 ~ 108 copies/g (Figures 4C, D). The above results show that after the DPV CHv-gEΔET and DPV CHv-gEΔCT mutant viruses are serially passaged in ducklings, the deleted genes in the viral genome will not undergo reverse mutation and can be stably inherited in vivo.


Table 2 | The number of death ducklings for each group.






Figure 5 | Pathological lesions of ducklings after challenge with the mutant virus at passages 1, 5, and 10. (A) Liver; (B) Spleen; (C) Duodenum.





Safety of DPV CHv-gEΔET and DPV CHv-gEΔCT

The body temperature of most ducklings inoculated with parental virus CHv-50 will rise to above 43°C. The body temperature of ducklings in the 104 TCID50 groups reached the peak on the 5th day, and the body temperature of the ducklings in the 105 TCID50 and 106 TCID50 groups both reached the peak on the 4th day. After reaching the peak, it will drop to the normal body temperature range of 40.5 ~ 42.5°C (Figure 6). 6 ~ 7 days is the peak period of death, and the mortality of different inoculation dose groups is distributed in a gradient. The ducklings in the 104 TCID50 group did not die, and the ducklings in the 105 TCID50 group had a mortality rate of 50%, and 1, 2, 2, died on days 5, 6, and 7, respectively. Ducklings in the106 TCID50 group had a mortality rate of 60%, 1, 1, 2, and 2 died on days 4, 5, 6, and 7, respectively (Figure 6). The DPV CHv-gEΔET group, DPV CHv-gEΔCT group, DPV CHv-ΔgE group were the same as the MEM group, the body temperature of the different dose groups after inoculation of the ducklings always fluctuated within the normal range within 10 days. Only DPV CHv -gEΔCT group died at 105 TCID50 and 106 TCID50 doses, and the mortality rate was 20% (Table 3). No deaths occurred within 10 days in the DPV CHv-gEΔET group, DPV CHv-gEΔCT group, DPV CHv-ΔgE group, and MEM group. The above results indicated that both ET and CT lacking gE would reduce the pathogenicity of the virus to ducklings, while the pathogenicity of the ET virus lacking gE was more significantly reduced to ducklings.




Figure 6 | Survival percentage (left) and rectal temperatures (right) of ducklings. (A) Inoculated with a dose of 104 TCID50 of mutant viruses; (B) Inoculated with a dose of 105 TCID50 of mutant viruses; (C) Inoculated with a dose of 106 TCID50 of mutant viruses.




Table 3 | Mortality statistics of ducks.





Immunogenicity of DPV CHv-gEΔET

The clinical symptoms of the ducklings in different immunization groups after the challenge were observed. Only the ducklings in the control group began to be lethargic, poor in appetite, tearing, and the feathers around the eyelids formed eye circles on the 4th day after the challenge. As shown in Figure 7, the body temperature of the ducklings in different immunization groups was measured after the challenge, the body temperature of the control group increased, and the body temperature exceeded 42.5°C on the 4th day after the challenge, and then the body temperature continued to be high until all died. The body temperature of the DPV CHv-ΔgE group and DPV CHv-gEΔET group was slightly higher than that of the vaccine group, but both fluctuated within the normal range. Statistics on the death of ducklings in different immunization groups after challenge, the control group began to die on the 5th day, and the 7th day was the peak period of death, and all died within 7 days, while the DPV CHv-ΔgE group, DPV CHv-gEΔET group like the vaccine group, all the ducklings were survived, indicating that the ducklings immunized with DPV CHv-ΔgE and DPV CHv-gEΔET could resist the challenge of virulent DPV CHv by 100%.




Figure 7 | The ducklings were challenged after immunization, and the clinical symptoms of the ducklings after the challenge were observed. (A) Eyelid condition. (B) Rectal temperature (left) and survival rate (right).



Neutralizing antibodies were detected in the sera of ducklings in different immunization groups. Neutralizing antibodies could be detected in the DPV CHv-ΔgE group, DPV CHv-gEΔET group, and vaccine group on the 7th day after immunization, and then the antibody levels gradually increased. On the 28th day after immunization, the neutralizing titers in the sera of ducklings in different immunization groups DPV CHv-ΔgE group, DPV CHv-gEΔET group, and vaccine group reached 24.8, 24.4, and 25.6 (Figure 8), respectively, there was no significant difference in valence (P>0.05), but both were extremely significantly higher than those in the control group (P<0.001, P<0.0001), indicating that DPV CHv-ΔgE and DPV CHv-gEΔET could stimulate ducklings to produce significant neutralizing antibodies.




Figure 8 | The determination of neutralizing antibody titer in ducks of different groups after immunization. ***P< 0.001, ****P< 0.0001.






Discussion

In alphaherpesviruses, gE is an important virulence gene that affects the virus’s virulence. Selecting the deletion of the gE gene can reduce the virulence of the virus without affecting the immunogenicity and growth ability of the virus (34, 35). Virulence genes such as gE and gI have various degrees of insertion, deletion, and base substitution mutations, resulting in the emergence of highly toxic and lethal PRV mutant strains (36–39). The PRV mutant strain ZJ01, with 2 amino acid insertions in its gE sequence, caused all 14/80-day-old pigs to die (40). Two recombinant viruses, rZJ01-LA/gEI and rLA-ZJ01/gEI, were generated by exchanging the gE and gI genes of the LA strain and the ZJ01 strain. It was found that rLA-ZJ01/gEI exhibited higher virulence than its parental virus rLA, indicating that changes in the gE gene were part of the reason for the increased virulence of PRV strains in recent years (41). The bacterial artificial chromosome (BAC) of DPV is an effective tool for the study of duck plague virus, an infectious clone of a virulent strain of DPV CHv (DPV CHv-BAC-GS1783) was previously constructed in our laboratory and used in this study to generate mutant virus DPV CHv-ΔgE, DPV CHv-gEΔET and DPV CHv-gEΔCT (29, 30, 42, 43). It should be further mentioned that the above mutant virus lacks gE and different functional regions of gE and lacks miniF on its basis. Otherwise, the deletion-mutant virus cannot infect ducks or be used as a live vaccine. The gE gene of DPV has been confirmed to play an important role in the assembly of virions, with only minor damage to virus replication. In this study, the dynamic growth curve of the mutant virus after gE deletion in different regions was determined, which also confirmed this conclusion. By measuring the in vitro proliferation of DPV CHv-gEΔET and DPV CHv-gEΔCT mutant viruses on DEFs, both mutant viruses were found to reduce virus titers on host cells, but to a lesser extent. However, further research is needed on the specific functions of gE ET and gE CT.

Vaccine immunization is an important means of preventing and controlling viral diseases. Recombinant vector vaccines have become one of the hotspots in vaccine research due to their unique advantages. There are many non-essential regions in the DPV genome (1, 3), such as the gE/gI genes (44, 45), which can be used as insertion sites for foreign genes. Therefore, DPV attenuated/attenuated strains have the advantage of being used as multiplex recombinant live vaccine carriers in addition to being used as DPV vaccines. Many researchers have expressed the immunogenic genes of Avian Influenza virus, duck Tembusu virus, duck hepatitis virus, chicken infectious bronchitis virus, and Newcastle disease virus using traditional attenuated vaccine strains (46–52). DPV immunized ducks with recombinant Avian Influenza virus can produce better protective effects. Immunized chickens can also quickly produce immune protection. The virus cannot replicate efficiently in chickens, so the safety is high. Therefore, the analysis of DPV-related genes, especially the functions of virulence-related genes similar to gE, is of great significance for the prevention and control of DPV and immune purification and promoting the application of DPV in avian multivalent live vector vaccine vectors.

The genetic stability of mutant virus is one of the important contents of mutant virus research. The stability of the mutant virus is evaluated mainly through the continuous passage of the mutant virus in vitro and in vivo. We serially passaged the mutant viruses DPV CHv-gEΔET and DPV CHv-gEΔCT on DEFs and in ducklings, respectively, and measured the virus titer, whether the deleted gene was restored, and the pathogenic changes in susceptible animals. Found that the missing gene sequence of the mutant virus has not recovered, nor has the virulence returned, indicating that the mutant virus has good genetic stability, which is the premise for subsequent studies of mutant viruses as multivalent live vector vaccines or attenuated vaccine vectors. We grouped the mutant viruses DPV CHv-gEΔET and DPV CHv-gEΔCT according to the challenge dose gradient setting and conducted a pathogenicity study in 14-day-old ducklings, and preliminary analysis was made from body temperature, death, and antibody production after challenge. The results showed that the body temperature of the ducklings in the parental virus CHv-50 105 TCID50, 106 TCID50 groups increased and exceeded the normal body temperature range 3 to 4 days after the challenge, and the mortality rate showed a gradient difference according to the challenge dose. The body temperature of DPV CHv-gEΔCT fluctuated within the normal range, and the mortality rates were 20% (106 TCID50), 20% (105 TCID50), and 0% (104 TCID50), respectively. The body temperature of DPV CHv-gEΔET and DPV CHv-ΔgE in each dose group, fluctuated within the normal range, and no death occurred. DPV-specific serum antibodies could be detected in the ducklings on the 10th day after inoculation (data not shown). The above data show that gE deletion of ET or CT will reduce the pathogenicity of the virus. The pathogenicity of the mutant virus to ducklings after gE deletion of ET is significantly reduced, and the ducklings can be induced to produce specific serum antibodies. It further shows that DPV gE is also an important virulence gene, and the gE ET is an important region associated with virulence.

On the basis that the DPV CHv-gEΔET mutant virus has been proved to have stable inheritance, significantly reduce virus virulence, and induce DPV-specific serum antibodies in ducklings, further research on subsequent vaccines was carried out. In this study, the DPV CHv-gEΔET mutant virus was used to study the immune efficacy of the DPV CHv-gEΔET mutant virus by selecting the live duck plague vaccine that is widely used in China as a comparison. In the challenge protection trial, a lethal dose of CHv was administered after immunization, and no death and clinical symptoms were found in the DPV CHv-gEΔET, DPV CHv-ΔgE, and vaccine groups, and the challenge protection rate was 100%, the control group all died. In addition, judging whether the potential to develop into a vaccine is related to the challenge protection rate and observing the changes in antibody levels after immunization. Whether the body can produce high antibodies for a long time after vaccination is very important to fight viral infection. It is also one of the criteria for evaluating the quality of vaccines. Through neutralizing antibody detection, it was found that ducklings could produce certain neutralizing antibodies on the 7th day after immunizing with DPV CHv-ΔgE or DPV CHv-gEΔET mutant virus, and the antibody level on the 7th to 28th day after immunization rising. The levels of neutralizing antibodies produced after immunizing ducklings with the two mutant viruses were similar, significantly higher than those in the Mock group but slightly lower than those in the vaccine group. The above shows that the deletion of the gE gene or the deletion of gE ET in DPV reduces the virus’s virulence and stimulates the ducklings to produce a similar level of the humoral immune response, which can provide the same protection to the immunized animals. In this study, we lacked the detection of cellular immunity, and perhaps the reason for the immune protection of the DPV CHv-gEΔET mutant virus could be further explained by the study of cellular immunity.

It is well known that gE and gI function as dimers in alphaherpesviruses (10, 53). Previous studies in our laboratory have also demonstrated that gE and gI in DPV can form dimers, and amino acids 1-279 of gI can locate gE from the endoplasmic reticulum to the Golgi O-glycosylation modification (data unpublished). However, whether the complex position between gE and gI in DPV is also in the gE ET region, and the specific amino acid sites in gE that affect the complex formation with gI are currently being screened. The current research results and subsequent related research will provide a corresponding theoretical basis for the prevention and control of DPV and duck plague purification and promote the application of DPV in avian multivalent live vector vaccine vectors.
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Porcine reproductive and respiratory syndrome virus (PRRSV) is an RNA virus that causes great economic losses globally to the swine industry. Innate immune RNA receptors mainly sense it during infection. As a DNA sensor, cyclic GMP-AMP synthase (cGAS) plays an important role in sensing cytosolic DNA and activating innate immunity to induce IFN-I and establish an antiviral cellular state. In contrast, the role of innate immune DNA sensors during PRRSV infection has not been elucidated. In this study, we found that cGAS facilitates the production of IFN-β during PRRSV infection. Western blot and virus titer assays suggested that cGAS overexpression suppressed the replication of multiple PRRSV strains, while knockout of cGAS increased viral titer and nucleocapsid protein expression. Besides, our results indicated that the mitochondria were damaged during PRRSV infection and leaked mitochondrial DNA (mtDNA) into the cytoplasm. The mtDNA in the cytoplasm co-localizes with the cGAS, and the cGAMP activity was increased when the cGAS was overexpressed during PRRSV infection. Furthermore, the cGAMP also possesses an anti-PRRSV effect. These results indicate for the first time that cGAS restricts PRRSV replication by sensing the mtDNA in the cytoplasm to increase cGAMP activity, which not only explains the molecular mechanism by which cGAS inhibits PRRSV replication but also provides research ideas for studying the role of the cGAS-STING signaling pathway in the process of RNA virus infection.
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Introduction

Porcine reproductive and respiratory syndrome (PRRS), characterized by manifest reproductive problems in sows and respiratory problems in piglets, is one of the most problematic infectious diseases for the swine industry worldwide (1). Since 2006, a highly-pathogenic form of the PRRS virus (HP-PRRSV) has circulated in China, resulting in considerable economic loss (2).

PRRSV, the causative agent of PRRS, is in the family Arteriviridae of the order Nidovirales (3). PRRSV is an enveloped, single-stranded, positive-sense RNA virus. Its genome RNA is approximately 15.4 kb consisting of at least 10 open reading frames (ORFs), a 5’-untranslated region (UTR), and a 3’-UTR (4). PRRSV was found to suppress interferon (IFN) production activated by double-stranded RNA (dsRNA). PRRSV proteins, namely, Nsp1, Nsp2, Nsp4, Nsp11, and N, have been identified and characterized as IFN antagonists (5, 6). To further ensure the normal physiological state of the host, the host has evolved a series of strategies to resist the virus. Immediately after PRRSV infection, the main host pattern recognition receptors (PRRs) are retinoic acid-inducible gene I (RIG-I), which can directly recognize and bind viral 5′-PPP RNA and short double-stranded RNA and then activate innate immunity against viral infections (7). So far, many interferon-stimulated genes (ISGs) that result in PRRSV resistance have been identified (8, 9).

Cyclic GMP-AMP (cGAMP) synthase (cGAS) is a newly identified DNA sensor that triggers IFN-I production. It plays an important role in sensing cytosolic DNA and triggering a stimulator of IFN genes (STING) dependent signaling to induce IFN-I (10). Additionally, PRR ligands, namely, bacteria, DNA viruses, and retroviruses, induce the expression of cGAS in an IFN-I-dependent manner. Besides, cGAS can positively regulate the production of IFN, so cGAS was considered a new ISG (11). During DNA virus infection, the virus genome is directly recognized and bound to cGAS to activate the cGAMP activity, which induces the production of IFN. Numerous DNA viruses activate the cGAS–STING pathway, and cGAS-deficient mice are more susceptible to lethal infection after exposure to many DNA viruses, namely, herpes simplex virus 1 (HSV-1), vaccinia virus (VACV), and murine gammaherpesvirus 68 (MHV68) (12). However, emerging evidence indicates that, in addition to its well-established role in sensing cytosolic DNA, the cGAS is also involved in restricting RNA virus infection, suggesting crosstalk exists between the innate sensing of cytosolic DNA and RNA (13). Several studies reveal that the replication of RNA viruses, namely, equine arterivirus (EAV), dengue virus (DENV), West Nile virus (WNV), influenza A virus (IAV), and chikungunya virus (CHIKV), is greatly facilitated in cells and mice with a deficiency of cGAS (14–16). Interestingly, we found that overexpressing cGAS inhibits PRRSV replication and knockout of cGAS increases PRRSV replication. However, PRRSV and other RNA viruses do not form dsDNA or DNA : RNA complexes during infection, so cGAS must be activated by other means during the infection of these RNA viruses, but the mechanism is unclear.

Here, we show that cGAS plays an important role in inhibiting PRRSV replication. PRRSV infection causes mitochondrial damage, resulting in mitochondrial DNA (mtDNA) leaking into the cytoplasm. cGAS is activated by binding to mtDNA in the cytoplasm, increasing cGAMP activity, promoting IFN production, and inhibiting PRRSV replication. Together, this study elucidates for the first time the molecular mechanism by which cGAS inhibits PRRSV replication and will provide research ideas for studying the role of the cGAS-STING signaling pathway in the process of RNA virus infection.



Materials and Methods


Cells and Virus

African green monkey kidney (Marc-145) cells were maintained in Dulbecco’s modified Eagle’s medium (DMEM) containing 10% fetal bovine serum (FBS; Gibco, Thermo Fisher Scientific, Waltham, MA, USA) at 37°C and under 5% CO2. The HP-PRRSV strain HuN4 (GenBank accession No. EF635006), a classic type 2 strain (vAPRRS; GenBank accession No. GQ330474), and a classic type 1 strain (vSHE; GenBank accession No. GQ461593). All the viruses, cells and vectors used in our experiment are stored in our lab.



Construction of Plasmids

To create p3xFlag-cGAS, the porcine cGAS (MB21D1) gene (GenBank accession no. XM_013985148.2) was amplified from the porcine alveolar macrophages (PAMs) and cloned into p3xFlag. According to the instructions of the manufacturer, the plasmids were constructed by homologous recombination with the NEBuilder® HiFi DNA Assembly Master Mix (New England Biolabs; Ipswich, MA). The primers used for gene amplification are listed in Table 1.


Table 1 | Sequences of primers and gRNAs used in this study.





Plasmid Transfection and Virus Challenge

Marc-145 cells cultured in 6-well plates were transfected with 1 μg of p3xFlag-cGAS using X-treme GENE HP DNA reagent (Roche Applied Science, Penzberg, Germany), to investigate the effect of cGAS on IFN-β production and PRRSV replication. Next, 24 h post-transfection (hpt), the cells were infected with PRRSV HuN4 (a multiplicity of infection, MOI, of 0.1). After inoculation for 1 h at 37°C, the supernatants were discarded, and the cells were washed three times with phosphate-buffered saline (PBS). The supernatant was harvested at 12, 24, 36, and 48 h post-infection (hpi), and the cells were lysed using RIPA lysis buffer (Thermo Fisher Scientific). IFN-β was assessed by quantitative real-time reverse-transcription polymerase chain reaction (qRT-PCR) and ELISA with the Monkey IFN-β ELISA Kit (Cusabio) according to the instructions of the manufacturer. Viral titers in the supernatants were determined using a microtitration assay according to the method of Reed and Muench (17). The amount of N protein was then detected in cell lysates by western blot (WB) using a mouse anti-N polyclonal antibody (1:1,000) produced by the authors.



qRT-PCR

Total RNA was extracted using an RNeasy mini kit (Qiagen, Hilden, Germany), following the instructions of the manufacturer. Reverse transcription reactions were performed at 25°C for 5 min and 42°C for 1 h using the M-MLV reverse transcription-polymerase system (TaKaRa, Dalian, China). SYBR Premix Ex Taq™ (Takara) was used to quantify the levels of IFN-β. Relative expression levels were analyzed using the ΔΔCt method (18), with β-actin mRNA as a control. Primers are listed in Table 1. qPCR detected the mtDNA in the cytoplasm of Marc-145 cells after being infected with PRRSV (refer to 19).



WB

Cell lysates were by incubating cells in RIPA for 15 min at 4°C with 1 mM phenylmethylsulfonyl fluoride and 1 mg/ml of protease inhibitor cocktail (Roche). After centrifuging at 12,000×g for 10 min, the supernatants of cell lysates were mixed with 5× sodium dodecyl sulfate-polyacrylamide gel electrophoresis (SDS-PAGE) sample loading buffer (Beyotime) and placed in boiling water for 5 min. The proteins were separated by SDS-PAGE and transfected onto a nitrocellulose membrane. The membrane was blocked in 5% skim milk for 2 h at room temperature before incubating with the indicated antibody for 1 h at room temperature. After 3 washes with Tris-buffered saline with 0.1% Tween 20, the membrane was incubated for 1 h at room temperature with horseradish peroxidase-conjugated goat anti-mouse/rabbit IgG (H + L) (1:5,000). The membranes were visualized by treating them with Pierce ECL WB substrate (Thermo Fisher Scientific). For the quantification of target proteins, their levels were normalized to the levels of β-actin.



Cytoplasmic Mitochondrial DNA Extraction

Marc-145 cells were seeded in a 10-cm dish and infected with PRRSV at different MOIs (0.5, 1, and 1.5). The uninfected cells act as a control. At 24 hpi, the culture medium was discarded, and the cells were washed twice with PBS. The cells were scraped off with the scraper and then sent to separate the cytoplasm without mitochondria with the Mitochondria Isolation Kit for Cultured Cells kit (Thermo Fisher). The cytoplasm DNA was extracted with a QIAamp DNA Mini Kit (QIAGEN) and quantified with qPCR.



Establishment of the cGAS Knockout (cGAS-KO) Marc-145 Cells

The cGAS-KO Marc-145 cells were generated using the CRISPR/Cas9 system and then used to evaluate the effect of cGAS deletion on PRRSV replication. Two guide RNAs, RNA1 and RNA2, were designed by the online-Optimized CRISPR Design tool (http://crispr.mit.edu/) (Table 1) and constructed into the PX459M and EZ-guide plasmid with Bbs I. Then, the gRNA2 was subcloned into PX459M-gRNA1 by Xho I and Hind III. The plasmid with two gRNA named PX459-gRNA1/2 was used to transfect Marc-145 cells. At 36 hpt, the cells were passaged and diluted into a six-well plate with the media to which puromycin (15 μg/ml) was added. The cells were maintained in selective media for 48 h. Then, the clones were separated into a 96-well plate with single or double cells in each hole. The media was refreshed the following day, and clones were isolated after single-cell plating. Following PCR amplification of a 500-bp region centered on the CRISPR guide, indels were analyzed by sequencing. A WB using a specific cGAS antibody (HPA031700; Sigma, USA) was performed to confirm the absence of the target protein.



Confocal Fluorescence Microscopy

Marc-145 cells were infected or uninfected with PRRSV at MOI = 0.5. Then, 24 hpt, the cells were fixed in 4% paraformaldehyde for 30 min, blocked with 3% bovine serum albumin for 1 h and permeabilized with 0.1% Triton X-100 for 15 min. The transfected cells were incubated with the indicated antibodies for 1 h at 37°C and washed thrice with PBS. The cells were then incubated at 37°C for 1 h with secondary antibodies, then stained with 1 g/ml of 4, 6-diamidino-2-phenylindole (DAPI) for 10 min, and examined using a Zeiss confocal system.



Electron Microscopy

Marc-145 cells were seeded into a 5-cm dish and infected with PRRSV. At 36 hpi, the supernatant was discarded and washed thrice with PBS. The cells were fixed at 2% glutaraldehyde. Cell pellets were embedded in 2% agarose, postfixed with 1% osmium tetroxide, and dehydrated with an ethanol series. Samples were infiltrated, embedded, and polymerized for 48 h at 60°C. Ultrathin sections were prepared and examined using a transmission electron microscope (20). The uninfected Marc-145 cells act as the negative control.



cGAMP Activity Assay

Marc-145 cells were transfected for 30 h with p3xFlag-cGAS or control plasmid before being infected with or without PRRSV at an MOI of 0.5 for 36 h. To test for cGAMP activity, cells were lysed with hypotonic buffer (10 mM Tris·HCl, pH 7.4, 10 mM KCl, 1.5 mM MgCl2) and centrifuged at 100,000×g for 20 min. The supernatants were incubated at 95°C for 5 min before being centrifuged at 12,000×g for 5 min. Supernatants were recovered and treated or 30 min at 37°C with 1 U/ul of benzonase (EMD Millipore), followed by 60 min at 50°C with 100 μg/ml of Proteinase K (Thermo Fisher Scientific). The supernatant was incubated for 5 min at 95°C before being cooled to 25°C. The supernatant was treated with 1× digitonin permeabilization solution. The buffer was incubated with Marc-145 cells for 20 min at 37°C. The digitonin permeabilization solution was aspirated from the cells and replaced with normal growth media. RNA was isolated from the Marc-145 cells 12 h later, and the IFN transcript was analyzed (21).



Statistical Analysis

All the experiments mentioned above were performed using three independent experiments. Statistical significance was analyzed using t-tests. The data shown are the means ± standard variations (SD) of three independent experiments. P-values of less than 0.05 were considered statistically significant.




Results


Overexpression of cGAS Induces the Production of IFN-β During PRRSV Infection

As a DNA sensor, cGAS can be activated to induce the production of IFN-β and ISGs during DNA virus infection. However, our findings showed that an RNA virus overexpressing the cGAS during PRRSV infection could also promote IFN-β production at the transcription and protein levels. As shown in Figure 1A, overexpression of cGAS significantly increases the IFN-β at the mRNA level during PRRSV infection. Furthermore, at 12 hpi, the content of IFN-β in the supernatant of the Marc-145 transfected with cGAS was significantly higher than that of untransfected cGAS (p <0.05) (Figure 1B). cGAS induces the production of IFN-β during PRRSV infection, according to all of these studies.




Figure 1 | cGAS increases IFN-β expression during PRRSV infection. (A) IFN-β relative mRNA level in Marc-145 cells transfected with p3XFLAG or p3XFLAG-cGAS after being infected with PRRSV. (B) The Marc-145 cells were transfected with p3XFLAG or p3XFLAG-cGAS for 36 h and then infected with PRRSV, the IFN-β production was detected by Monkey Interferon β ELISA Kit. The statistical significance of differences was determined using Student’s t-test (*p <0.05; **p <0.01; ***p <0.001).





cGAS Exhibits Anti-PRRSV Activity

To examine the effects of cGAS on PRRSV replication, cGAS was overexpressed in the Marc-145 cells by transfection with p3xFlag-cGAS. As shown in Figure 2A, when cGAS was overexpressed, the N protein levels of PRRSV were lower than those in the control cells, especially at 12–36 hpi. Furthermore, there was a significant difference in viral titers between cells transfected with p3xFlag-cGAS or p3xFlag, with an approximate 1.0–2.0 log decrease in virus titers from 12 to 36 hpi (p <0.05, p <0.01) (Figure 2B). In contrast, when the cGAS gene was knocked out in the Marc-145 cells, the N protein levels of PRRSV were higher than those in wild-type Marc-145 cells (Figure 2C). The virus titers were increased during PRRSV infection at different times and were significantly different in the cGAS knockout Marc-145 cells at 36 hpi (p <0.01). These observations suggest that cGAS is a cellular antiviral factor that represses PRRSV infection.




Figure 2 | cGAS affects the replication of PRRSV. Marc-145 cells transfected with p3×Flag-cGAS (2 μg) or p3×Flag (2 μg) were inoculated with the PRRSV HuN4 strain at an MOI of 0.1. The cells and supernatant were harvested at the indicated times. (A) The replication of PRRSV was evaluated by WB with an anti-N polyclonal antibody. (B) The infectious viral titer in the supernatant was determined by a microtitration assay and calculated as log10 TCID50 per ml. (C) WB analysis of endogenous cGAS levels in cGAS-KO Marc-145 cells. cGAS-KO Marc-145 cells and wild-type Marc-145 cells were infected with PRRSV at an MOI of 0.1. The replication of PRRSV was evaluated by WB with an anti-N polyclonal antibody. (D) The viral titer in the supernatant was determined by TCID50. β-actin expression was used as a loading control. The data are presented as the mean ± SD from three experiments. The statistical significance of differences was determined using the Student’s t-test (*p <0.05; **p <0.01).





Mitochondria Were Damaged During PRRSV Infection

Mitochondria are key participants in innate immune pathways, functioning as both signaling platforms and contributing to effector responses. mtDNA, engaging PRRs and triggering type I IFNs and ISG expression, may leak into the cytoplasm when mitochondria are damaged. To investigate the morphological alteration of mitochondria after PRRSV infection, Marc-145 cells were infected with PRRSV at an MOI of 0.5 and were subjected to IFA and transmission electron microscopy analysis. The results showed that TOM20, the mitochondrial protein, was typically tubular in uninfected cells and fragmented in PRRSV infected cells (Figure 3A). Besides, transmission electron microscopy results showed that the mitochondria were fragmented, and the number of mitochondrial ridges was significantly reduced. Furthermore, the mitochondrial morphology appears vacuolar when infected with PRRSV (Figure 3B). Together, these results demonstrate that PRRSV infection induces mitochondrial damage.




Figure 3 | PRRSV infection induces mitochondrial damage. (A) Electron microscopy analysis showing mitochondrial fission and defects in PRRSV-infected cells (Left). At 24 h post-infection, PRRSV infected Marc-145 cells, and uninfected cells were examined by electron microscope. The images show elongated mitochondria in uninfected cells and fragmented mitochondria with defective cristae in infected cells (White Arrow). (B) At 24 h post-infection, Marc-145 cells were immunostained with antibodies specific to TOM20 (red), N (green). The zoomed images show typical tubular mitochondria in uninfected cells and fragmented mitochondria in PRRSV infected cells.





mtDNA Leak to the Cytoplasm During PRRSV Infection

As PRRSV infection induces mitochondrial damage, we hypothesize the mtDNA is leaked to the cytoplasm when there is a PRRSV infection. To further verify this hypothesis, the Marc-145 cells infected with or without PRRSV were subjected to IFA and qPCR to detect the mtDNA in the cytoplasm. As shown in Figure 4A, there is a large amount of double-stranded DNA (dsDNA) in the cytoplasm of PRRSV-infected cells, but there is no double-stranded DNA in the cytoplasm of uninfected cells. Besides, qPCR results showed that the amount of mtDNA was significantly increased when PRRSV infection was detected (Figure 4B; p <0.05, p <0.01, p <0.001). Moreover, as the dose of infection increases, the amount of mtDNA in the cytoplasm also increases. These results suggest that mtDNA is leaked into the cytoplasm when there is a PRRSV infection.




Figure 4 | PRRSV infection induces mtDNA leaking into the cytoplasm. (A) At 24 h post-infection, Marc-145 cells were immunostained with antibodies specific to TOM20 (red), dsDNA (green). The nucleus is stained with DAPI (blue) in the merged images. The zoomed images show that large amounts of dsDNA (green) accumulate in the cytoplasm of the PRRSV infected cells. (B) Fold induction of levels of mitochondria-specific DNA sequences mtCOI and mtCytB present in the cytosol of Marc-145 cells infected with PRRSV at MOI 0.5, 1 and MOI 1.5. The statistical significance of differences was determined using the Student’s t-test (*p <0.05; **p <0.01; ***p <0.001).





mtDNA Co-Location With cGAS During PRRSV Infection

To confirm whether the cytoplasmic mtDNA induced by PRRSV infection can bind to cGAS, the Marc-145 cells infected with PRRSV were fixed to verify co-localization between cGAS and mtDNA. The results showed that PRRSV infection could induce mtDNA into the cytoplasm and co-localize with cGAS (Figure 5).




Figure 5 | mtDNA co-located with cGAS during PRRSV infection. Marc-145 cells were infected with the PRRSV HuN4 strain and the uninfected served as the negative control. The cells were fixed 24 h after infection and then subjected to indirect immunofluorescence to detect cGAS protein (red) and mtDNA (green). The nucleus is stained with DAPI (blue). The zoomed images show that mtDNA co-located with cGAS in the infected Marc-145 cells (yellow).





cGAS Activates cGAMP Activity During PRRSV Infection

We have demonstrated that PRRSV replication can be inhibited by cGAS. Besides, the cGAS, acting as the viral sensor, can activate the cGAMP. So, we detected cGAMP activity during PRRSV infection. The findings show that cGAS overexpressing alone cannot increase cGAMP activity, and PRRSV infection alone can only increase cGAMP activity to a certain extent. The cGAMP activity was significantly increased when overexpressing cGAS during PRRSV infection (Figure 6A). This phenomenon may be because PRRSV infection causes mtDNA to leak into the cytoplasm, which binds to cGAS and then activates cGAMP activity. While overexpressing cGAS alone does not increase cGAMP activity because there is no mtDNA as an activator.




Figure 6 | cGAS activates cGAMP activity during PRRSV infection, and cGAMP inhibits PRRSV replication. (A) Marc-145 cells were transfected with p3xFlag, p3xF-cGAS, and infected with or without PRRSV. The cGAMP activity was measured by qRT-PCR to detect the transcript levels of IFNb1. The statistical significance of differences was determined using the Student’s t-test (*p <0.05; ns, not significant). (B) The Marc-145 cells were treated with cGAMP for 12 h at different concentrations and then infected with PRRSV at 0.5 MOI. The cells were harvested at 12 and 24 hpi. The N protein level was detected by WB with anti-N pAb. (C) The Marc-145 cells were treated with cGAMP of 10 μg/ml for 12 h, and the cells were infected with PRRSV at 0.5 MOI. The cells were harvested at a different time, and the N protein was detected by WB with the anti-N pAb.





PRRSV Was Restricted by cGAMP

cGAS inhibits PRRSV replication, and cGAS can activate the activity of cGAMP. To test whether the PRRSV was restricted by cGAMP, Marc-145 cells were treated with cGAMP at 10 μg/ml. The N protein level of PRRSV was significantly decreased at different times (Figure 6B). Additionally, the Marc-145 cells were treated with different concentrations of cGAMP and then infected with PRRSV. The results indicated that the expression level of N protein was decreased with increasing cGAMP concentration (Figure 6C). The results demonstrated that PRRSV was dose-dependently restricted by cGAMP.



cGAS Suppresses Different Genotypes of PRRSV

To verify the inhibition of cGAS on classic type 2 (vAPRRS) and classic type 1 strains (vSHE), the Marc-145 cells were transfected with cGAS and then infected with the vAPRRS and vSHE strains. The results showed that the viral titer and the N protein level of the virus were significantly decreased compared with the untransfected with the cGAS. The results indicated that cGAS could restrict multiple PRRSV strains.




Discussion

PRRSV has been a major threat to global industrial pig farming since its discovery in the late 1980s (22), particularly during the HP-PRRSV outbreak in 2006 (23). Vaccination has been used to control PRRSV. However, commercially available vaccines fail to provide sustainable protection against PRRSV due to its rapid evolution. Antiviral therapies provide creative insights to guide future PRRSV control and prevention efforts, especially in cases where existing vaccines fail to match the circulating virus (24). Our study found that overexpression of cGAS inhibits PRRSV replication, while knockout cGAS facilitates PRRSV replication in Marc-145 cells (Figure 2). During PRRSV infection, cGAS can activate cGAMP activity and then induce the production of IFN to inhibit PRRSV replication (Figures 1, 6). Our results showed that cGAS, as a newly discovered ISG, might have potential use as a novel approach to control PRRSV infection. Therefore, understanding the mechanism of cGAS restriction of PRRSV will be beneficial for developing effective therapies to control outbreaks of this disease in the future.

As the first line of host defense, the innate immune system uses PRRs to detect invading pathogens. cGAS is a conserved component of the innate system in DNA virus infection. It binds to cytosolic double-stranded DNA (dsDNA) from various sources, including bacteria, DNA viruses, and retroviruses. Following the binding of dsDNA, cGAS catalyzes the production of a second messenger known as cGAMP, which subsequently binds to the adaptor protein STING on the endoplasmic reticulum (ER) membrane (25). STING recruits TANK binding kinase 1 (TBK1) and activates transcription factors interferon regulatory factor 3 (IRF3) and nuclear factor-κB (NF-κB), which then translocate into the nucleus to induce the production of IFN and other inflammatory cytokines, establishing an antiviral state in infected and uninfected neighboring host cells (26). cGAS inhibited the replication of many DNA viruses, including HSV-1, MHV68, and vaccinia virus. Currently, this is considered the classical pathway by which cGAS exerts its antiviral effect (13). Several studies have revealed that cGAS is also engaged in antiviral responses to RNA viruses, namely, EAV, DENV, WNV, IAV, and CHIKV (14–16). However, how cGAS is involved in RNA virus-induced immune responses is largely unknown. Although cGAS was reported to bind dsRNA, this interaction did not lead to the production of cGAMP (27). Therefore, cGAS may play its role in antiviral responses to RNA viruses differently from the classical pathway.

Our study demonstrated that the cGAS is important in inhibiting PRRSV replication, consistent with previous studies (28). Their study suggested that cGAS and STING possess the anti-PRRSV effect. Nevertheless, the mechanism is unclear (28). Our findings show that cGAS overexpression promotes IFN-β production during PRRSV infection at both the transcription and translation levels (Figure 1). Additionally, overexpression of cGAS decreased the N protein level of PRRSV and the viral titer.

In contrast, knockout cGAS facilitates the replication of PRRSV (Figures 2C, D). While PRRSV has been identified and characterized as an IFN-β antagonist virus, the Nsp1, Nsp2, Nsp4, Nsp11, and N protein of PRRSV play an important role in its innate immunity antagonism (29). Besides, during PRRSV infection, the virus genome was released into the cytoplasm, ORF1a and ORF1b were translated to produce two large polyproteins and autocatalytic processing to generate at least 14 Nsps. Some Nsps assemble into a replication and transcription complex (RTC) to direct genome amplification and subgenomic mRNA synthesis to produce a nested set of six major subgenomic mRNAs that are both 5’- and 3’-coterminal with the genomic RNA (30). No DNA or DNA intermediate exists in the life cycle of PRRSV. Even so, cGAS can still activate innate immunity and exert anti-PRRSV effects, so we hypothesized that cGAS exerts antiviral effects through a non-canonical pathway.

To further elucidate the molecular mechanism by which cGAS activates innate immunity to suppress PRRSV replication, we examine the effects of PRRSV infection on mitochondria. The results suggest that PRRSV infection-induced mitochondrion damage and leaked mtDNA into the cytoplasm are dose-dependent (Figure 4B). When mtDNA is released into the cytoplasm, it can act as a danger-associated molecular pattern (DAMP) to stimulate IFN-β production via the cGAS–STING pathway (31). cGAS catalyzes the production of a second messenger known as cGAMP, which subsequently binds to the adaptor protein STING on the endoplasmic reticulum (ER) membrane to activate innate immunity (25). Our findings show that cGAS overexpression alone cannot increase cGAMP activity and PRRSV infection alone can only increase cGAMP activity to a certain extent.

In contrast, the cGAMP activity was significantly increased upon cGAS being overexpressed during PRRSV infection. Therefore, the increase in cGAMP activity depends on two necessary conditions, PRRSV infection and cGAS (Figure 6A). Only during PRRSV infection can mtDNA be released into the cytoplasm to activate cGAS and then catalyze the production of cGAMP. cGAMP can bind to the adaptor protein STING and then coordinate the activation of inflammatory transcription factors to induce IFN expression and establish an antiviral cellular state (32). Besides, laser confocal results confirmed that cGAS can co-localize with mtDNA in the cytoplasm during PRRSV infection. Furthermore, Marc-145 cells treated with cGAMP alone can inhibit the PRRSV (Figures 6B, C). Moreover, besides HP-PRRSV, cGAS suppresses the classic type 1 strain (vSHE) (Figures 7A, B) and the classic type 2 strain (vAPRRS) (Figures 7C, D). Compared with the type 2 PRRSV virus, cGAS had a stronger inhibitory effect on type 1 PRRSV, which may be more sensitive to cGMAP. These results elucidate that cGAS inhibits multiple PRRSV replication. Besides PRRSV, DENV was also restricted by cGAS with a similar method (19, 33, 34). Certainly, RNA viruses have evolved effective strategies to antagonize the function of cGAS to facilitate their replication in host cells. DENV NS2B protease cofactor targets the cGAS for lysosomal degradation to avoid the detection of mtDNA during infection (34). CHIKV inhibits type-I interferon responses mediated by cGAS-STING by degrading cGAS (16). Virus and cGAS are always in a state of mutual antagonism, but how PRRSV antagonizes the antiviral effect of cGAS in natural infection remains to be further studied.




Figure 7 | cGAS overexpression inhibits classical Europe-type (genotype I) and North America-type (genotype II) PRRSV replication. (A, B) PRRSV vSHE strain (genotype I) and (C, D) vAPRRSV (genotype II) strain proliferation in MARC-145 cells transfected with p3xFlag-cGAS or control plasmids. The N protein expression levels of PRRSV were analyzed by WB. Viral titers from Marc-145 cells transfected with p3xFlag-cGAS or control plasmids were determined by a microtitration assay and calculated as log10 TCID50 per ml. Data represent the mean ± standard deviation of three independent experiments. Statistical significance was analyzed using Student’s t-test (*p <0.05; **p <0.01).



Overall, this study demonstrated that PRRSV infection induces mitochondrial damage and leaks mtDNA into the cytoplasm. cGAS restricts PRRSV replication by detecting the mtDNA in the cytoplasm, activating the cGAMP activity, and inducing the production of IFN-β. These results establish a foundation for further exploration of cGAS involved in resistance to PRRS transmission. Our study highlights the importance of cGAS in PRRSV replication and suggests potential antiviral therapies.
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Enterovirus infection continues to be a global health problem. The lack of specific drugs and broad-spectrum vaccines means an urgent need to develop effective strategies against enteroviruses. Host restrictive factors are a class of intrinsic host antiviral factors that have been broadly defined and investigated during HIV infections and have great significance for drug development and treatment design. In recent years, the essential role of host restrictive factors in regulating enteroviral infections has been gradually recognized and investigated. An increasing number of studies have shown that host-restrictive factors regulate multiple steps in the life cycle of enteroviruses. This mini-review discusses the restrictive factors against enteroviruses, their antiviral mechanism, and the arms race between them and enteroviruses. We also summarise the pathways that enteroviruses use to impair host antiviral signals. This mini-review characterizes the essential role of host restriction factors in enterovirus infections, which provides ideas and potential targets for antiviral drug design by regulating host restrictive factors. It also reveals potential future research on the interplay between host restrictive factors and enteroviruses.
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Introduction

There are more than 100 subtypes of enteroviruses that infect humans, including the well-known enterovirus 71 (EV71), enterovirus D68 (EVD68), coxsackieviruses A and B, and poliovirus (PV) (1), and several subtypes of these induce hand-foot-and-mouth disease (HFMD) epidemics every year (2–5). Moreover, EVD68 has been the cause of an unprecedented epidemic of respiratory disease, whose symptoms are unlike its common symptoms and have been temporally associated with acute flaccid myelitis (AFM) (6–8). However, the lack of effective drugs and broad-spectrum vaccines has exacerbated severe health problems.

A series of studies have investigated the interactions between host innate immunity and enteroviruses. Host restriction factors are expressed and/or induced in response to virus infection and include proteins from interferon-stimulated genes (ISGs) (9–19). APOBEC3G (A3G), SAMHD1, and BST2 have been extensively investigated in HIV infection (13). Since the antiviral effects of restrictive factors tend to have a broad spectrum, the regulatory function of host restriction factors during enterovirus infection has been investigated in recent years and has become a rising focus of enterovirus research. For example, we identified A3G and SAMHD1 restricted multiple enteroviruses and revealed a novel antiviral mechanism (20–23). IFNs and NF-κB signals are activated by viral infection (24–30), which induces the expression of downstream host-restrictive factors to fight against viruses via their pathways. However, viruses can impair restriction through multiple strategies. Here, we discuss the host restriction factors that play essential roles in regulating enteroviruses, the underlying mechanism they suppress, and how enteroviruses break host restrictions. This mini-review provides new information that can be used to select potential drug targets against enteroviruses and enlighten the direction of future studies in antivirus research.



Host Restrictive Factors Play Antiviral Roles During Enteroviruses Infection

Many in-depth studies on the interaction between enteroviruses and host factors have shown that host-restrictive factors play regulatory roles in different stages of the viral life cycle. We have summarised these studies based on the lifecycles of enterovirus infections (Figure 1 and Table 1).




Figure 1 | Overview of the interplay between host factors and enterovirus replication. Various host-restrictive factors have been shown to play regulatory roles at different stages of the virus life cycle. During the invasion phase, GBA1 interacts with SCARB2, a receptor of enteroviruses, and interferes with the binding of enteroviruses to SCARB2. After uncoating, A3G, FUS, AUF1, and SIRT1 interact with viral RNAs and reduce the replication and translation of viral RNAs. During the viral RNA replication phase, TRIM7 induces the degradation of 2C, and SIRT1 triggers the deacetylation of 3Dpol, which is required for viral RNA replication. During the assembly phase, SAMHD1 interacts with VP1 and disrupts viral capsid assembly by interfering with the interactions between the viral capsid proteins VP1 and VP2. To break through the restriction from the host, viral proteins, such as 2Apro and 3Cpro, cleave FUS, other IFNs and NF-kB signal-associated proteins, and 3Cpro cleaves AUF1. Furthermore, 2C induces the degradation of A3G. TRIM21, which is upregulated by enteroviruses, triggers polyubiquitination and the degradation of SAMHD1.




Table 1 | Host restrictive factors identified in this review.





Viral Entry

Enteroviruses invade host cells by first interacting with specific receptors on the cell surface, where virions are endocytosed, or viral nucleic acids are released into the cells. For instance, scavenger receptor class B member 2 (SCARB2) was identified as a receptor for EV71 by Yamayoshi et al. (41). On this basis, Nakata et al. reported that acid beta-glucosidase 1 (GAB1) restricts EV71 infections by interacting with SCARB2 and reducing the expression of SCARB2 on the cell surface which interferes with the interactions between EV71 and SCARB2 (42). Further investigations showed that recombinant human GBA1, a molecular drug originally used to treat Gaucher’s disease (33, 40, 43), protected against EV71 infection (42), hinting that researchers could design anti-enterovirus drugs based on host restrictive factors.



Viral RNA Replication and the Protein Translation Phases

After entering host cells, RNAs from enteroviruses are replicated and translated into viral proteins under the regulation of host factors (22, 34–36, 39, 44) and viral proteins, including 2BC, 3AB, and 3D (31, 32, 45–49). During this phase, many restrictive factors are involved in inhibiting virus replication. TRIM7, an E3 ligase, has been reported to restrict the replication of multiple enteroviruses by triggering polyubiquitination of their 2BC proteins and inducing the degradation of 2BC proteins via the proteasomal pathway (50).

AU-rich element degradation factor 1 (AUF1) binds to the internal ribosome entry site (IRES) of viral RNA and restricts the replication of poliovirus and CVB3 (51–53). However, the 3Cpro component of enteroviruses can cleave AUF1 to break through the restriction (53).

Like AUF1, fused sarcoma/translocated in liposarcoma (FUS/TLS) is a novel host antiviral factor that restricts CVB3 replication by directly inhibiting viral RNA transcription and protein translation. Moreover, FUS, which binds to viral RNA, triggers the formation of stress granules and regulates the activity of host antiviral innate immunity (54). CVB3 infection induces cytoplasmic mislocalization and cleavage of FUS through the enzymatic activity of viral proteases to evade the FUS-mediated antiviral response and innate immunity (54). In addition, as a class III NAD+-dependent histone, the deacetylase (HDAC), SIRT1, suppresses EV71 replication by repressing viral RNA transcription and attenuating viral RNA translation (55). Mechanistically, Han et al. identified the interactions between SIRT1 and viral 3Dpol, and revealed that SIRT1 inhibits 3Dpol activity by reducing the acetylation of 3Dpol. They also found that SIRT1 was able to interact with the viral 5’-UTR and interfere with viral RNA transcription and translation. Additionally, the expression of SIRT1 is upregulated by EV71 infection (55). However, Li et al. observed that EV71 infections could reduce the expression of SIRT1, and administration of the ROS inhibitor N-acetyl-L-cysteine (NAC) reduced apoptosis levels and inflammation, downregulated EV71 propagation, and increased SIRT1 expression in EV71-infected cells (56). Nevertheless, the mechanism underlying the regulation of SIRT1 expression induced by EV71 infection remains unclear.

A3G has been identified as a host-restrictive factor that suppresses HIV replication via cytosine deaminase activity (37, 38). In recent years, A3G has been shown to restrict the replication of enteroviruses, such as EV71, CA16, and EVD68, but not CA6 (20, 22, 57). These reports propose novel antiviral mechanisms independent of the cytosine deaminase activity shown by A3G. Li et al. suggested that while suppressing multiple enteroviruses, A3G competitively binds to the viral 5’UTR together with PCBP1, which is required for the transcription and translation of viral RNAs (22, 57). Further investigation showed that PCBP2, but not PCBP1, was required for CA6 replication, which would explain why A3G failed to restrict CA6 replication (22). In addition, Wang et al. suggested that A3G interacts with the 3Dpol of EV71 and packages it into progeny virions to reduce its infectivity (20). They also found that an inhibitor named IMB-Z inhibited EV71 replication by upregulating the expression of A3G (20). These studies confirmed that A3G inhibits enterovirus and that the mechanism was independent of its cytosine deaminase activity. In addition, other members of the APOBEC3 family, including A3A, A3D, and A3F, were found to possess antiviral activity against EV71 (57).

In contrast, Li et al. reported that A3G is degraded by the 2C proteins in enteroviruses, including EV71, CA6, CA16, CVB3, and EVD68 (57). In their study, viral 2C proteins triggered the polyubiquitination of A3G. Then the polyubiquitinated A3G was recognized by P62 and degraded by autolysosomes.



Viral Assembly Phase

Like A3G, SAMHD1, another anti-HIV-restrictive factor, has been extensively investigated (14, 58, 59). SAMHD1 inhibits multiple retroviruses and DNA viruses (60–62), but its antiviral mechanism is unclear. Several studies have suggested that SAMHD1 restricts viruses through its dNTPase activity (14, 60, 63–65), and other studies have argued that its nuclease activity also contributes to its antiviral activity (66–68). For enteroviruses, Li et al. reported that SAMHD1 restricted EV71 replication independently of the dNTPase and nuclease activity of SAMHD1 (21). Furthermore, Zhao et al. reported that SAMHD1 restricted the replication of enteroviruses, including EV71, EVD68, and CA16, but not CA6, by interfering with the interactions between the viral capsid proteins VP1 and VP2 (23). Zhao et al. showed that SAMHD1 interacts with the EV71-VP1 domain, which is essential for the interaction between EV71-VP1 and EV71-VP2 and attenuates the interaction between EV71 VP1 and VP2. However, the interaction between SAMHD1 and CA6-VP1 did not disrupt the interaction between VP1 and VP2 of CA6, which may explain why SAMHD1 failed to inhibit CA6 (23).

In response to the inhibition of SAMHD1, EV71 has evolved a strategy to overcome this restriction and ensure the survival of its progeny. In a study by Li et al., EV71 infection induced proteasome-associated degradation of SAMHD1 by upregulating the expression of E3 ligase TRIM21, which triggers the polyubiquitination SAMHD1. TRIM21 upregulation is interferon receptor-dependent (21). Li et al. also identified the interaction domains between SAMHD1 and TRIM21 and the ubiquitination site on SAMHD1, which may provide clues for further drug target screening and design.

Several host restrictive factors play essential regulatory roles in various stages of the enterovirus life cycle, and exploring the mechanism underlying the interplay between host restrictive factors and enteroviruses will provide an important scientific basis for strategies against strategies for enterovirus infection.



Enteroviruses Break Out of Host Restriction by Blocking Antiviral Pathways

During the long-term arms race, viruses evolve strategies to impair restriction from the host. In addition to the antagonistic strategies against the host restrictive factors mentioned above, enteroviruses also can disrupt other antiviral pathways to ensure their life cycle within the host (Figure 1). EV71 3Cpro has been reported to cleave multiple innate immune pathway-related proteins, including TRIF (26, 69), TRIM25 (70), TAK1, TAB1, TAB2, TAB3 (71), NLRP3 (72), IRF3 (73), IRF7 (74), IRF9 (75) and PMLIII and IV (76), and reduce IFN and NF-kB signals (77). As this type of research expands, the 3Cpro in EVD68 has also been reported to cleave IRF7 and affect IFN signaling (78, 79). Furthermore, the 2Apro in EV71 has been reported to cleave MAVS, MDA5, and NLPR3 (72, 80, 81) and downregulate IFN and NF-kB signaling. In addition to these viral proteases, the 2C proteins in multiple enteroviruses have been reported to suppress NF-kB and IFN signals by binding to IKKβ, P65, and MDA5 (82–86). After that, reducing the antiviral signal levels will decrease the expression of antiviral factors, which contain many host restrictive factors and are beneficial to the unscrupulous replication of viruses.



Discussion

Enterovirus infections are prevalent worldwide. However, the lack of specific drugs and broad-spectrum multivalent vaccines poses an urgent health threat. So, considerable studies on drug design targeting viral proteins have been conducted but unsuccessful (87). The high mutagenicity of RNA viruses and the similarity between the virus enzyme active domain and the host protein present considerable obstacles to selecting drug targets (88–92). The discovery of host restriction factors against enteroviruses and their interactions with viruses has attracted attention as a new antiviral strategy. Under this strategy, we could regulate the expression of host restrictive factors and effectively inhibit viral infections. Furthermore, we have identified the ‘Achilles heel’ of enteroviruses based on studies of hosting restrictive factors against enteroviruses. For instance, Zhao et al. reported that 119-223aa in VP1 were essential for the interactions between VP1 and VP2 (23). Based on this assumption, the inhibitors targeting 119-223aa in VP1 would possess a space-occupying effect and restrict the replication of enteroviruses, which may be a promising drug against EV71 infection.

On the other hand, viruses have evolved various methods to overcome the restriction of host restrictive factors, and treatment design against enteroviruses from this perspective will kill two birds with one stone. As reported by Li et al., the 2C protein of enteroviruses interacts with A3G and triggers the degradation of A3G (22, 57). Thus, inhibitors targeting the 2C domain that binds A3G can interfere with the interaction between the 2C protein and A3G and prevent the escape of the enteroviruses from A3G. At the same time, even if the target domain of the 2C protein mutates and causes the effects of inhibitors to be off-target, the mutant 2C protein will fail to bind to A3G and break out the restriction from A3G, indicating that A3G could exert its antiviral activity and that the inhibitors targeting this domain will stably inhibit enteroviruses by inducing virus mutation to a greater extent.

Third, as the endogenous component of host cells, it is important to note that antiviral strategies that regulate the expression of host restrictive factors will greatly reduce any side effects, which will be milder and safer than those experienced after using drugs. As Wang et al. showed in their study, IMB-Z inhibits EV71 replication by upregulating the expression of A3G (20). Moreover, 80 µM IMB-Z induced adequate A3G expression and greatly inhibited the replication of EV71 in a variety of cells. At the same time, 200 µM IMB-Z did not affect cell activity in cell lines, including Vero, HeLa, HCT-8, HEK293T, and SK-N-SH. Therefore, these findings have implications for the safety of antiviral strategies against enteroviruses by regulating the expression of host-restrictive factors.

In recent years, antimicrobial peptides (93) and mRNA drugs (94) have attracted increased interest among scientists, health professionals, and pharmaceutical companies because of their therapeutic potential. With the development of polypeptide and mRNA drugs, the functional domains of host restrictive factors will rapidly develop into antiviral drugs and become the mainstay of novel antiviral therapies. Therefore, identifying human host restrictive factors and exploring the interaction mechanism between a virus and host restrictive factors will become the premise and basis for us to master important antivirus strategies in the future.

In conclusion, studies on the interactions between host restrictive factors and enteroviruses will deepen understanding of virus-host interactions, provide a theoretical basis, and reveal potential targets that are not prone to off-target effects. This information can then be used to develop anti-enterovirus drugs.
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Emergence of new, pandemic-level viral threats has brought to the forefront the importance of viral immunology and continued improvement of antiviral therapies. Interleukin-27 (IL-27) is a pleiotropic cytokine that regulates both innate and adaptive immune responses. Accumulating evidence has revealed potent antiviral activities of IL-27 against numerous viruses, including HIV, influenza, HBV and more. IL-27 contributes to the immune response against viruses indirectly by increasing production of interferons (IFNs) which have various antiviral effects. Additionally, IL-27 can directly interfere with viral infection both by acting similarly to an IFN itself and by modulating the differentiation and function of various immune cells. This review discusses the IFN-dependent and IFN-independent antiviral mechanisms of IL-27 and highlights the potential of IL-27 as a therapeutic cytokine for viral infection.
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Introduction

The emergence of novel viral threats, such as the current COVID-19 pandemic, has highlighted the importance of viral immunology. Understanding of the immune response during viral infection sheds light on aspects that can be manipulated with vaccines and therapies to enhance antiviral activities. Within the immune defenses, Toll-like receptors (TLRs) are among the four major sub-families of pattern recognition receptors (PRRs) capable of recognizing pathogen-associated molecular patterns (PAMPs) (1). Viral PAMPs activate TLRs expressed by antigen presenting cells (APCs) to produce soluble mediators, such as cytokines (2). Cytokines influence how antiviral responses are initiated by innate immune cells and maintained by adaptive immune cells, orchestrating immune responses that lead to favourable or detrimental outcomes. For instance, sufficient cytokine-induced inflammation and immune cell recruitment is crucial for viral clearance, however, overproduction of cytokines can lead to excessive inflammation and tissue damage, characteristic of a cytokine storm (3). Therefore, understanding the complex regulations and actions of cytokines is crucial in further understanding antiviral responses and developing anti-viral therapies.

Produced in response to TLR activation, interleukin-27 (IL-27) is a cytokine of interest for its activity against viral infection. IL-27 is composed of two subunits, IL-27p28 and Epstein-Barr virus-induced gene 3 (EBI3) (4), and signals via a heterodimeric receptor consisting of WSX-1 and glycoprotein (gp130) (5). IL-27 belongs to both the IL-6 and IL-12 superfamilies of cytokines as it shares the gp130 subunit (IL-6 family) and is heterodimeric in nature (IL-12 family) (6). Binding to its receptor predominantly activates Janus kinase 1 and 2 (JAK1 and JAK 2), which then phosphorylates signal transducer and activator of transcription (STAT) 1 and 3 (5). Tyrosine-phosphorylated STAT1 and STAT3 dimerize and translocate to the nucleus to activate transcription of various genes. Due to the similarities in structure of cytokine and receptor subunits of IL-27 with IL-6 and IL- 12, this cytokine was expected to be pro-inflammatory, which was emphasized by early studies demonstrating the ability of IL-27 to promote NK and T cell proliferation and production of IFNγ (4, 7). Later studies highlighted additional mechanisms governed by this cytokine, including, inhibiting Th2 and Th17 cell activities, and anti-inflammatory functions such as stimulating the production of IL-10 by T cells (8, 9). Within innate immunity, IL-27 can upregulate TLR expression and function in myeloid cells (10–15).

The vast immunomodulatory properties of IL-27 link innate and adaptive immune responses, and have made it a cytokine of interest for developing novel antiviral therapies and adjuvants for vaccines (16, 17). Evidence of the potency of IL-27 as an antiviral cytokine has been accumulating over the past decade and demonstrates that IL-27 can inhibit a wide range of viral infections including human immunodeficiency virus (HIV), hepatitis B virus (HBV), hepatitis C virus (HCV), herpes simplex virus (HSV), influenza, zika virus (ZIKV) in vitro and in vivo (18–30) (Table 1). Interestingly, the antiviral functions of IL-27 also parallel those of IFNs, and with evidence that IL-27 and IFN each possess the ability to induce expression of the other (18, 20, 28, 29, 36, 39, 40, 43, 44) it is important to consider how these cytokines may act synchronously or asynchronously with one another. In this review, we discuss the antiviral effects of IL-27 by broadly grouping these effects into IFN-dependent and IFN-independent mechanisms.


Table 1 | Evidence of IL-27 inhibition of viral infection.





Interferon-Dependent Mechanisms

Interferons (IFNs) are a class of antiviral cytokines produced by a variety of cell types, such as macrophages and dendritic cells (DCs), in response to PRR stimulation. Three families of IFNs have been characterized: type I IFNs (IFNα/β), type II IFNs (IFNγ) and type III IFNs (IFNλ1, 2, 3, and 4). Signaling by type I and III IFNs induces STAT1 and STAT2 phosphorylation and dimerization, with the resulting STAT1/STAT2 complex interacting with IFN regulatory factor-9 (IRF9) to form ISG factor 3 (ISGF3) (45). ISGF3 translocates to the nucleus and binds to IFN-stimulated response elements (ISRE) to activate transcription of antiviral genes known as interferon stimulated genes (ISGs). Similarly, type II IFNs induce several ISGs through homodimerization of phosphorylated STAT1 which binds gamma activated sequence (GAS) elements in the nucleus (45). ISGs encompass a broad range of genes whose products inhibit some stage of the viral life cycle. For instance, bone marrow stromal cell antigen 2 (BST-2) inhibits budding of several enveloped viruses (46), whereas myxovirus resistance protein 1 (MX1) inhibits viral transcription (47). A detailed review of ISG production and function is beyond the scope of this paper and can be reviewed in greater detail here (45, 48, 49).

Activation and production of IFNs and IL-27 appear connected. Clinical studies demonstrate that IL-27 and IFN levels are tightly correlated during viral infection (20, 50). Additionally, in vitro and in vivo studies confirm that IL-27 directly induces IFN production and vice versa by various cell types, such as DCs, macrophages, NK cells, hepatocytes, and lung epithelial cells (18, 20, 28, 29, 36, 39, 40, 43, 44). As such, much of the antiviral activity associated with IL-27 has been attributed to its augmentation of IFN production (Figure 1).




Figure 1 | Mechanisms of viral inhibition by IL-27. IFN-dependent: (A) IL-27 promotes the production of type I and III IFNs which leads to transcription of ISGs (20, 23, 29). (B) IL-27 induced by type I IFNs leads to expression of TRIM25 (21). (C) IL-27 complexes with sIL-6R and increases production of type I and III IFNs, leading to transcription of several ISGs (31, 33, 34). (D) IL-27 promotes the production of type II IFN by T cells and NK cells (28, 35, 51–54). (E) IL-27 promotes pDC differentiation, leading to increased IFN production (39). IFN-independent: (F) IL-27 directly promotes the transcription of several ISGs (19, 25, 27, 32, 38, 55). (G) IL-27 induces the expression of miRNAs that potentially target several viruses (56, 57). (H) IL-27 enhances the expression and signaling capacity of TLRs, which could influence recognition of PAMPs and DAMPs during viral infection (10–15). (I) IL-27 increased pro-inflammatory cytokine and chemokine production (40). (J) IL-27 promotes IL-10 production by T cells to mediate immunopathology during viral infection (18, 36, 37, 41, 58–61). (K) IL-27 enhances NK cell function by increasing granzyme B, RANTES, GM-CSF, and MIP-1α (28, 39).




IL-27 Induction of IFNs Enhances ISG Transcription

Accumulating evidence supports the proposal that IL-27 enhances ISG transcription during viral infection by augmenting the production of IFNs. For instance, IL-27 enhances IFNα and IFNλ1 production by human hepatocytes during HBV infection, leading to increased expression of ISGs, such as 2’-5’-oligoadenylate synthetase 1 (OAS1), MX1 and protein kinase R (PKR), and inhibition of HBV replication (20). Promotion of extracellular signal-regulated kinase 1 (ERK1)/ERK2 signaling as well as nuclear factor kappa B (NFκB) nuclear translocation by IL-27 was found to regulate IFN- λ1 expression (20). Inhibition of these IFNs using an RNA interference approach ablated this effect, suggesting that the antiviral effects of IL-27 were mediated by the enhanced production of IFNα and IFNλ1 (20). The addition of type I IFN neutralizing antibodies similarly reduced the ability of IL-27 to inhibit influenza A virus (IAV) infection in human peripheral blood mononuclear cells (PBMCs) (29). Neutralizing IFNα/β reduced phosphorylation of STAT1 and STAT2, along with reduced phosphorylation of the ISG PKR, demonstrating that the type I IFNs induced by IL-27 activated PKR to limit IAV infection in this model (29). One study compared the effects of adding IL-27 or IFNα to HIV-infected primary human monocyte-derived macrophages (MDMs) (23). Addition of IL-27 or IFNα separately inhibited HIV through induction of host restriction factors apolipoprotein B mRNA editing enzyme catalytic polypeptide (APOBEC) cytidine deaminases. However, the kinetics of this induction differed, with a delayed synthesis of APOBEC cytidine deaminases observed with IL-27 compared to IFNα. Interestingly, IL-27 was found to induce IFNα and use of IFNα/β-receptor neutralizing antibodies revealed that intermediate IFNα was required to inhibit HIV replication (23).

In vitro and clinical studies show that IL-27 can interact with IL-6 to form a complex during viral infection (33). IL-6 is a pleiotropic cytokine produced in response to infection and tissue damage that modulates numerous antiviral responses such as T cell and macrophage activity [reviewed here (62)]. The IL-27p28 subunit of IL-27 has been demonstrated to form a complex with soluble IL-6 receptor (sIL-6R) and induce STAT1 and STAT3 signaling in IL-27 responsive cells (63). This IL-6/IL-27 complex exerts antiviral effects against a number of viruses, including influenza, Sendai virus (SeV), vesicular stomatitis virus (VSV), HSV-1, enterovirus 71 (EV71), and HBV (31, 33, 34). Mechanistically, the IL-6/IL-27 complex inhibited viral infection by promoting type I and III IFN production which led to downstream activation of ISGs such as OAS1, PKR, and MX1 (31, 33, 34). Induction of IFNs was due to IL-6/IL-27 complex interaction with the mitochondrial antiviral signaling protein (MAVS)/TNF receptor-associated factor 3 (TRAF3)/TRAF6 pathway, leading to subsequent nuclear translocation of NFκB (31, 33). Of the two IL-27 subunits, IL-27p28 was found to mediate much of the antiviral response, as significant reductions in viral inhibition and IFN and ISG expression were reported when IL-27p28 was silenced using RNA interference (33, 34). Similar reductions in IFN and ISG expression were observed when EBI3 was silenced, however, this decrease was not as robust as in the absence of IL-27p28 (33). Nonetheless, increased viral inhibition was observed upon treatment with the IL-6/IL-27 complex compared to the individual subunits of the complex (31, 33), suggesting that the sIL-6R subunit contributes to the antiviral effects as well. Moreover, the IL-27p28 subunit (also known as IL-30) can act independently from EBI3 (6) and IL-27p28 bound to sIL-6R without EBI3 does exert antiviral effects (31). However, addition of an IL-27p28 expressing plasmid had no effect on the viral replication of IAV, EV71, or HBV (31), suggesting that the interaction of IL-27p28 with sIL-6R and/or EBI3 promotes the antiviral activities of IL-27p28. Further investigation into the mechanism behind the antiviral functions of the IL-6/IL-27 complex is therefore warranted.

Increased ISG transcription as a consequence of IL-27-induced IFNs can contribute to effective viral clearance. However, this antiviral defense does not counteract the numerous anti-IFN mechanisms that viruses have developed to interfere with ISG production, such as inhibiting IFN signaling (64). This strategy may therefore be most beneficial to uninfected bystander cells where IFNs can signal unimpeded by viral inhibitory mechanisms to promote antiviral states. Alternatively, IL-27 induction of IFNs by infected cells could be enough to overcome viral inhibition of IFNs and could then result in robust ISG transcription.



IL-27 Promotes IFNγ Production

IFNγ is a pleiotropic cytokine produced predominantly by activated NK cells and T cells. Beyond promoting ISG transcription, IFNγ-mediated augmentation of innate immune responses, including antigen presentation, makes it a key link between innate and adaptive responses during infection (65). A growing body of evidence demonstrates that IL-27 signaling promotes IFNγ production by CD8+ T cells during viral infection. In vitro data demonstrates that STAT1 and T-bet activation induced by IL-27 treatment concurrently with IL-12 augments IFNγ production by CD8+ T cells (51–53). CD8+ T cell effector functions, such as granzyme B and perforin production, are also increased by IL-27 (51, 52). Consistent with these data, IL-27 receptor (IL-27R) and T-bet signaling were found to be critical for IFNγ production in vivo during viral infection (35, 54). A lack of IL-27 signaling resulted in reduced expression of IFNγ and T-bet in the lungs of respiratory syncytial virus (RSV) infected il27rα-/- mice compared to infected WT controls (54). In mixed bone marrow (BM) chimera mice generated from il-27rα-/- and WT donors, a reduced frequency of IFNγ producing IAV antigen-specific il-27rα-/- CD8+ T cells compared to internal WT controls were isolated from spleens and lymph nodes following IAV infection (35). The production of IFNγ-producing, HCV-specific CD8+ T cells in the spleens of mice was similarly enhanced by coadministration of either an IL-23 or IL-27 and an IL-12 expression plasmid following immunization (17). The promotion of IFNγ-producing antigen-specific CD8+ T cells by IL-27 highlights the adjuvant potential of this cytokine for prophylactic measures against viral infection.

In vitro studies with primary human NK cells demonstrated that IL-27 can work synergistically with IL-15 and/or IL-18 to promote IFNγ secretion by NK cells (66, 67). In a mechanism similar to CD8+ T cells, IL-27 induction of STAT1 and T-bet activity have been shown to be involved in this process (67). In the context of viral infection, NK cells from ebi3-/- and il27Ra-/- mice exhibited significant reductions in IFNγ production during the early phase of IAV infection compared to WT controls (28). In this study, stimulation of NK cells in vitro with IL-27 alone had no effect on IFNγ production. However, IL-27 significantly augmented NKG2D activation of NK cells and subsequent IFNγ production, suggesting that IL-27 may act as an additional signal alongside IL-15 or IL-18 to enhance NK cell activation at the site of viral infection (28).

A clinical study aligns with these data, as a positive correlation between IL-27 and IFNγ plasma levels in CMV-infected patients has been observed (50). However, contradictory findings of whether IL-27 promotes IFNγ production by T cells and NK cells have been reported. Increased IFNγ-producing T cells and NK cells in virally infected il27ra-/- mice have been observed compared to their WT counterparts (18, 39). The timing of IL-27 activity may be critical as to whether it increases or decreases IFNγ production systemically during viral infection. Early IL-27 signaling may promote IFNγ production to increase viral clearance. However, IL-27 also promotes IL-10 production, (reviewed in a later section) which could downregulate IFNγ production later during infection to mediate immunopathology.



IL-27 Supports pDC Differentiation

Plasmacytoid DCs (pDCs) are a subset of DCs that specialize in sensing viral DNA and RNA, upon which IFNs are rapidly produced (68). Following production of IFNs, pDCs help shape the adaptive immune response by stimulating T cells (68). IL-27 was shown to support the development of pDCs in mice during viral infection (39). In il27ra-/- mice, a lack of pDC expansion was observed during chronic LCMV infection, and this was associated with reduced type I IFN levels and increased viremia compared to WT controls (39). As a result, LCMV infected il27ra-/- mice suffer from higher viral load compared to their WT counterparts. Moreover, a significant reduction in CD86, a key costimulatory molecule for T cell activation, was found in pDCs and other DC subsets from chronically LCMV infected il27ra-/- mice (39). Together, these data suggest that IL-27 promotes pDC differentiation and in the absence of IL-27 signaling, pDC numbers and function are reduced, which potentially leads to inefficient IFN production and T cell activation. The factors that regulate pDC specification are complex and the way in which IL-27 promotes this differentiation is unknown. However, there is evidence that IL-27 can promote the expression of the transcription factor interferon regulatory factor 8 (IRF8) (69), which has been suggested as one of the initiators of pDC differentiation (68).



Type I IFNs Promote IL-27

The axis between IL-27 and type I IFNs is bidirectional, with type I IFN-induced IL-27 also promoting antiviral activities. Type I IFNs directly augment IL-27 production via IRF-1 initiation of IL-27p28 subunit transcription (44, 70). During HBV infection, type I IFN-mediated gene and protein production of the ISG tripartite motif containing 25 (TRIM25) was found to be dependent upon intermediate IL-27 signaling (21). IFNα conditioned DCs were highly efficient at cross-priming CD8+ T cells with viral antigen, and this was associated with an increased potential to express IL-23 and IL-27 (43). IL-27 enhances HLA-ABC and HLA-DR expression in DCs (25), therefore, IFNα-induced IL-27 may result in augmented antigen presentation in DCs. IL-27 produced as a consequence of type I IFN signaling has also been shown to influence T cell responses during viral infection (36, 37, 42, 58). For instance, type I IFN-induced IL-27 production by primary human DCs in response to dengue virus (DENV) infection was critical for T follicular helper (TFH) cell differentiation, consequently supporting secretion of antibodies by activated B cells (42). Further discussion of T cell function influenced by type I IFN-mediated IL-27 will be done below (see section 4.3).




Interferon-Independent Mechanisms

Studies have shown that inhibition of IFNs using neutralizing antibodies does not fully ablate viral inhibition upon IL-27 treatment (20, 26, 29), which suggests that IL-27 has other IFN-independent mechanisms of viral control. For example, mice knock-out (KO) experiments support this idea, as subcutaneous infection with ZIKV causes 50% mortality in ifnar1-/- mice but 100% mortality in ifnar1-/-il27ra-/- mice, demonstrating additional antiviral activities of IL-27 beyond IFN modulation (19).


Direct Induction of ISGs by IL-27

Induction of ISG transcription is not exclusive to IFNs and can be done by any substrate that activates interferon regulatory factors (IRFs) (45). Accumulating evidence suggests that along with inducing IFNs, which signal to promote IGS transcription, IL-27 can also directly induce ISG production (Figure 1). For instance, IL-27 inhibited HIV infection in primary human monocyte-derived DCs and macrophages through induction of several ISGs including MX1, OAS2, OAS3, interferon-induced transmembrane protein 1(IFITM1), IFITM3, radical S-adenosyl methionine domain containing 2 (RSAD2), and PKR, even in the presence of type I IFN neutralizing antibodies (25, 32). BST-2, a key inhibitor of HIV infection, was upregulated in primary human monocytes and T cells at both the gene and protein level in response to IL-27 treatment (55, 71). Addition of the vaccinia virus-encoded type I IFN decoy receptor B18R abrogated IFN-mediated induction of BST-2, but had no effect on IL-27-mediated BST-2 expression, demonstrating that BST-2 induction by IL-27 is independent of intermediate type I IFN production (55). Knockdown of IFN receptors IFNAR1 and IFNGR1 in primary human keratinocytes similarly had no effect on IL-27-induced upregulation of OAS2 expression during ZIKV and Sendai virus infection (19). Moreover, HepG2 cells infected with avian and human influenza upregulate MX1 to a greater extent following IL-27 treatment, and this was unaffected by the presence of IFNα and IFNγ neutralizing antibodies (27). In a model of chikungunya virus (CHIKV) infection of primary human MDMs, there is a lack of expression of all three IFN types, despite a robust antiviral response being observed (38). Expression of IL-27 on the other hand, is significantly increased, and IL-27 treatment dose-dependently inhibited CHIKV replication. Investigation of THP-1 derived macrophages revealed that IL-27 promoted ISG production, such as IFITMs, MX1, MX2, PKR, and RSAD2. Therefore, IL-27 might be responsible for the anti-CHIKV response in the absence of IFNs (38). The direct induction of ISGs by IL-27 may be a mechanism to prevail over virus-mediated inhibition of IFN signaling and ISG transcription. In other words, IL-27 may serve as a backup antiviral response in the absence of efficient IFN function.

Similar to IFNs, IL-27 relies on JAK-STAT signaling for ISG production. Phosphorylation of STATs 1, 2, and 3 is frequently reported in the context of viral infection (19, 20, 25, 27, 29, 72). STAT1/STAT3 heterodimerization is favoured by IL-27 during viral infections such as HBV and HSV (21, 40, 73), and may represent an alternative pathway to ISG production, as the STAT1/STAT3 heterodimer is not typically associated with IFN signaling. There is limited evidence that IL-27 signals through STAT1/STAT2, thus increased production of this heterodimer is likely due to IL-27-induced type I and III IFN production. Indeed, in the absence of type I IFNs, IL-27-mediated STAT1/STAT2 phosphorylation was significantly reduced, suggesting that enhanced phosphorylation of this heterodimer was due to IL-27-induced type I IFN production (29). Significant STAT1 phosphorylation and STAT1/STAT1 homodimerization during viral infection has also been reported (19, 27). There is evidence that, IL-27 signals via STAT1/STAT1 dimers (74) and therefore may do so to directly induce ISG transcription. Notably, type II IFNs also signaling through STAT1 homodimers, thus the potential of type II IFNs being involved in IL-27-induced STAT1 homodimerization cannot be completely ruled out. The redundancy in signaling by IL-27 and type II IFNs helps explain the overlapping profiles of ISGs induced by IL-27 and IFNs (32, 53, 75). However, the similarity in IFN and IL-27 signaling also raises the question as to whether viral mechanisms developed to interfere with IFN signaling may affect IL-27 signaling as well. Clinical studies support this notion, as a negative correlation between IL-27 serum and plasma expression and viral load was reported in HIV-positive and HIV-HCV co-infected patients (76, 77). In vitro, HIV infection and the HIV protein Tat inhibited LPS-induced IL-27 production in primary human MDMs (78). These studies suggest that HIV inhibits IL-27 as a mechanism of immune suppression. However, contradictory findings from clinical studies have been observed, with one study reporting a positive correlation (79) and another reporting no relationship between IL-27 and HIV viral load (80). Differences in severity of infection regardless of viral load could account for these contradictions, however, further investigation into whether HIV impedes IL-27 production is needed. Nonetheless, HIV could interfere with IL-27 function rather than production. For instance, PBMCs isolated from HIV patients had impaired responses to IL-27, with downregulation of IL-27-induced IL-6, TNFα, and IL-10 compared to PBMCs from healthy controls (81). Whether other viruses have the capacity to interfere with IL-27 production and signaling remains to be determined.



IL-27 Modulates the Antiviral Innate Response

Beyond IFN and ISG induction, IL-27 has been shown to promote antiviral responses by influencing the effector functions of innate immune cells (Figure 1). For instance, primary human monocytes differentiated into macrophages in the presence of IL-27 (referred to as I-Macs) produced several microRNA (miRNAs) demonstrated to target the open-reading frames of viruses such as HSV-1, HSV-2, and HHV-8 (56). Similar miRNAs with antiviral potential were observed in primary human DCs in response to IL-27 treatment (57). I-Macs also displayed an HIV-resistant phenotype characterized by reduced levels of the HIV-supportive host factor spectrin B nonerythrocyte 1 (SPTBN1) (24). Blocking IFNα with neutralizing antibodies had no effect on I-Macs resistance to HIV, suggesting that IL-27 rather than intermediate IFNα production was responsible for the HIV-resistant phenotype. Resistance to other viruses, such as influenza, SIV, and KSHV, was also observed by I-Macs compared to primary human monocytes differentiated into macrophages without IL-27 (24). Moreover, IL-27 treatment influences cytokine production. Following IL-27 treatment, enhanced secretion of cytokines IL-6, IP-10 (CXCL10), and MIG by macrophages, DCs, and human epithelial cell lines was observed along with restricted HSV-1 replication (40). Augmentation of proinflammatory cytokine production by IL-27 may help promote inflammation and immune cell recruitment needed for viral clearance. However, a balance in proinflammatory cytokine production is needed in order to mitigate the risk of unregulated inflammation and detrimental cytokine storm.

Going hand in hand with macrophage differentiation, IL-27 may also influence macrophage polarization, which could have implications for viral inhibition. Briefly, environmental stimuli induce different polarization states in macrophages. In general, M1 macrophages display pro-inflammatory and antiviral properties and have been shown to be more resistant to viral infection, whereas M2 macrophages display anti-inflammatory properties and are more permissive to infection but important for mediating immunopathology (82, 83). There is evidence to suggest that IL-27 skews macrophage polarization to the M1 phenotype (69, 84, 85); therefore, IL-27 may reduce the ability of viruses to infect macrophages by promoting M1 polarization. Genetic analysis of HIV-resistant I-Macs (monocytes treated with IL-27 during differentiation to macrophages) revealed an upregulation of M1 markers CD80 and TNF (24). Further, primary human M1-like macrophages were found to be potent producers of type I and III IFNs during rhinovirus infection in vitro (86), therefore, by promoting M1 polarization, IL-27 may increase IFN production as well. However, a direct connection between IL-27, macrophage polarization, IFN production, and viral infection has not yet been studied in detail.

Recent insights demonstrate that IL-27 can modulate the function of TLRs, an important class of PRRs involved in recognizing viral components. Augmented signaling capacity and resulting cytokine production by cell surface TLR2, 4, and 5 on human monocytes and macrophages (primary and cell lines) has been observed as a result of IL-27 treatment (10–14). Intracellular TLR7 and 8 are similarly affected by IL-27, with enhanced TLR7 expression and TLR8-mediated cytokine production observed upon treatment with IL-27 in THP-1 monocytes and THP-1-derived macrophages (15). Recognition of viral PAMPs, such as viral DNA and RNA, and damage-associated molecular patterns (DAMPs) from dead or dying cells by these TLRs is essential for activating innate immunity against a variety of viruses (87). Therefore, IL-27-mediated increase of TLR expression and signaling may enhance recognition of viruses and induce a more robust antiviral response. Moreover, several viruses, such as HCV, human cytomegalovirus (HCMV), HSV, Kaposi’s sarcoma-associated herpes virus (KSHV), and vaccinia virus have evolved mechanisms of inhibiting TLR function (88–96). The increase in TLR expression and function by IL-27 could help counteract these inhibitory mechanisms. Currently, the potential relationship between IL-27 modulation of TLRs and viral immune responses has not been elucidated.

Another way that IL-27 promotes innate immune responses during viral infection is by augmenting NK cell function. Beyond promoting IFNγ production, IL-27 also enhances the production of GM-CSF, RANTES, and MIP-1α by NK cells following NKG2D-mediated activation (28). The chemoattractant properties of RANTES and MIP-1α promote the migration of immune cells to the site of infection, including memory and effector T cells, granulocytes, and macrophages (97, 98). GM-CSF is a growth factor responsible for the survival, proliferation and activation of immune cells such as macrophages and DCs (99). Increased infiltration and activation of immune cells at the site of infection in response to these cytokine and chemokines could support viral clearance. However, enhanced immune cell infiltration has been linked to cytokine storm and worse outcomes during infections such as IAV (100), therefore, a balance is needed to ensure effective viral clearance without causing severe immunopathology. Additionally, NK cell production of granzyme B, a protease that kills virus-infected cells, was diminished in il27rα-/- mice and associated with reduced viral clearance, suggesting a role of IL-27 in mediating NK cell effector functions during virus infection (28, 39).



IL-27 Promotes IL-10 Production to Mediate Immunopathology During Virus Infection

Much of the morbidity and mortality caused by viral infections can be attributed to overactive immune responses including overproduction of cytokines, infiltration of immune cells and excessive inflammation that damages the body. As such, balancing these strong effector responses is critical to limiting immunopathology. IL-10 is an important immunoregulatory cytokine that mediates this balance in the immune response, as it can suppress both innate and adaptive immune responses to viral infections (101). However, certain viruses can also exploit the immunomodulatory functions of IL-10 to establish chronic infection (102–104). While various innate and adaptive immune cell types have been identified as IL-10 producers, CD4+ and CD8+ T cells are important sources of IL-10 during viral infections (105, 106).

There is increasing evidence that IL-27 is a potent inducer of IL-10 production from CD4+ and CD8+ T cells in a variety of viral infections, thereby having implications on antiviral immune responses and viral clearance (Figure 1). Significant reductions in IL-10-producing CD4+ and CD8+ T cells are observed during viral infection in il27ra-/- and ebi3-/- mice compared to their WT counterparts (18, 37, 41, 58, 59). Indeed, a study by Perona-Wright and colleagues (60) demonstrated that direct IL-27 signaling was critical for IL-10 production by CD8+ T cells. When mice with mixed bone marrow from WT and IL27Ra-/- congenic bone marrow were infected with Sendai virus, WT but not the IL-27R-deficient CD8+ T cells produced IL-10 (60). Mechanistically, influenza infection models have demonstrated that IL-27 augments IL-10 production by CD8+ T cells synergistically with IL-2 by promoting and sustaining expression of IRF4 and B-lymphocyte maturation protein-1 (Blimp-1) (36, 37). On the other hand, IL-27 activation of STAT4 was found to partially mediate IL-10 production by murine CD4+ T cells (18). The increases in IL-10 by IL-27 appears to be partially reliant on type I IFNs. Type I IFN signaling was reported to enhance IL-27 secretion by myeloid cell populations during MCMV and IAV viral infections, which in turn promoted IL-10 production by T cells in vivo (36, 37, 58). In vitro data demonstrate a more direct role of type I IFNs, as the addition of IFNα greatly enhanced IL-10 secretion by CD8+ T cells in conjunction with IL-27 and IL-2 treatment (36). Thus, the increase in IL-10 expression by IL-27 may not be an entirely IFN-independent mechanism. However, other cytokines can also promote IL-27-mediated IL-10. For instance, IL-6 has been reported to be involved in inducing IL-10, as IL-6 enhanced IL-27 production by murine macrophages and monocytes during RSV infection which in turn promoted T-regulatory cell (Treg)-derived IL-10 (61).

There are mixed reports as to whether IL-27-induced IL-10 increases or decreases survival following viral infection. Increased IL-10-producing T cells due to IL-27 was found to enhance survival during infection with viruses such as IAV, RSV, and SeV by attenuating immune cell infiltration, cytokine production, and inflammation (18, 41, 61). However, IL-27-induced IL-10-producing T cells have also been reported to promote viral persistence during murine cytomegalovirus (MCMV), mouse hepatitis virus (MHV) strain murine hepatitis virus (JHMV), and IAV infection by over suppression of the immune responses leading to ineffective viral clearance (18, 58, 59). The aspect that appears critical to whether the IL-27-induced IL-10 response attenuates or augments viral infection is timing. Early IL-27 signaling induces IL-10 which downregulates the immune response too quickly, leading to viral spread (18, 58, 59). However, if IL-27 induces IL-10 at a later time during infection, immunopathology is reduced while preserving the antiviral immune response (18, 41, 61). The timing of IL-27 function during virus infection appears paradoxical, as early IL-27 signaling is important for enhancing innate antiviral responses and potentially regulating IFNγ production, but also may attenuate these very responses by increasing IL-10. The availability of IL-27, the cell types responding and the kinetics of virus infection all may come into play to determine whether IL-27 signaling enhances or attenuates antiviral immune responses.




Discussion

The importance of IFNs in establishing a successful antiviral response is indisputable. However, strong selective pressure from IFNs has led to the evolution of a variety of viral IFN-inhibitory mechanisms that allow viruses to effectively establish infection (64, 107). Alternative pathways have developed in order to keep up with this virus-immune response evolutionary arms race. IL-27 may represent one of these alternative pathways. As an inducer of type I, type II, and type III IFNs (17, 20, 23, 28, 29, 35, 51, 52, 54), IL-27 may augment IFN production such that a robust antiviral response still occurs despite viral IFN-inhibitory mechanisms. It is interesting to speculate whether IL-27 has a dominant role in the induction IFNs in general during viral infection. There is evidence for mutual direct induction between IL-27 by IFNs (20, 44, 70). However, as numerous stimulants promote IFN and IL-27 production during viral infection, such as viral PAMPs, DAMPs, and other cytokines, the role of IL-27 in promoting IFN production may be supportive, rather than dominant. Further, IL-27 has overlapping functions with IFNs, and can directly promote ISG transcription (19, 25, 27, 32, 55, 71). Being independent of IFNs, IL-27 signaling may be able to bypass the IFN-inhibitory mechanisms of viruses and successfully induce ISG transcription. However, IL-27 signaling pathways are similar to that of IFNs, making it plausible that viral mechanisms developed to interfere with IFN signaling may be effective at hindering IL-27 signaling as well.

Overall, the interwoven relationship between IFNs and IL-27 makes it difficult to delineate their antiviral mechanisms as entirely separate. The most compelling evidence that IL-27 also acts independently of IFNs is that in IFN-deficient models, inhibition of viral replication still occurs upon IL-27 treatment (25, 26, 29). Indeed, these IFN-independent mechanisms include acting as a IFN itself and directly inducing ISGs, but also modulating other immune responses such as proinflammatory cytokine and chemokine production (28, 40), macrophage and DC differentiation (24, 39), and IL-10 anti-inflammatory function (18, 36, 37, 41, 58–61). The vast array of responses influenced by IL-27 relates to its ability to inhibit a variety of viral infections and makes it a promising therapeutic and vaccine adjuvant for existing and emerging viral threats.
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Atherosclerosis (AS), a chronic inflammatory disease of the blood vessels, is the primary cause of cardiovascular disease, the leading cause of death worldwide. This study aimed to identify possible diagnostic markers for AS and determine their correlation with the infiltration of immune cells in AS. In total, 10 serum samples from AS patients and 10 samples from healthy subjects were collected. The original gene expression profiles of GSE43292 and GSE57691 were downloaded from the Gene Expression Omnibus database. Least absolute shrinkage and selection operator regression model and support vector machine recursive feature elimination analyses were carried out to identify candidate markers. The diagnostic values of the identified biomarkers were determined using receiver operating characteristic assays. The compositional patterns of the 22 types of immune cell fraction in AS were estimated using CIBERSORT. RT-PCR was performed to further determine the expression of the critical genes. This study identified 17 differentially expressed genes (DEGs) in AS samples. The identified DEGs were mainly involved in non-small cell lung carcinoma, pulmonary fibrosis, polycystic ovary syndrome, glucose intolerance, and T-cell leukemia. FHL5, IBSP, and SCRG1 have been identified as the diagnostic genes in AS. The expression of SCRG1 and FHL5 was distinctly downregulated in AS samples, and the expression of IBSP was distinctly upregulated in AS samples, which was further confirmed using our cohort by RT-PCR. Moreover, immune assays revealed that FHL5, IBSP, and SCRG1 were associated with several immune cells, such as CD8 T cells, naïve B cells, macrophage M0, activated memory CD4 T cells, and activated NK cells. Overall, future investigations into the occurrence and molecular mechanisms of AS may benefit from using the genes FHL5, IBSP, and SCRG1 as diagnostic markers for the condition.
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Introduction

Atherosclerosis (AS) is a cardiovascular disease caused by the thickening and hardening of arterial walls due to the accumulation of cells, cholesterol, and extracellular matrix (1, 2). Epidemiological research has indicated that hypertension, smoking, diabetes mellitus, and hypercholesterolemia are the main dangerous elements for AS and associated illness processes (3, 4). Besides this, according to laboratory and clinical data results, the combined impacts of aging and inflammation result in a high occurrence rate of AS (5). Though a great improvement in its treatment has been made, the danger of co-morbidities in AS is still serious (6, 7). AS is a chronic and complicated course involving many cells and molecular alterations. Furthermore, it is estimated that approximately 50% of the risk for atherosclerosis is genetically determined (8, 9). Therefore, the diagnosis of AS requires more novel biomarkers and forecasting models to be authenticated.

Data mining has been applied in many fields, containing sequence analysis, microarray gene expression, single-nucleotide polymorphism inspection as well as the analysis of genomic loss and amplification (copy number variation) (10, 11). With the help of microarrays, integration bioinformatics makes scholars confirm distinctively expressed targeted genes soon between AS specimens in one test (12, 13). AS diagnostic markers could be derived from aberrantly expressed genes. TP53, MAPK1, STAT3, HMOX1, and PTGS2 have been identified to be the underlying diagnostic biomarkers for AS according to the identification of a gene expression profile analysis (14, 15). Preclinical AS may be diagnosed using intercellular adhesion molecule-1 (16, 17). At the same time, diagnostic values will be increased by a large margin if many biomarkers are combined in one model.

In this study, the GSE43292 and GSE57691 datasets published by Bricca et al. and Erik et al. were reanalyzed (18, 19). We screened the abnormally expressed genes in AS samples from big data analysis. Machine learning algorithms were applied to screen and confirm the diagnostic biomarkers for AS. In this paper, CIBERSORT was first applied to quantify the immune cells of specimens of AS and normal tissues based on the gene expression profile. We also looked into the interaction between the detected biomarkers and the infiltrating immune cells to provide the groundwork for future studies.



Materials and Methods


Microarray Datasets

The study downloaded the original gene expression profiles GSE43292 and GSE57691 from the Gene Expression Omnibus (GEO) database (https://www.ncbi.nlm.nih.gov/geo/). In total, 32 non-AS and 32 AS arterial samples were included in the GSE43292 dataset. The GSE57691 dataset included 10 non-AS and 9 AS arterial specimens.



Patients and Samples

A total of 20 patients from the Suqian First Hospital, with admission dates from 2020 to 2022 were registered and separated into the AS group (n = 10) and the control group (n = 10). Blood specimens from the two groups were gathered through venipuncture, and the serum was obtained through centrifugation at 1,500g under 4°C and then reserved under −80°C for further use. The study protocol was authorized by the clinical study ethics committee of the Suqian First Hospital. Every method used was according to the related guidelines and regulations. Every participant has signed an informed consent form.



Data Processing and Screening of Differentially Expressed Genes

Using the combat function of the SVA package, GSE43292 and GSE57691 were combined into a metadata cohort, and batch effects were removed. Comparing the AS arterial samples with the non-AS arterial samples, the “limma” package was applied for the identification of differentially expressed genes (DEGs) with threshold of |fold change (FC)| >1.2 and P-value <0.01.



Functional Enrichment Analysis

The “ClusterProfiler” package of R software was applied in function gathering analysis, and there were significant (q-values less than 0.01) biological processes and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways used in this study (20). Disease Ontology (DO) gathering analysis was operated on DEGs with the “clusterProfiler” and DOSE packages of R.



Candidate Diagnostic Biomarkers

Support vector machine recursive feature elimination (SVM-RFE) and least absolute shrinkage and selection operator (LASSO) were employed to classify the diagnostic indicators of AS. The “Glmnet” package was employed to analyze the binomial response type and 1 alpha value. In addition, as a supervised machine learning means to support vectors, the SVM explores the optimal variables by clearing the character vectors produced by the SVM. The SVM sorter of R package e1071 was used in the classification analysis of the selective markers for AS diagnosis; k = 5 was set for k-fold cross-validation. The halving parameter mentioned above was set as 100.



Evaluation of Immune Cell Infiltration

Gene expression matrix information was uploaded to CIBERSORT (https://cibersort.stanford.edu/) to assess the enrichment of immune invasions, and we got the immune cell infiltrate matrix. Next, the “corrplot” package was used to make a correlation heat map to see the pertinence of 22 kinds of infiltrated immune cells.



Association Between Critical Genes and Infiltrating Immune Cells

The relationship of the confirmed genes to the standards of infiltrated immune cells was found with Spearman’s rank analysis using R software. The consequent relationships were seen by chart technology using the “ggplot2” package (21).



Quantitative Real-Time PCR Assay

Total RNA was separated with TRIZOL reagent based on the protocol from the manufacturer (Invitrogen). The RNA was reverse-transcribed with SuperScript First Strand cDNA System (Invitrogen) based on the instructions from the manufacturer. SYBR Green RT-PCR Master Mix and 1.0 μl of cDNA were used in the PCR amplification using Applied Biosystems 7900HT (Applied Biosystems, Takara). The results were gathered and studied by SDS2.3 Software (Applied Biosystems). The expression standard of every candidate gene was the internal standard compared with that of GAPDH. This relative quantitative data was conveyed using the 2-ΔΔCt method. Every test was repeated 3 times. The primers are shown in Supplementary Table S1.



Statistical Analysis

Statistical analyses were performed with R software v3.5.0 (R Core Team, MA, USA) and GraphPad Prism v7.00 (GraphPad Software Inc., La Jolla, CA, USA). R’ “glmnet” package was used to finish the LASSO regression analysis, while the e1071 package ran the SVM algorithm. The significance of distinction in the two groups was calculated with Student’s t-test. All P <0.05 were regarded as statistically evident.




Results


Identification of the Dysregulated Genes in AS Patients

To screen the dysregulated genes in AS, we analyzed the GSE43292 and GSE57691 datasets using the “limma” package in R software. Through a volcano plot and a hierarchical cluster, we identified a total of 17 DEGs (fold change >1.2), among which 7 (FHL5, CASQ2, SCRG1, CNTN1, TPH1, CNTN4, and CNN1) were downregulated and 10 (TM4SF19, IGJ, CD36, DPP4, HMOX1, FABP4, IBSP, MMP7, MMP9, and MMP12) were upregulated (Figures 1A, B).




Figure 1 | Differentially expressed genes (DEGs) between AS samples and control samples. (A) Volcanic map. Colored dots indicate genes that have been up- or downregulated, respectively. (B) Heat map of the DEGs.





Functional Correlation Analysis

We performed a functional correlation analysis to determine the features of the above-mentioned 17 DEGs in life activity. The consequences of the GO analysis showed that the 17 DEGs might be mainly abundant in the extracellular matrix organization, extracellular structure organization, external encapsulating structural organization, membrane raft, membrane microdomain, caveola, endopeptidase activity, serine-type endopeptidase as well as metalloendopeptidase activity (Figure 2A). The KEGG assays indicated that the 17 DEGs were mainly enriched in the PPAR signaling pathway (Figure 2B). The DO pathway enrichment analyses showed that diseases enriched by DEGs were mainly associated with non-small cell lung carcinoma, pulmonary fibrosis, polycystic ovary syndrome, glucose intolerance, and T-cell leukemia (Figure 2C).




Figure 2 | Function enrichment analyses of differentially expressed genes (DEGs). (A) Gene Ontology enrichment for DEGs. (B) Kyoto Encyclopedia of Genes and Genomes pathways enrichment for DEGs. (C) Enrichment study of genes differentially expressed between atherosclerosis and healthy samples using the disease ontology.





Identification and Validation of Diagnostic Genes

Two distinct algorithms were applied to filter underlying markers. The DEGs were decreased with the LASSO regression algorithm, which confirmed five genes to be diagnostic biomarkers of AS (Figure 3A). Apart from the five characters in the DEGs that were decided with the SVM-RFE algorithm (Figure 3B), 3 overlapping characters (FHL5, IBSP, and SCRG1) in the 2 algorithms were finally chosen (Figure 3C).




Figure 3 | Filtering course in diagnostic candidates in atherosclerosis. (A) Tuning character option in the least unconditional shrinkage and option operator model. (B) A plot of biomarker option by support vector machine recursive feature elimination (SVM-RFE) algorithm. (C) The least unconditional shrinkage, option operator, and SVM-RFE algorithms all share a Venn diagram to provide three diagnostic indicators.





Expression and Diagnostic Value of FHL5, IBSP, and SCRG1 in AS

We observed that SCRG1 and FHL5 decreased in AS samples compared with those in control samples (Figures 4A, B), while IBSP expression was distinctly increased in AS samples (Figure 4C). In addition, according to the ROC assays, the low SCRG1 conveyed had an AUC result of 0.870 (95% CI: 0.789 to 0.940) in AS (Figure 5A), and the low FHL5 expression had an AUC result of 0.897 (95% CI: 0.821 to 0.954) in AS (Figure 5B). However, the high IBSP expression had an AUC result of 0.840 (95% CI: 0.746 to 0.914) in AS (Figure 5C). Our findings suggested that FHL5, IBSP, and SCRG1 had a high diagnostic ability.




Figure 4 | Expression of (A) SCRG1, (B) FHL5, and (C) IBSP, respectively, in atherosclerosis samples and healthy samples from GSE43292 and GSE57691 datasets.






Figure 5 | Receiver operating characteristic curve of the diagnostic validity of (A) SCRG1, (B) FHL5, and (C) IBSP, respectively.





Correlation of FHL5, IBSP, and SCRG1 With the Proportion of Immune Cell Infiltration

To deeply identify the pertinence in FHL5, IBSP, SCRG1, and the immune microenvironment, the ratio of immune cell infiltration was studied with the CIBERSORT algorithm, and 21 types of immune cell profiling of AS persons were accomplished (Figures 6A–C). In addition, it has clear pertinence in FHL5 expression and the ratio in nine types of tumor-infiltrating immune cells (TICs), including CD8 T cells, regulatory T cells (Tregs), naïve B cells, excited NK cells, excited dendritic cells, memory B cells, plasma cells, activated memory CD4 T cells, and macrophage M0 (Figure 7A and Supplementary Figure S1). It has clear pertinence in IBSP expressions and the ratio in macrophage M0, activated memory CD4 T cells, neutrophils, memory B cells, monocytes, Tregs, naïve B cells, excited NK cells, and CD8 T cells (Figure 7B and Supplementary Figure S2). In addition, SCRG1 expression was distinctly associated with excited NK cells, CD8 T cells, resting dendritic cells, naïve B cells, macrophage M2, excited memory CD4 T cells, plasma cells, and macrophage M0 (Figure 7C and Supplementary Figure S3). These results further support the effect of FHL5, IBSP, and SCRG1 on the immune activity of the immune microenvironment.




Figure 6 | Profile of infiltrating immune cells. (A) The ratio of 22 different infiltrating immune cells in atherosclerosis (AS) samples is shown graphically in a bar plot. Column names, sample ID. (B) Heat map showing the relationship between 22 different types of infiltrating immune cells. (C) Violin plot displaying the variation among 22 types of infiltrating immune cells between AS specimens and healthy samples.






Figure 7 | Pertinence between FHL5 (A), IBSP (B), SCRG1 (C), and immune cells of atherosclerosis.





Demonstration of the Expression of FHL5, IBSP, and SCRG1 in AS Patients

To further demonstrate the expression of FHL5, IBSP, and SCRG1 in AS patients, we performed RT-PCR in 10 serum samples from AS patients and 10 healthy samples. The results showed that SCRG1 and FHL5 decreased in AS samples compared with those in healthy samples (Figures 8A, B), while IBSP expression was distinctly increased in AS samples compared with that in healthy samples (Figure 8C).




Figure 8 | RT-PCR for the expression of (A) SCRG1, (B) FHL5, and (C) IBSP, respectively, in atherosclerosis specimens and healthy samples. **p < 0.01.






Discussion

The number of people with atheroma plaque among 30–70-year-olds worldwide was 57.79 million in 2020, an increase of 59.13% compared with that in 2000 (1, 22). Nevertheless, effective therapy was rare, so it is urgent to identify the genes that result in the development of AS and explore possible efficient treatment targets.

The potential reason for cardiovascular incidents is AS, a chronic inflammatory illness. Accurately diagnosing and treating cardiovascular illnesses necessitated research into the probable processes of AS at the cellular level (23, 24). Because microarrays and high-throughput sequencing have supplied thousands of different gene expression data types, it has become increasingly popular to anticipate prospective treatment targets for atherosclerosis (25, 26). This study retrospectively analyzed data from 42 non-AS arterial and 41 AS arterial samples from two GEO datasets (GSE43292 and GSE57691). We identified 17 abnormally expressed genes between healthy and atherosclerotic tissues. Then, we performed KEGG assays which indicated that the above-mentioned 17 genes might be primarily enriched in the PPAR signaling pathway, which has been reported to be related to the regulation of cardiovascular illnesses (27, 28). The DO assays showed that the above-mentioned 17 genes might be primarily associated with fibrosis, familial hyperlipidemia, lipid metabolism disorder, and several cancers. Our findings suggested that the 17 abnormally expressed genes may be involved in the progression of AS.

SVM-RFE is favorable to small-specimen-size datasets. SVM-RFE also removes spare elements and keeps just the results of the involved variables (29). LASSO regression analysis is always used to screen variables to stop overfitting (30). This study used the above-mentioned two machine learning algorithms to screen possible diagnostic biomarkers for AS, and three genes were identified, including FHL5, IBSP, and SCRG1. Previously, several studies have reported that FHL5, IBSP, and SCRG1 were involved in the progression of several diseases (31–33). However, their effects on AS progression were largely indistinct. In this paper, we first put forward evidence that the expression of FHL5 and SCRG1, respectively, were distinctly decreased in AS samples compared with those in control samples, while IBSP exhibited an increased level in AS samples for the first time. The ROC assays further confirmed their diagnostic value in distinguishing AS from the healthy samples. Our findings highlighted the potential of FHL5, IBSP, and SCRG1 to be used as novel biomarkers for AS patients.

Cells of inborn and adapted immune systems consist of atherosclerotic lesions (34). Infiltrating immune cells have recently been characterized in mouse and human atherosclerosis and revealed activated, cytotoxic, and possibly dysfunctional and exhausted cell phenotypes (35, 36). The chronic accumulation of vascular occlusion plaques in the subendothelial intimal layer of large and medium arteries leads to significant stenosis that restricts blood flow and causes critical tissue hypoxia (37, 38). The autoimmune reply is determinable in human and animal models of AS. While the typical percept is that autoimmunity can be pathogenic per se, the present proof indicates that ApoB-specific CD4+ T-helper cells have already been determined among subjects without clinical atherosclerosis and with atheroprotective characters mostly. In the paper, it was indicated that FHL5 expression was distinctly related to nine types of TICs, including CD8 T cells, regulatory T cells (Tregs), naïve B cells, activated NK cells, excited dendritic cells, memory B cells, plasma cells, activated memory CD4 T cells, and macrophage M0. IBSP expression was distinctly associated with macrophage M0, activated memory CD4 T cells, neutrophils, memory B cells, monocytes, regulatory T cells (Tregs), naïve B cells, excited NK cells, and CD8 T cells. Moreover, SCRG1 expression was distinctly associated with excited NK cells, CD8 T cells, resting dendritic cells, naïve B cells, macrophage M2, excited memory CD4 T cells, plasma cells, and macrophage M0. Our findings suggested that FHL5, IBSP, and SCRG1 may influence AS progression via regulating the activity of the immune system.

Although our findings support that FHL5, IBSP, and SCRG1 have a high clinical application potential, the study faces some limitations. AS samples were limited in this study, and further demonstration by future studies is necessary. Furthermore, particular biological functions in three genes of AS progression are required to be explored experimentally. Moreover, the potential functions of FHL5, IBSP, and SCRG1 on the immune system need to be further studied.



Conclusions

Our study identified three diagnostic genes, including FHL5, IBSP, and SCRG1. Drugs targeting FHL5, IBSP, and SCRG1 could be potential immunotherapy for AS patients in the future. Nevertheless, other independent cohorts and functional tests for FHL5, IBSP, and SCRG1 are warranted.
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Fowl adenovirus (FAdV) was first reported in Angara Goth, Pakistan, in 1987. For this reason, it is also known as “Angara disease.” It was later reported in China, Japan, South Korea, India, the United States, Canada, and other countries and regions, causing huge economic losses in the poultry industry worldwide. Notably, since June 2015, a natural outbreak of severe hydropericardium hepatitis syndrome (HHS), associated with a hypervirulent novel genotype FAdV-4 infection, has emerged in most provinces of China. The novel virus FAdV-4 spread rapidly and induced a 30-100% mortality rate, causing huge economic losses and threatening the green and healthy poultry breeding industry. Vaccines against FAdV-4, especially the emerging novel genotype, play a critical role and will be the most efficient tool for preventing and controlling HHS. Various types of FAdV-4 vaccines have been developed and evaluated, such as inactivated, live-attenuated, subunit, and combined vaccines. They have made great contributions to the control of HHS, but the details of cross-protection within FAdVs and the immunogenicity of different vaccines require further investigation. This review highlights the recent advances in developing the FAdV-4 vaccine and promising new vaccines for future research.
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Introduction

Fowl adenovirus (FAdV) belongs to the family Adenoviridea and genus Aviadenovirus and is further divided into five species (FAdV-A-E) with 12 serotypes (FAdV-1-8a, 8b-11) based on the profile of restriction enzyme digestion and sera cross-neutralization assay according to the guidelines of the International Committee on Taxonomy of Viruses (1). FAdVs are capable of infecting various birds, such as chickens (2, 3), ducks (4–6), geese (7), pigeons (8), peacocks (9), and other wild birds, inducing severe clinical symptoms or potential infection. FAdVs show different tropisms for multiple organs and are associated with several high-impact poultry diseases, such as hydropericardium-hepatitis syndrome (HHS), inclusion body hepatitis (IBH), and gizzard erosion (GE). FAdV infection associated with HHS, IBH, and GE has been reported worldwide and induces huge economic losses in the poultry industry.

HHS associated with serotype 4 fowl adenovirus (FAdV-4) infection was first found and reported in Angara Goth, a region of Pakistan, in 1987, so the disease is also known as “Angara disease” (10). It was later reported in China (3, 11), Japan (12, 13), South Korea (14), India (15), the United States (16), Canada (17), and other countries and regions, causing huge economic losses in the poultry industry worldwide. Notably, since June 2015, a natural outbreak of severe HHS associated with a hypervirulent novel genotype FAdV-4 infection has emerged in most provinces of China (3, 11). The novel genotype FAdV-4 spread rapidly and induced a 30-100% mortality rate, causing huge economic losses and threatening the green and healthy poultry breeding industry. Furthermore, co-infections of FAdV-4 with other virus further aggravate the harmfulness of the disease (18–20).

Currently, various types of vaccines have been developed and evaluated to control HHS, and several inactivated combined vaccines have been licensed and produced by commercial companies, which have made important contributions to the poultry industry. Given the ability to deliver foreign adenovirus genes, natural non-pathogenic FAdV-4 (16) and artificial attenuated FAdV-4 (17) have developed efficient vaccine vectors, which protect chickens against HHS and significantly reduce the cost of the combined vaccine. This brief review summarizes vaccine development efforts using inactivated viruses, live-attenuated viruses, subunit antigens, and combined vaccines against FAdV-4, especially novel FAdV-4.


Inactivated Monovalent Vaccines

Traditional inactivated vaccine immunization remains the main preventive method for some poultry diseases, especially emerging viruses such as SARS-CoV-2 (21, 22). Given the emergence of the hypervirulent novel genotype FAdV-4, inactivated vaccine immunization remains the main prevention method, having the advantages of safety, cost-saving, good humoral immunity effect, and low influence by maternal antibodies. For the emerging HHS, Pan et al. isolated and identified the HLJFAd15 strain as a novel hypervirulent FAdV-4 from the field layers with HHS in China in 2015 (2). Subsequently, SPF chickens were immunized with an inactivated oil-emulsion FAdV-4 vaccine formulated with the HLJFAd15 strain, and the vaccine’s protective effect was evaluated (23). The results indicated that the vaccine could provide a high-level antibody, preferential T helper 2 (Th2) response, and full protection against a lethal dose of novel hypervirulent FAdV-4. Similarly, the novel genotype SDJN0105 strain (24), HN strain (25), and CH/GZXF/1602 strain (26) developed an inactivated vaccine, and all vaccines induced high levels of antibodies and showed sufficient protection for chickens from HHS.

Du et al. attempted to develop vaccines from both embryo-adapted and cell culture-derived viruses to optimize the manufacturing technique of inactivated vaccines (25). The results showed no mortality in either of the immunized groups in the challenge experiment. However, cell-culture-derived vaccines could induce earlier and higher humoral immune responses and no lesions appeared, but IBH was observed in the embryo-adapted derived vaccine, indicating that cell-culture-derived vaccines could be a better candidate to control emerging HHS.

For cross-protection of the FAdV-4 inactivated vaccine, Kim et al. developed an inactivated vaccine with a traditional FAdV-4 strain K531/07 and evaluated the cross-protection of the vaccine against various serotypes of FAdV causing IBH or HHS, including serotypes 5, 8a, 8b and 11 (27). They found that the inactivated FAdV-4 vaccine could provide cross-protection against various serotypes of FAdV in vaccinated chickens and progenies of vaccinated breeders, indicating that the FAdV-4 vaccine could be an effective candidate for the prevention of IBH and HHS. Furthermore, Xia et al. prepared an inactivated vaccine using a novel genotype FAdV-4 strain CH/GZXF/1602, and the immunogenicity evaluation results showed that the FAdV-4 vaccine could protect chickens against both virulent FAdV-4 and virulent FAdV-8b (26).

Notably, all inactivated vaccines were derived from wild-type virulent FAdV-4 strains. As biosafety threats of inactivated vaccines from potential pathogenic components have been presented to the poultry industry, safer vaccines are urgently needed. Zhang et al. replaced the virulent vaccine formulation with an artificial non-pathogenic FAdV-4 strain rHN20 using a reverse genetic technique and developed a novel inactivated oil-adjuvanted vaccine derived from the rHN20 strain (28). The results showed that the vaccine-induced high titers of neutralizing antibodies provided full protection from a lethal dose of virulent FAdV-4 challenge and significantly reduced potential biosafety threats. The details of inactivated vaccines are summarized in Table 1.


Table 1 | List of inactivated and live-attenuated vaccines against FAdV-4.





Live-Attenuated Monovalent Vaccines

For the traditional genotype FAdV-4, Schonewille et al. developed an attenuated FAdV-4 vaccine by adapting a pathogenic virus to the QT35 cell line, and no clinical signs or mortality were observed in birds challenged with the attenuated virus (29). Although enzyme-linked immunosorbent assay (ELISA) and neutralization tests indicated a weak antibody response in some birds following immunization with the live vaccine, the vaccine provided full protection against the challenge, which is an interesting phenomenon for FAdVs.

For the novel genotype FAdV-4, Zhang et al. identified the critical gene and amino acid (aa) for virus virulence (30), subsequently, two non-pathogenic strains, rHN20 and rR188I, were rescued by the reverse genetic technique based on the fosmid system. rHN20 caused no clinical signs or mortality, indicating that hexon determines the virulence of FAdV-4. Furthermore, Zhang et al. identified aa 188R of hexon as the critical aa for virulence of the novel genotype FAdV-4, and the rR188I strain also showed no pathogenicity in SPF chickens. The immunogenicity of both rHN20 (28) and rR188I (30) was evaluated in SPF chickens when they were used as live-attenuated vaccines. Chickens inoculated with different doses and routes of rHN20 or rR188I produced high levels of neutralizing antibodies and were fully protected against a lethal dose challenge of the pathogenic novel genotype FAdV-4. Furthermore, the immunized groups showed no clinical symptoms or histopathological changes, and the viral load was significantly lower after the challenge.

Not only was the hexon-edited virus significantly attenuated, but the fiber-1 and fiber-2 edited viruses were rescued and identified as non-pathogenic to SPF chickens. Mu et al. rescued the recombinant virus FAdV4-RFP_F1 via the CRISPR/Cas9 technique, which contained a fusion protein of RFP and fiber-1 (31). The recombinant virus was efficiently attenuated and provided full protection against the lethal challenge of FAdV-4, demonstrating that fiber-1-edited FAdV4-RFP_F1 could be a live-attenuated vaccine candidate and fiber-1 could be a potential insertion site for novel vaccine development. In addition, Xie et al. generated a recombinant virus FA4-EGFP expressing EGFP-fiber-2 fusion protein via the CRISPR/Cas9 technique (32). FA4-EGFP caused no clinical signs or mortality in chickens, indicating that the virus was significantly attenuated.

Moreover, FA4-EGFP could also provide efficient protection against a lethal dose challenge, suggesting that fiber-2 edited FA4-EGFP is a vaccine candidate and a potential insertion site for delivering foreign antigens. Furthermore, Xie et al. replaced the fiber-2 gene with egfp and rescued FAdV-4-EGFP-rF2, which could efficiently replicate in LMH-F2 cell lines expressing fiber-2 protein (33). FAdV-4-EGFP-rF2 was highly attenuated and provided full protection against the pathogenic FAdV-4 challenge. The FAdV-4-EGFP-rF2 vaccine-induced neutralizing antibodies are at the same level as FA4-EGFP. The details of live-attenuated monovalent vaccines are summarized in Table 1.



Subunit Monovalent Vaccines

Subunit vaccines are safer than vaccines based on the whole virus in production and vaccination procedures, and researchers have made important efforts to develop subunit vaccines against FAdV-4. Different subunit antigens, expression systems, and adjuvants have been evaluated to develop FAdV-4 subunit vaccines.

Before the novel genotype FAdV-4, several studies tried to develop a subunit vaccine of the traditional genotype FAdV-4. Shah et al. utilized a prokaryotic expressed structure protein penton base coupled with Freund’s complete adjuvant (FCA) to develop a subunit vaccine that showed 90% protection for chickens (34). Aziz et al. evaluated both the prokaryotic expressed full-length and epitope-focused 1-225 aa of penton formulated with Montanide ISA 71VG adjuvant, and both vaccines showed protection rates of 50% (35). Schachner et al. compared the immunogenicity of different capsid proteins of FAdV-4, including fiber-1, fiber-2, and L1 region of hexon (L1-hexon) (36). Fiber-1, fiber-2, and L1-hexon were simultaneously expressed in the baculovirus system and composed of GERBU Adjuvant LQ no.3000, and fiber-2 (27/28) showed better protection efficacy than fiber-1 (16/26) and L1-hexon (7/26), highlighting that fiber-2 might be an ideal antigen component for subunit vaccine development. Shah et al. first tried a prokaryotic-expressed non-structural protein 100 K of FAdV-4 coupled with FCA; unfortunately, it showed only a 40% protection rate (37).

Although HHS associated with a novel genotype FAdV-4 emerged in 2015, great progress has been made in subunit vaccine development. Wang et al. tested the efficacy of FAdV-4 surface protein fiber-1, fiber-2, L1-hexon, and penton base expressed in Escherichia coli and formulated with FCA (38). The results indicated that fiber-2 (50 µg/bird) and fiber-1 (100 µg/bird) could induce complete protection, while protection of the L1-hexon and penton bases could induce considerable protection at high dosages but not completely. The good immunogenicity of prokaryotic expressed fiber-2 was further confirmed when fiber-2 was coupled with different adjuvants, such as FCA (39), Montanide ISA 71VG (40), and Sigma adjuvant (41), respectively. However, fiber-1 showed better protection than fiber-2 when expressed in a eukaryotic system, although the protection rates of both fiber-1 and fiber-2 were higher than those of the penton base (42). Wang et al. utilized a commercial adenovirus vector to express antigens in HEK293 cells, and the antigen was assembled into a penton-dodecahedron (Pt-Dd), which provided 100% protection (42). Jia et al. constructed a recombinant Lactococcus lactis and Enterococcus faecalis expressing truncated hexon protein or fused with a dendritic cell-targeting peptide, which was orally immunized and induced protection rates varying from 50 to 90% (43). These studies provide a solid theoretical basis for the research and development of subunit vaccines.

In addition, several studies have been conducted to obtain many results. Yin et al. constructed a pVAX1-Fiber2 DNA vaccine, but the protection was also insufficient (60%) for the novel genotype FAdV-4, and the above studies require further optimization (41). Nevertheless, many improvements have achieved good results. Hu et al. developed a fusion subunit antigen of fiber-2 (Gly275- Pro479) and hexon (Met21-Val51) that was capable of providing full protection for chickens (44). Tufail et al. displayed several highly conserved epitopic regions of hexon on the virus-like particle (VLP) of the core protein of the hepatitis B virus (45). The VLP vaccine containing Asp348-Phe369, Ser19-Pro82, and Gly932-Phe956 confer 90%, 70%, and 40% protection. The details of subunit vaccines against FAdV-4 are summarized in Table 2.


Table 2 | List of subunit vaccines against FAdV-4.





Combined Vaccines

Adenovirus, especially the commercial human adenovirus, is an efficient and stable delivery carrier widely used for gene therapy (46) and vaccines against emergent viruses, such as Ebola (47) and SARS-CoV-2 (48). With gene editing and reverse genetic technology, the emerging novel genotype, FAdV-4, has been successfully modified as a viral vector and applied to construct combined vaccines. Pan et al. firstly developed a novel genotype, FAdV-4, and identified the natural large genomic 1966bp deletion as a foreign gene insertion site (49). Mu et al. also optimized the CRISPR/Cas9 operating platform to insert a foreign gene into the fiber gene of FAdV-4 (31). Meanwhile, Yan et al. established an easy-to-use reverse genetics system based on Gibson assembly to modify the right and partial left genes (50). Pei et al. developed an infectious clone based on cosmid and found that ORF16 and 17 were important for virus replication and unsuitable for foreign gene insertion (51). Finally, Pan et al. built a reverse genetic technique based on the fosmid system to operate the genome of the novel genotype FAdV-4 and further identified 10 ORFs at the left end and 13 ORFs at the right end of the novel FAdV-4 as non-essential regions for virus replication, which provided a good foundation for foreign gene delivery (52).

Virulence weakening is critical for vector development because of the high pathogenicity of the novel genotype FAdV-4. Zhang et al. first identified the critical gene and key aa for the virulence of the novel FAdV-4 (30) and subsequently obtained the non-pathogenic strain rHN20, posting the basis for development and application. Subsequently, the immunogenetic VP2 gene of the very virulent infectious bursal disease virus (vvIBDV) was inserted into the natural 1966Del deletion site and induced complete protection in chickens against both the novel genotype FAdV-4 and vvIBDV challenge when used as an inactivated vaccine (53) or live vectored vaccine (52). Lu et al. inserted a FAdV-8b fiber into the fiber-2 position of FAdV-4, which simultaneously protected chickens from novel genotype FAdV-4 induced HHS and FAdV-8b induced IBH (54).

In addition to the above FAdV-4 vectored vaccines, several other combined vaccines were evaluated and showed good effects. Luca et al. constructed a chimeric fiber protein (crecFib-4/11) capable of simultaneously protecting chickens against HHS and IBH (55), highlighting a new concept: chimeric fiber vaccines can be extended across viral species. Tian et al. developed a recombinant Newcastle disease virus (NDV) LaSota vaccine strain expressing fiber-2 of FAdV-4 (rLaSota-fiber2) and live and inactivated vaccines derived from rLaSota-fiber2 (56). Both vaccines provided complete protection against virulent NDV. However, the live rLaSota-fiber2 vaccine provided better protection against the FAdV-4 challenge than the inactivated vaccine, indicating that the NDV-vectored FAdV-4 vaccine is a promising bivalent vaccine candidate to control both HHS and ND.




Conclusions

Although various vaccines against the novel genotype FAdV-4 have been developed, and great progress has been made in controlling emerging HHS, many studies need further investigation. Preliminary evaluation of the inactivated vaccine derived from the traditional genotype FAdV-4 has been conducted in cross-protection with other serotypes of FAdV, but cross-protection vaccines based on the novel genotype FAdV-4 need systemic analysis within different serotypes of FAdV. Furthermore, the FAdV-4 vaccine vector needs to be deeply explored as an efficient vector to deliver multiple foreign antigens to reduce vaccine costs further. Meanwhile, studies on novel vaccine adjuvants, subunit antigens, and new vaccines such as DNA or mRNA vaccines against the novel genotype FAdV-4 have been limited, and more research is needed on the control of HHS.
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Bats are important hosts for various zoonotic viral diseases. However, they rarely show signs of disease infection with such viruses. As the first line for virus control, the innate immune system of bats attracted our full attention. In this study, the Tadarida brasiliensis MDA5 gene (batMDA5), a major sensor for anti-RNA viral infection, was first cloned, and its biological functions in antiviral innate immunity were identified. Bioinformatics analysis shows that the amino acid sequence of batMDA5 is poorly conserved among species, and it is evolutionarily closer to humans. The mRNA of batMDA5 was significantly upregulated in Newcastle disease virus (NDV), avian influenza virus (AIV), and vesicular stomatitis virus (VSV)-infected bat TB 1 Lu cells. Overexpression of batMDA5 could activate IFNβ and inhibit vesicular stomatitis virus (VSV-GFP) replication in TB 1 Lu cells, while knockdown of batMDA5 yielded the opposite result. In addition, we found that the CARD domain was essential for MDA5 to activate IFNβ by constructing MDA5 domain mutant plasmids. These results indicated that bat employs a conserved MDA5 gene to trigger anti-RNA virus innate immune response. This study helps understand the biological role of MDA5 in innate immunity during evolution.
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Introduction

Bats are one of the most abundant and geographically distributed vertebrates on earth. There are more than 1,300 species of bats, and they are considered to be the second most ancient mammal species after rodents (1, 2). Bats are hosts of zoonotic viruses such as rabies, Hendra and Nipah, which are highly pathogenic to humans. In addition, bats are increasingly recognized as the reservior host of coronaviruses, such as severe acute respiratory syndrome (SARS) and the Middle East respiratory syndrome (MERS), and the 2019 outbreak of coronaviruses (CoVID-19), which have caused deadly diseases in humans and animals (3–6). However, bats rarely display signs of disease upon viral infection.

The host immune system plays an important role in preventing viral infection and replication. Studies have found that both innate immunity and adaptive immunity exist in the immune system of bats (7). Innate immunity is the first line of defense against virus invasion. Viruses or pathogen-associated molecular patterns (PAMPS) can be recognized by the host pattern recognition receptors (PRRs) and induce antiviral responses (8). The pattern recognition receptors in the host mainly include toll-like receptors (TLRs), retinoic acid-inducible gene I (RIG-I)-like receptors (RLRs), and nucleotide-binding oligomerization domain (NOD)-like receptors (NLRs) (9). Studying flying fox and a few other bat species have identified PRRs known in humans are conserved in bats, including TLRs and RLRs. Viruses, bacteria, fungi, and parasitic pathogens invade the host and can be recognized by TLRs and induce the host’s innate immune response (10). There are 10 TLRs (TLR1-10) in humans (11). The black flying fox and the fruit bat have TLR1-10 and TLR-13, of which TLR-13 is absent in humans and most mammals (12). The RLRs family mainly recognizes and binds viral RNA nucleic acids in the cytoplasm to activate the downstream antiviral immune response (13). Transcriptome analysis revealed that RLRs family members of retinoic acid-inducible gene I (RIG-I), melanoma differentiation-associated gene 5 (MDA5), and laboratory of genetics and physiology 2 (LGP2) existed in the black flying fox and the bat RLRs were similar in structure and expression to human (2, 14).

RIG-I and MDA5 share many structural similarities, and both contain two caspase activation and recruitment domains (CARD), a central DEAD helicase domain (ATP), and a C-terminal repressor domain (CTD) (15, 16). The ATP domain can utilize ATP hydrolysis to unwind and bind viral RNA. The CTD domain has an auto-inhibitory function, which can only be released after binding to RNA virus nucleic acid. Its existence effectively prevention the continuous activation of host immune signals. The CARD domain can transmit signals to downstream adapters, the mitochondrial antiviral signaling protein (MAVS), to induce the production of type I interferons or cytokines (17, 18). The study found that stimulation of bat kidney cells with synthetic dsRNA (ploy: IC) significantly upregulated the expression of three RLRs, suggesting that bat RLRs function similarly to humans (14). RLRs can activate downstream interferon signaling pathways to exert antiviral effects after RNA virus infection. Previous studies have shown that the bat type I interferon gene IFNα is constitutively expressed in unstimulated bats cells and tissues. However, infection with virus or stimulation of ploy: IC did not affect its expression (19). Therefore, the researchers hypothesized that bats control viral replication in the early stages of the immune response through antiviral mechanisms (2).

The coronaviruses (CoVID-19) outbreak has brought serious disasters worldwide (20). However, bats have no signs of disease as the natural host of many coronaviruses, including CoVID-19 (21, 22). Therefore, bats’ unique innate immune system has attracted great attention. Tadarida brasiliensis is one of the most widespread mammalian species in the Western Hemisphere, inhabiting a wide range of urban and wild environments. Researchers have isolated and identified a variety of viruses from the bats that are likely to transmit spontaneously  the viruses to humans and other animals due to the specificity of their migration and habitat (23, 24). In this study, we cloned Tadarida brasiliensis MDA5 for the first time, analyzed its function, explored the differences in bats’ innate immunity, and explained the coexistence of bats with viruses. We found that the amino acid sequence of batMDA5 is poorly conserved among species, and RNA viruses such as NDV, VSV-GFP, and AIV infection Tadarida brasiliensis TB 1 Lu cells significantly upregulate the expression of batMDA5. Overexpression of batMDA5 noticeably activates the expression of IFNβ, MX1, and OAS1 and inhibits the VSV-GFP virus replication, while knockdown of batMDA5 yields the opposite results. At the same time, we also found that the CARD domain is essential for the activation of IFNβ by batMDA5. Therefore, we found that bat MDA5 can activate IFNβ to inhibit virus replication in this study.



Materials and Methods


Cell Culture and Virus

Chicken embryonic fibroblast cell line DF1, human 293T cells, and bat TB1 Lu cells were obtained from ATCC and cultured in DMEM supplemented with 10% FBS and cells were incubated at 37°C in a 5% CO2 incubator. Newcastle disease virus (NDV-GFP) was a low virulent strain LaSota named NDV-GFP. Avian influenza virus (AIV) were A/Chicken/Shanghai/010/2008 (H9N2) virus (SH010) was isolated from chicken in Shanghai, China, in 2008 and identified as H9N2 avian influenza A virus. The GFP tagged vesicular stomatitis virus (VSV) VSV-GFP were stored in our Laboratory. The viruses were purified, propagated, and stored as described in our previous study (25).



Cloning and Bioinformatics Analysis of batMDA5

Based on the Molossus molossus MDA5 sequence (NW_023425346.1) obtained from the National Center for Biotechnology Information (NCBI), the primers batMDA5-F and batMDA5-R (Supplementary Table 1) were designed and used to amplify batMDA5 cDNA via RT-PCR from TB 1 Lu cells. The PCR product was ligated into a pTOPO-Blunt vector (Aidlab, Beijing, China) for sequencing, and the positive colonies were sent to the Beijing Genomics Institute (Beijing, China) for sequencing. The amino acid sequence of batMDA5 was aligned with the other animal MDA5 proteins from mammals such as humans, mice, pigs, goats, and bats; Birds and Reptiles such as chicken, ducks, goose, and fishes such as zebrafish, common carp, and black crap using Clustal W and edited with ESPript 3.0 (http://http://espript.ibcp.fr/ESPript/cgi-bin/ESPript.cgi) as previously described (26). Sequence homology and phylogenetic analysis of the MDA5 amino acid sequences were conducted using DNASTAR. A phylogenetic tree was constructed based on the MDA5 from 30 different species, including mammals, birds, fish, and 10 different bat species. Different domains in the MDA5 amino acid sequences were predicted using the simple modular architecture research tool (SMART) program (http://smart.embl-heidelberg.de/) as previously described (27). Homology modeling for MDA5 was conducted using the online protein-modeling server SwissModel (http://swissmodel.expasy.org/) as previously described (28).



Plasmid Construction

pcDNA3.1-batMDA5-FLAG plasmids were constructed by inserting full-length batMDA5 into the HindIII, and EcoRI sites pcDNA3.1-FLAG of the expression vector using a ClonExpress II one-step cloning kit (Yeasen, Shanghai, China). The primers used in the PCR are listed in Supplementary Table 1. The truncated plasmids of batMDA5, including CARD1 domain, CARD2 domain, DEXDc domain (ATP), HELICc domain (CTD), CARD domain, were constructed using a modified homologous recombination method and the primers listed in Supplementary Table 1. The chIFN-β and huIFN-β promoter-luciferase reporter plasmids (pGL-IFN-β-Luc). The DH5α Chemically Competent Cell (Tsingke Biology Technology, Beijing, China) was used for plasmid transformation. The pGL-IFN-β-Luc plasmid was constructed in our previous study (29).



Cells Transfection

DF1, 293T, and TB 1 Lu cells were seeded in 12-well or 24-well plates (NEST Biotechnology, Wuxi, China) at 5 x 105/mL or 1 x 106/mL. And the plasmid were transfected 500 ng/well in 12-well or 1000 ng/well in 6-well with Nulen PlusTrans™ Transfection Reagent (Nulen, Shanghai, China) according to the manufacturer’s protocol.



RNA Extraction and qPCR

Cells’ total RNAs were extracted with AG RNAex Pro Reagent (Accurate Biology, Hunan, China). mRNA was reverse‐transcribed to cDNA with reverse transcription kits (Vazyme, Nanjing, China), and the cDNA was analyzed using the SYBR green PCR mix (Vazyme, Nanjing, China) with the Applied Biosystems machine (ABI 7500; Thermo Fisher Scientific). Relative gene expression was analyzed using the 2−ΔΔCt method. The β‐actin was the internal reference when examining the level of genes. The primer sequences for the genes are shown in Supplementary Table 1.



Western Blot Analysis

The cells’ total proteins were extracted by radioimmunoprecipitation assay (Beyotime, Shanghai, China) containing a protease cocktail (Yeasen, Shanghai, China) and phenylmethylsulfonyl fluoride (PMSF) (Yeasen, Shanghai, China). The lysate was centrifuged at 13,000 rpm for 10 min to obtain the supernatant, and a 5 × SDS loading buffer was added before the lysates were boiled for 10 min. The proteins isolated from the cell lysates were separated via SDS-PAGE and analyzed using Western blot. The antibody included ant-FLAG (Nulen, Shanghai, China) and β-tubulin overnight at 4°C. The membrane was washed 3 times with tris buffered saline and Tween-20 (TBST) (Sangon Biotech Co., Ltd, Shanghai, China). Then, the secondary antibody was added for 1 h incubation at 4°C shaker Images were obtained using the Tanon 5200 imaging system (Tanon, Shanghai, China).



Luciferase Reporter Assay

The DF-1, 293T, and TB 1 Lu cells were plated in 24-well plates and were transiently transfected with the reporter plasmid pGL-chIFN-β-Luc or pGL-HuIFN-β-Luc (120 ng/well) and the control Renilla luciferase (pRL-TK, 60 ng/well). According to the manufacturer’s instructions, the cells were lysed 24 hours after transfection, and luciferase activity was detected using a Dual-Luciferase Reporter Assay System kit (Promega, Madison, WI). Renilla luciferase activity was used for normalization. All reporter assays were repeated at least three times.



Statistical Analysis

Results are expressed as the mean ± SD. GraphPad Prism 8.0 was utilized to graph the results. Data were analyzed by using a two-tailed independent the Student’s t-test. P < 0.05 was considered statistically significant, and P < 0.01 was considered highly statistically significant (*P < 0.05; **P < 0.01).




Results


Conservation Analysis of batMDA5

To clarify the biological function of bat MDA5 in antiviral innate immunity, we amplified Tadarida brasiliensis MDA5 using the Tadarida brasiliensis 1 lung cell line  (TB 1 Lu) cDNA. The ORF of batMDA5 contains 3084 bp and encodes 1027 amino acids residues (Figure 1A). After predicting the secondary structure of batMDA5 through the online website SMART (http://smart.embl-heidelberg.de/), it was found that batMDA5 has four typical domains of CARD DEXDc, HELICc, and RIG-I-CARD (Figure 1B). Multiple sequence analysis found that batMDA5 is poorly conserved among species, and the similarity with mammals such as humans (NC_000002.12), mice (NC_000068.8), pig (NC_010457.5), and cattle (NC_037329.1) respectively 88.0%, 77.6%, 84.3%, and 83.5%. The similarity with poultry were 59.8% (chicken NC_052538.1), 60.7% (duck NC_051778.1). The lowest similarity to fish was 47.0% (zebrafish NC_007120.7) (Figure 1C). Also, there are multiple species of bats. After analyzing the batMDA5 sequences of NCBI, we found that the batMDA5-encoded amino acid sequences size was similar in different bats species, but the similarity is very low (Figure S1A). Tadarida brasiliensis has the highest similarity with the common vampire bat, Jamaican fruit-eating bat, pale spear-nosed bat, and Chinese rufous horseshoe bat, respectively 56.3%, 55.2%, 56.9%, 56.3% (Figure S1B). Next, we used SwissModel to predict the protein structure of batMDA5 (Figure 1D).




Figure 1 | Conservation analysis of batMDA5. (A) The alignment of the deduced amino acid sequence of Tadarida brasiliensis MDA5 with other animal MDA5 proteins from the chicken, duck, human, mouse, pig, and fish was performed using the Clustal X and edited with ESPript 3.0; (B) Protein domains of batMDA5 predicted by SMART; (C) The amino acid sequence homology of different animals; (D) Three-dimensional structure of batMDA5 predicted by SwissModel.





Phylogenetic Tree Analyses of batMDA5

As an RNA virus sensor, MDA5 plays an important role in the process of antiviral innate immunity. In this study, we found that the batMDA5 has the highest similarity with humans, only 80%. And the similarity within species, Tadarida brasiliensis batMDA5 has the highest similarity with the common vampire bat, only 56.3%. This indicates that batMDA5 is less conserved among species. We performed a phylogenetic tree analysis of MDA5 in mammals, birds, reptiles, and fish to elucidate its molecular function further. As mammals, bats are more closely related to humans, pigs, dogs, and horses in evolution, and farther related to birds, fish, and reptiles (Figure 2A). Similarly, after analyzing the batMDA5 phylogenetic tree between bats, we found that batMDA5 also has a complex evolutionary relationship among bats, Tadarida brasiliensis with a common vampire bat, Jamaican fruit-eating bat, pale spear-nosed bat, and Chinese rufous horseshoe bat belong to the same branch in evolution (Figure 2B).




Figure 2 | Phylogenetic Tree Analyses of batMDA5. (A) Phylogenetic tree of the deduced amino acid sequence of batMDA5 and other animal MDA5 proteins; (B) Phylogenetic tree of the deduced amino acid sequence of MDA5 among different bat species.





Upregulation of batMDA5 Expression in Response to RNA Viral Infection

Bats are natural hosts of many RNA viruses. Previous studies have found that Newcastle disease virus (NDV-GFP), vesicular stomatitis virus (VSV-GFP), and avian influenza virus (AIV) can infect bats. And NDV, AIV and VSV infection significantly upregulate mammalian or avian MDA5 expression levels. However, the effect of RNA viruses on bat MDA5 expression remains unclear. Therefore, in this study, we infected the TB 1 Lu cell line with RNA viruses such as NDV-GFP, VSV-GFP, and AIV. We detected the expression levels of batMDA5 and immune-related genes at infected with the virus for 3, 6, 12, and 24 h, respectively. The results showed that infection of TB 1 Lu cells with the above three RNA viruses could significantly upregulate the expression of batMDA5 (Figures 3A–C). Moreover, they also significantly upregulate the expression of immune-related genes such as batIFNβ, batMX1, and IL-6 mRNA (Figures 3D–F).




Figure 3 | Upregulation of batMDA5 expression in response to RNA viral infection. (A) RT-qPCR was used to detect the expression level of batMDA5 in TB 1 Lu cells infection with NDV at 1.0 MOI. (B) RT-qPCR was used to detect the expression level of batMDA5 in TB 1 Lu cells infected with VSV at 1.0 MOI. (C) RT-qPCR was used to detect the expression level of batMDA5 in TB 1 Lu cells infection with AIV at 1.0 MOI. (D) RT-qPCR was used to detect the expression level of batIFNβ in TB 1 Lu cells infection with NDV, VSV, and AIV at 1.0 MOI. (E) RT-qPCR was used to detect the expression level of batMX1 in TB 1 Lu cells infection with NDV, VSV, and AIV at 1.0 MOI. (F) RT-qPCR was used to detect the expression level of batIL-6 in TB 1 Lu cells infection with NDV, VSV, and AIV at 1 MOI. Data are expressed as the means ± SD of three independent experiments. *P < 0.05; **P < 0.01.





Overexpression of batMDA5 Promoted Bats Antiviral Innate Immunity During VSV-GFP Infection

To further explore the role of MDA5 in innate antiviral immunity, we transfection batMDA5 plasmids in the TB 1 Lu cells, collected the cells after infecting VSV-GFP for 24 h and detected the immune-related gene expression. It was found that overexpression of batMDA5 significantly promotes the expression of batIFNβ and interferon-stimulated related genes batMX1 and batOAS1 after infection with VSV-GFP (Figures 4A–D), suggesting that batMDA5 can sense RNA virus invasion and promote batIFNβ expression.




Figure 4 | Overexpression of batMDA5 promoted bats’ antiviral innate immunity during VSV-GFP infection. (A) RT-qPCR was used to detect the overexpression efficiency of batMDA5 in TB1 Lu cells transfected with 500 ng/well of pcDNA3.1 or pcDNA3.1-batMDA5 uninfected (UI) or infected with VSV-GFP at 1.0 MOI. (B–D) RT-qPCR was used to detect the overexpression level of IFNβ, MX1, and OAS1 in TB 1 Lu cells after overexpression of pcDNA3.1-batMDA5, uninfected (UI) or infected with VSV-GFP at 1.0 MOI. Data are expressed as the means ± SD of three independent experiments. *P < 0.05; **P < 0.01.





Overexpression of batMDA5 Inhibits Vesicular Stomatitis Virus (VSV-GFP) Replication

Next, we explored the role of batMDA5 in virus replication. After overexpression of huMDA5, chMDA5, and batMDA5 in human 293T cells, chicken DF1 cells, and bat TB 1 Lu cells, VSV-GFP was infected for 12 h and detected the expression of MDA5 in the cells by Western blot (Figures 5A, B). The fluorescence intensity of VSV-GFP reflects its replication in cells. Through fluorescence microscope observation, we found that overexpression of batMDA5 in 293T and TB 1 Lu cells obviously inhibits the replication of VSV-GFP, but in DF1, only chMDA5 significantly inhibited the replication of GFP-VSV, huMDA5, and batMDA5 do not affect controlling VSV-GFP replication in DF1 cells (Figures 5C–F). The results above indicate that batMDA5 inhibits virus replication by activating the innate immunity of bats.




Figure 5 | Overexpression of batMDA5 inhibits vesicular stomatitis virus (VSV-GFP) replication. (A, B) Western bolting analysis of the expression of pcDNA3.1-huMDA5-flag or pcDNA3.1-chMDA5-flag or pcDNA3.1-batMDA5-flag or pcDNA3.1-flag in 293T and TB 1 Lu cells after overexpression of pcDNA3.1-huMDA5-flag or pcDNA3.1-chMDA5-flag or pcDNA3.1-batMDA5-flag or pcDNA3.1-flag infected with VSV-GFP at 1.0 MOI for 12 h. (C) Viral fluorescence in 293T, DF1 and TB 1 Lu cells after overexpression of pcDNA3.1-huMDA5-flag or pcDNA3.1-chMDA5-flag or pcDNA3.1-batMDA5-flag or pcDNA3.1-flag infected with VSV-GFP at 1.0 MOI for 12 h. (D–F) VSV-GFP mean fluorescent intesity in 293T, DF1 and TB 1 Lu cells after overexpression of pcDNA3.1-huMDA5-flag or pcDNA3.1-chMDA5-flag or pcDNA3.1-batMDA5-flag or pcDNA3.1-flag infected with VSV-GFP at 1.0 MOI for 12 h. Data are expressed as the means ± SD of three independent experiments. **P < 0.01.





Knockdown of batMDA5 Inhibits Bats Antiviral Innate Immunity Promotes the VSV-GFP Replication

To further prove the effectiveness of batMDA5 on bat antiviral innate immunity, we constructed RNAi plasmids of batMDA5 plasmids (shMDA5-1#, shMDA5-2#, shNC). The shRNA was transferred into TB 1 Lu cells for 24 h and infected with VSV-GFP for 12 h. The expression level of batMDA5 was detected by RT-qPCR, and it was found that both shMDA5-1# and shMDA5-2# could significantly inhibit the expression of batMDA5 (Figure 6A). At the same time, after the knockdown of the expression of batMDA5, infection with VSV-GFP significantly inhibits the expression of batIFNβ and interferon-stimulated related genes batMX1 and OAS1 (Figures 6B–D). In addition, we also found that knockdown of batMDA5 could promote the VSV-GFP virus replication (Figures 6E–G). The above results further demonstrate that batMDA5 can activate the innate immunity of bat and suppress viral replication.




Figure 6 | Knockdown of batMDA5 inhibits bats’ antiviral innate immunity and promotes the VSV-GFP replication. (A) RT-qPCR was used to detect the Knockdown efficiency of batMDA5 in TB 1 Lu cells transfected with shNC or shMDA5-1# or shMDA5-3#, infected with VSV-GFP at 1 MOI for 12 h (B–D) RT-qPCR was used to detect the expression level of IFNβ, MX1 and OAS1 in TB 1 Lu cells after knockdown of batMDA5, infected with VSV-GFP at 1.0 MOI for 12 h (E) Viral fluorescence in TB 1 Lu cells, after knockdown of batMDA5, infected with VSV-GFP at 1 MOI for 3 h, 9 h and 12 h (F, G) The VSV-GFP mean fluorescent intesity in 2 TB 1 Lu cells after knockdown of batMDA5, infected with VSV-GFP at 1.0 MOI for 9 h and 12 h Data are expressed as the means ± SD of three independent experiments. *P < 0.05; **P < 0.01.





The batMDA5 Essential Domain for Activation of the IFNβ

To further explore the essential functional domains of batMDA5 inactivation of the IFNβ, we constructed batMDA5 mutant plasmids lacking different functional domains of batMDA5 (Figure 7A). Their IFNβ activation abilities were assessed with the huIFNβ luciferase report assay in 293T cells. The results found that deletion of the CARD1 and CARD2 domains of batMDA5 loses the function of batMDA5 for activating the huIFNβ promoter. However, the batMDA5-CARD domain strongly activates the huIFNβ promoter (Figure 7B). Next, we overexpressed batMDA5 and batMDA5-CARD domains in TB I Lu cells. After overexpression of batMDA5-CARD, batIFNβ and the expression of interferon-stimulated related genes batMX1 and batOAS1 could be significantly activated without virus stimulation. While batMDA5 is in a state of self-inhibition under normal circumstances, overexpression of MDA5 does not activate IFNβ in the absence of viral stimulation (Figures 7C–E), suggesting that the CARD domain is critical for batMDA5 to activate batIFNβ.




Figure 7 | The batMDA5 is an essential adaptor for activation of the IFNβ. (A) Schematic structure of batMDA5 mutants. (B) 293T cells were co-transfected with luciferase reporter plasmids (pRL-TK and pGL-huIFN-β-Luc) and pcDNA3.1-batMDA5 mutants or pcDNA3.1. After transfection 12 h infection VSV-GFP at 1 MOI, luciferase assays were performed after 24 h of co-transfection. (C–E) RT-qPCR was used to detect the expression level of IFNβ, MX1, and OAS1 in TB1 Lu cells after overexpression of batMDA5 or batMDA5-CARD or pcDNA3.1. Data are expressed as the means ± SD of three independent experiments. **P < 0.01.






Discussion

The host’s innate immune system plays an important antiviral role during viral infection. The host mainly detects the presence of viruses by using recognition receptors, among which MDA5 is an important RNA virus nucleic acid sensor, mainly recognizes and binds to long double-stranded RNA (dsRNA) viruses, which can sense virus invasion and transmit signals to the adapter mitochondrial antiviral Signal protein (MAVS) that promotes the secretion of type I interferon (30). Type I interferons further orchestrate the cellular immune response to viral infection (31). Bats, being mammals, carry many very pathogenic viruses to humans, but they rarely display signs of illness (1). Whether RNA viral recognition sensors such as MDA5 in bat cells can recognize viral nucleic acids and exert antiviral effects remains unknown.

In this study, we cloned Tadarida brasiliensis MDA5. We found that batMDA5 and huMDA5 have high homology through sequence analysis and phylogenetic tree analysis. By analyzing the MDA5 of different species of bats, we found that Tadarida brasiliensis MDA5 has low homology in different bats. Evolutionarily, batMDA5 is closer to mammals such as humans, pigs, and horses, indicating that MDA5 has homology in species evolution. It has been found that the amino acid sequence of P. alecto MDA5 is most closely related to horses in evolution (32). After high-throughput whole-genome sequencing of bats, studies have found that bat-encoding genes and many mammalian genes have a single orthologous copy (33). RIG-I and MDA5 are critical for activating type I interferon expression during viral infection. Phylogenetic analysis suggests that RIG-I and MDA5 come from a common origin, with MDA5 orthologs present in most vertebrates. In contrast, RIG-I orthologs exist only in mammals, ducks, geese, and some specific fish and reptiles (34), suggesting that MDA5 plays an important role across species. So during viral infection, can batMDA5 also recognize RNA viruses to activate antiviral innate immunity?

Mammalian cells or chicken fibroblast DF1 cells infected with RNA virus significantly upregulate the expression level of MDA5 (35–37). In this study, we also found the same results in the TB 1 Lu cells after infecting RNA viruses such as NDV-GFP, AIV, or VSV-GFP upregulated the expression of batMDA5 and innate immunity-related genes batIFNβ, batMX1, and batIL-6, suggesting that the innate immune system of bats also can sense the invasion of the virus and play an antiviral role. It has been found that kidney epithelial cell lines derived from four bat species infected with Encephalomyocarditis virus (EMCV) and Japanese encephalitis virus (JEV) can also significantly upregulate the expression of batMDA5, indicating that a variety of RNA viruses can upregulate batMDA5, and batMDA5 in different bat species appear to be functionally similar (38). Interestingly, after we infected TB 1 Lu cells with three RNA viruses for 12h, the expression levels of batMDA5, batIFNβ, batMX1, and batIL-6 were lower than those of 6h infection. This may be due to the cell cycle or the viral replication cycle. However, the specific reasons still need further research.

Next, we overexpressed batMDA5 in TB 1 Lu cells. The results showed that overexpression of MDA5 could significantly promote the expression of IFNβ and inhibit virus replication after infection with VSV-GFP, indicating that the function of batMDA5 is conserved among species, and batMDA5 can recognize RNA viruses to activate the host’s innate immune response to inhibit virus replication (39). Pteropine Orthoreovirus (PRV) is a zoonotic disease for which bats are its natural host. The study found that the replication ability of PRV in BHK-21 and HEK293T cells was significantly stronger than that in various bat cells. Therefore, the researchers speculate that bats can use their powerful immune systems to suppress virus replication and reduce clinical symptoms (32). To further explore the function of batMDA5, we knocked down its expression and found that it could significantly inhibit the expression of IFNβ and promote virus replication, indicating that batMDA5 could activate IFNβ expression and exert an antiviral effect.

Structurally, batMDA5 also contains four domains, 2CARD, ATP, and CTD (40). In general, the MDA5 CARD domain can interact with the downstream MAVS CARD domain through a series of cascade reactions that ultimately lead to the expression of IFNβ (34, 41). This study found that the amino acid sequence of the CARD region of batMDA5 was very poorly conserved among species. To further explore the structure and function of batMDA5, we constructed batMDA5 plasmids with different functional domains deleted. Deleting CARD1 or CARD2 was found that batMDA5 loses the ability to activate IFNβ. On the contrary, only retaining the CARD domain can strongly activate IFNβ, indicating that the function of batMDA5 is conserved in evolution.

Combining the above studies, we found that batMDA5 is conserved between species in structure and function, suggesting that batMDA5 can activate downstream antiviral immune responses to inhibit viral replication after bat infection with RNA viruses. Nevertheless, how do viruses settle in bats without being cleared by the host’s innate immune system? Relevant studies have shown that several immune-related genes have high expression levels in bats, including RIG-I, MDA5, IFNα, and IRF family, which makes viruses recognized by the immune system and quickly eliminated once they invade bats (42–44). However, a rapid and intense immune response can cause a “cytokine storm” that damages host tissues and organs and leads to death (45). To avoid this severe consequence, bats evolved to activate genes for inflammation or IFNs, which either lost or altered their function (46), which explains why bats are asymptomatic virus hosts. That is to say, the ability of batMDA5 to activate IFNβ after virus invasion is relatively mild, which was also consistent with previous studies that virus or ploy(I:C) stimulation did not induce the activate IFNα. Therefore, we believe that bat MDA5 can sense virus invasion and activate IFNβ, but this activation is relatively mild, which is one of the reasons why bats can colonize hundreds of viruses without the disease.
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Developing quorum-sensing (QS) based anti-infection drugs is one of the most powerful strategies to combat multidrug-resistant bacteria. Paeonol has been proven to attenuate the QS-controlled virulence factors of P. aeruginosa by down-regulating the transcription of QS signal molecules. This research aimed to assess the anti-virulence activity and mechanism of paeonol against P. aeruginosa infection in vitro and in vivo. In this study, paeonol was found to reduce the adhesion and invasion of P.aeruginosa to macrophages and resist the cytotoxicity induced by P.aeruginosa. Paeonol reduced the expression of virulence factors of P.aeruginosa by inhibiting QS, thereby reducing the LDH release and damage of P.aeruginosa-infected macrophages. Paeonol can inhibit bacterial virulence and enhance the ability of macrophages to clear P.aeruginosa. In addition, paeonol exerts anti-inflammatory activity by reducing the expression of inflammatory cytokines and increasing the production of anti-inflammatory cytokines. Paeonol treatment significantly inhibited the activation of TLR4/MyD88/NF-κB signaling pathway and decreased the inflammation response of P. aeruginosa-infected macrophages. Paeonol also significantly reduced the ability of P.aeruginosa to infect mice and reduced the inflammatory response. These data suggest that paeonol can inhibit the virulence of P.aeruginosa and decrease the inflammation response in P.aeruginosa-infected macrophages and mice, which can decrease the damage induced by P.aeruginosa infection and enhance the ability of macrophages to clear bacteria. This study supports the further development of new potential anti-infective drugs based on inhibition of QS and virulence factors.
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Introduction

Pseudomonas aeruginosa (P. aeruginosa) is a common gram-negative bacterial opportunistic pathogen that is related to the development of acute and chronic pulmonary infections in cystic fibrosis (CF), non-CF bronchiectasis, and chronic obstructive pulmonary disease with high morbidity and mortality (1–3). Lung infections caused by P. aeruginosa are exacerbated by the intracellular invasion and persistence of the pathogen, especially in CF patients. Intracellular invasion is a favorable mechanism for pathogens to avoid host defense and antimicrobial therapy (4). The intrinsic ability for P. aeruginosa to invade and adhere to host cells of infection is ascribed to its impenetrable biofilm formation and an elaborate arsenal of virulence factors designed to damage the host membrane barrier and evade immune responses, coupled with its rapidly acquired antibiotic resistance (5, 6).

Quorum-sensing (QS) is a signaling mechanism by which cell-to-cell communication receives input from adjacent cells and coordinates collective behavior, enabling the bacteria to survive within the host, releasing a range of virulence factors, and developing biofilm (7, 8). P. aeruginosa produces an armory of factors associated with intracellular communication and extracellular virulence, regulated by the quorum-sensing system of the diffusible signaling molecule (N-acyl L-homoserine lactone, AHLs) and determines the pathogenesis of bacteria (9, 10). Early colonization and dissemination of P. aeruginosa infection in host tissues is initiated by proteases and elastases, while pyocyanin interferes with various cellular functions such as chelated iron absorption, respiration, and enhances virulence expression (11, 12). Rhamnolipid promotes the surface movement of P. aeruginosa to form biofilms and participates in the diffusion of mature biofilms (13). P. aeruginosa produces different secondary metabolites and multiple virulence factors to modify host defense response, and macrophages play a crucial role in infections of patients with CF (14).

The lung innate immune response plays an important role in clearing lung pathogens. During the initial stages of P. aeruginosa invasion, the secretion of cytokines and chemokines induces many neutrophils to migrate to the infected site. However, the overactivation of innate immune cells (alveolar macrophages or neutrophils) can produce various proinflammatory molecules, causing severe airway injury and damaged lung function (15–17). After specifically recognizing microbial ligands, Toll-like receptors (TLRs) recruit various binding molecules to activate inflammatory gene transcription, and immune responses (18, 19). P. aeruginosa-induced activation of macrophages is majorly based on the recognition of pathogens by molecular pattern receptors, including TLRs, such as TLR2 and TLR4, and the mannose receptor, thus activating downstream nuclear factor kappa B (NF-κB) and mitogen-activated protein kinase (MAPK) signaling pathway increasing macrophages release of various cytokines and chemokines from response to P. aeruginosa infection (20–22).

Natural products targeted specific genes that inhibit the growth or pathogenicity of bacteria and control extracellular virulence, such as EGCG, Curcumin, and Eugenol-Containing Essential Oils, which have been investigated as QS inhibitors (23–25). Paeonol is a polyphenolic compound originally extracted from Paeonia lactiflora, Moutan cortex, and Cynanchum paniculatum, which has been used wildly due to various medicinal benefits as an analgesic, antipyretic, and anti-inflammatory agent in traditional Chinese medicine (26, 27). Previous studies have demonstrated that paeonol attenuates quorum-sensing, inhibits virulence factors, and biofilm formation (28). Paeonol has been well-documented for revealing potential anti-inflammatory activity in macrophages (29, 30), but the possible mechanism by regulating virulence and inflammation to reduce pathological damage upon pathogenic P. aeruginosa infection has not yet been fully studied in vitro and in vivo.



Materials and Methods


Bacterial Strains and Culture Conditions

P. aeruginosa PAO1 (ATCC 15692) was stored in our laboratory. For all the experiments, PAO1 was grown in LB broth at 37°C with shaking, collected by centrifugation (4,000 rpm for 5 min), and diluted in the appropriate experimental medium.



Cell Culture

RAW264.7 cells were obtained from the Cell Bank of the Chinese Academic of Sciences (Shanghai, China) and cultured in DMEM medium (HyClone, Beijing, China) with 10% fetal bovine serum (FBS, TransGen Biotech, Beijing, China) and antibiotics (100 U/ml penicillin and 100 µg/ml streptomycin) (Haimen, China). The cells incubated in a cell incubator at 37°C with humidified air and 5% CO2.



Cell Viability

The viability of RAW264.7 macrophage cells was determined using the CCK8 assay. Briefly, RAW264.7 (1 × 105 cells/mL) were suspended in complete cell culture media, and 150 μL of the cell suspension was cultured in 96-well plates for 24 h. After treatment with paeonol, cell viability was evaluated using the Cell Counting Kit-8 (Sangon, Biotech, Shanghai, China).



P. aeruginosa Infection of Macrophages

The P. aeruginosa-infected macrophages model used in this study was performed as described previously (31). RAW264.7 cells were seeded into 12-well tissue culture plates at a density of 5×105 cells/well and then reached 80-90% confluence. P. aeruginosa were collected and suspended to 108 CFUs/mL in DMEM without antibiotics. RAW264.7 cells were incubated with P. aeruginosa at three multiplicity of infection (MOIs, 25, 50, or 100) in DMEM without antibiotics. After 2 h or 4 h of PAO1 infection, cells were washed with phosphate-buffered saline (PBS), then lysed with 0.5% Triton-X for 15 min at 37 °C. For invasion assay, extracellular bacteria were killed with 200 μg/mL gentamicin for 1 h. The attachment and invasion levels were assessed by bacterial plate count.



Cell Treatment

At 80%–90% confluence, cells were washed third with PBS, then subsequently incubated with P. aeruginosa of 100 (MOI) in antibiotic-free DMEM for 4 h. Cells were divided into four groups: the first part involved the control group (RAW264.7 cells group) and the P. aeruginosa infection group (PAO1). On this basis, the second part was set up as three parallel groups, namely PAO1 (MOI = 100:1, infection for 4 h) as cells model group, paeonol pretreatment (32 μg/mL, 64 μg/mL and 128 μg/mL, pretreatment for 3 h) + PAO1 group and paeonol (32 μg/mL, 64 μg/mL and 128 μg/mL, treatment for 4 h) + PAO1 treatment group. These concentrations were no bacteriostatic effect, and previous studies confirmed that the MIC of paeonol against P.aeruginosa was greater than 512 μg/ml.



Determine mRNA Expression Levels of QS-Related Virulence Genes of P. aeruginosa by qPCR

Total RNA was reverse-transcribed to cDNA, and qPCR was carried out by the instruction of commercial kit. Table 1 shows the primers used to amplify lasI/R, rhlI/R, pqsA/R, LasA, LasB, rhlA, rhlC, phzm, phzM, phzH, phzS, and rpoD (reference gene). qPCR data were analyzed to calculate the relative differences in mRNA expression using the 2-△△CT method.


Table 1 | qPCR primers of P. aeruginosa for analysis of gene expression.





Lactate Dehydrogenase Assay

The macrophages infected with P. aeruginosa (MOI=100:1) for 4 h, then treated with Paeonol at the concentrations of 32 μg/mL, 64 μg/mL and 128 μg/mL. The culture supernatants were harvested and centrifuged at 12,000 g for 5 min, and LDH activity was monitored by an LDH cytotoxicity assay kit (Jiancheng Biotech, Nanjing, China).



Live/Dead cell Assay

The effects of paeonol on the viability or cytotoxicity of macrophages cells were assayed using the Calcein-AM/PI Double Stain Kit (Solarbio, Beijing, China). In brief, RAW264.7 cells were exposed to P. aeruginosa in DMEM without antibiotics and treated with paeonol. The cells washed with PBS three times and stained with a 100 μL Calcein-AM/PI stain solution at 37°C for 15 min. Living cells with green cytoplasmic fluorescence and dead cells with red nuclei were immediately observed by the fluorescence microscope.



Adhesion and Invasion Assay

To further reveal the role of paeonol on macrophage-mediated phagocytosis, the intracellular killing of P. aeruginosa. Macrophages infected with P. aeruginosa (MOI=25:1 for 4 h) treated with paeonol (32, 64, and 128 μg/mL). Cells were washed with phosphate-buffered saline (PBS) and then lysed with 0.5% Triton-X for 15 min at 37°C. Extracellular bacteria were killed with 200 μg/mL gentamicin for 1 h to evaluate the intracellular bacteria. Attachment and invasion levels were assessed by bacterial plate count.



Ultrastructure Examination by Transmission Electron Microscope

The macrophages infected with P. aeruginosa (MOI=25:1 for 2 h) were treated with Paeonol (128 μg/ml). The cells were washed with PBS three times, and fixed with 2.5% glutaraldehyde at 4°C overnight. Samples were collected and treated with osmium ferrocyanide for 1 h, dehydrated in graded ethanol concentrations (50%, 70%, 80%, 90%, 95%, and 100%) and 100% acetone, infiltrated, and embedded in epoxy resin. Subsequently, ultrathin sections (60-80 nm) were cut with a diamond knife on a microtome (Leica EM UC7; Leica Corporation, Germany) and were stained with saturated aqueous uranyl acetate and counterstained with 4% lead citrate, and finally observed using HT-7700 TEM (Hitachi, Tokyo, Japan).



Flow Cytometry Assay

Paeonol (32 μg/mL, 64 μg/mL and 128 μg/mL) treated macrophages (infected with P. aeruginosa (MOI=25:1) for 2 h) were washed with PBS, separated to single-cell suspension, and resuspended in staining buffer (BD Biosciences). The cells were stained with F4/80 (Elabscience, E-AB-F0995C), CD86 (Elabscience, E-AB-F0994E), and CD206 (Elabscience, E-AB-F1135D) fluorescently labeled antibody, then detected by a flow cytometer (Beckman coulter, CytoFLEX) and analyzed by the Flowjo software.



Determination of mRNA Expression Levels of Inflammation and TLR4/MyD88/NF-κB Pathway of Macrophages by qPCR

The mRNA expression levels of the TLR4/MyD88/NF-κB pathway of Paeonol treated RAW264.7 (infected with P. aeruginosa (MOI=100:1) for 4 h) cells were assayed by qPCR. The gene sequences of TLR4, MyD88, TRAM, NF-κB, IκB, IκBα, IKK-β, p65, p50, TNF-α, IL-1β, IL-6, IL-8, iNOS, COX-2, IL-2, IL-4, and IL-10 were retrieved from NCBI, and the primers of these genes (Table 2) were synthesized by HuaDa Gene company (Beijing, China). GAPDH gene was selected as the reference gene. qPCR reaction was conducted on a LightCycler®II real-time fluorescent quantitative PCR instrument (Roche, USA) using the PerfectStartTM Green qPCR SuperMix (TransGen Biotech, Beijing, China) following the standard steps. All data output from the qPCR experiments were analyzed using the 2-ΔΔCT method.


Table 2 | List of primers of the macrophage TLR4/MyD88/NF-κB pathway in qPCR analysis.





Anti-Infection Activity of Paeonol Against P. aeruginosa by Quorum Sensing In Vivo

Fifty SPF mice (4 weeks) were obtained from Sibeifu Biotechnology Co. Ltd. (Beijing, China). The animals were housed at 22-25°C on a 12 h day-night cycle, fed standard rodent chow and sterile water ad libitum for 1 week of acclimation. All protocols for animal studies were reviewed and approved by the Animal Ethical Committee of Sichuan Agricultural University (#20210021). The mice were randomly divided into six groups (n=10): the control group, PAO 1 group, PAO 1+Pae (25 mg/kg) group, PAO 1+Pae (50 mg/kg), PAO 1+Pae (100 mg/kg), and CIP (20 mg/kg) group (positive control). The mice were administered the same dose of saline or drugs by intragastric administration for three days. In mice, infection was induced using the previously described method with modifications (32). Briefly, mice were weighed, anesthetized, and then received an intratracheal instillation of PAO 1 (2.5 × 108 CFU) in 20 μl phosphate-buffered saline (PBS) to model the acute infection of PAO 1. The mice were anesthetized and sacrificed after 24 h of infection, and lung tissue samples were harvested rapidly for subsequent analysis. Then the bacterial load, the expression of virulence, and inflammation cytokines were evaluated by PCR.



Statistical Analysis

All values are expressed as mean ± standard deviation (SD). All statistical analyses were performed using SPSS 20.0. Differences between all groups were analyzed using the one-way ANOVA test, and the result with P < 0.05 or P < 0.01 was considered statistically significant.




Results


The Cytotoxicity Evaluation of Paeonol

The viability of RAW264.7 cells was performed in the presence of paeonol (0-512 µg/mL) using the CCK-8 assay. The viability of cells is more than 90% at concentrations of 0-128 µg/mL of paeonol, indicating that paeonol was not cytotoxic to RAW264.7 cells (Figure 1).




Figure 1 | The CCK8 assay was used to determine the cytotoxicity of paeonol on RAW264.7 cells. All data were expressed as means ± SD (n=3). **P < 0.01 vs the control group.





The Model of Macrophages Infected With P. aeruginosa

The prolonged P. aeruginosa infection has been shown to cause a significant decrease in cell viability, arrest of cell growth, and morphology alternation, ultimately weakening the host’s innate immune system’s defense function and impaired bacterial clearance function. RAW264.7 cells were infected with P. aeruginosa at different MOI (25, 50, 100) to explore the effect of P. aeruginosa infection on bacterial adhesion and invasion. Figures 2A, B indicated that P. aeruginosa could adhere to and invade the cells. As the PAO1 MOI value and infection time increased, the number of P. aeruginosa attaching to and invading macrophages increased (Figure 2).




Figure 2 | The adhesion (A) and invasion (B) of P. aeruginosa infected RAW264.7 cells with different MOI (10, 50, 100). The extracellular or intracellular bacteria were counted by plate. For the invasion assay, extracellular bacteria were killed with 200 μg/mL gentamicin. All data were expressed as means ± SD (n=3). *P < 0.05, **P < 0.01 vs the control group.





Paeonol Attenuate QS Genes of P. aeruginosa in Macrophages Infection Model

P. aeruginosa secretes various virulence factors and forms biofilms regulated by the QS system. QS-related genes, including lasI, lasR, rhlI, rhlR, pqsA, and pqsR were analyzed following pretreatment or treatment with paeonol. The results showed that paeonol downregulated the expression of QS-related virulence genes of PAO1, and the therapeutic effect is significantly greater than the preventive effect. The inhibition rate in the presence of paeonol (128 μg/ml) was as follows: lasI 58.95%, lasR 59.20%, rhlI 40.19%, rhlR 41.20%, pqsA 39.33%, pqsR 58.26%. These results demonstrated the anti-infection activity of paeonol against P. aeruginosa-infected macrophages by interfering with QS-mediated related genes expression in a concentration-dependent manner (Figure 3).




Figure 3 | Transcriptional levels of the QS genes during P. aeruginosa infected macrophages (MOI = 100:1) following pretreatment and treatment with paeonol. lasI, rhlI, pqsA, lasR, rhlR, and pqsR. “Pae 32 μg/mL”, “Pae 64 μg/mL”, “Pae 128 μg/mL” indicate that RAW264.7 cells were pretreated with paeonol for 3 h before infection with PAO1. “PAO1+Pae 32 μg/mL”, “PAO1+Pae 64 μg/mL”, “PAO1+Pae 128 μg/mL” indicate that RAW264.7 cells were infected with PAO1 and treated with paeonol at the same time. The expression of mRNA was tested by RT-PCR. All data were expressed as means ± SD (n=3). *P < 0.05 or **P < 0.01 vs the control group.





Paeonol Attenuate Virulence Genes During P. aeruginosa Infected Macrophages

P. aeruginosa secretes a variety of virulence factors and forms biofilms, the expression of QS-regulated and QS-virulence genes was detected to assess the anti-infection activity of paeonol against P. aeruginosa-infected macrophages. QS system was analyzed in the macrophages cell infected P. aeruginosa following pretreatment and treatment at the same time with paeonol. The results showed that paeonol downregulated the expression of QS-related virulence genes in PAO1 infected RAW264.7 macrophages, and the therapeutic effect is significantly greater than the preventive effect. The inhibition rate in the presence of paeonol (128 μg/ml) was as follows: lasA 56.47%, lasB 61.81%, rhlA 47.65%, rhlC 56.74%, phzA 18.28%, phzM 7.73%, phzH 45.50% and phzS 35.47% (Figure 4).




Figure 4 | Transcriptional levels of the virulence genes during P. aeruginosa infected macrophages (MOI = 100:1) following pretreatment and treatment with paeonol. (A) lasA, (B) lasB, (C) rhlA, (D) rhlC (E) phzA, (F) phzH, (G) phzM, (H) phzS, “Pae 32 μg/mL”, “Pae 64 μg/mL”, “Pae 128 μg/mL” indicate that RAW264.7 cells were treated with paeonol for 3 h before infection with PAO1. “PAO1+Pae 32 μg/mL”, “PAO1+Pae 64 μg/mL”, “PAO1+Pae 128 μg/mL” indicate that RAW264.7 cells were infected with PAO1 and treated with paeonol at the same time. The expression of mRNA was tested by RT-PCR. All data were expressed as means ± SD (n=3). *P < 0.05 or **P < 0.01 vs the control group.





Viability and Cytotoxicity of Paeonol on Macrophages Infected With P. aeruginosa

Bacterial infection can cause the destruction of the membrane structure of cells, resulting in the release of LDH in the cytoplasm into the culture medium. The detection of cytotoxicity can be achieved by detecting the activity of LDH in the culture medium. The LDH levels were detected by Fe2+ - xylenol orange-based kit. Compared with the control (RAW264.7), PAO1 significantly inhibited the proliferation of macrophages cells, but the release of LDH decreased in a concentration-dependent manner by paeonol treatment, and paeonol did not affect the proliferation of macrophages at the experimental concentrations (Figure 5A). To directly examine the cell viability or cytotoxicity, RAW264.7 cells were exposed to PAO1 treated without or with paeonol, then labeled with Calcein-AM and PI dyes and immediately observed by fluorescence microscope. Figure 6 illustrates that macrophages cells infected with PAO1 were mainly dead (red, propidium iodide-positive), but treated with paeonol groups were mainly viable cells (green, calcein-positive) and a few dead cells. The results indicated that paeonol within 128 μg/mL is not cytotoxic to RAW264.7 cells (Figure 5B).




Figure 5 | Cell viability were tested in PAO1 infected RAW264.7 (MOI = 25:1) without or with paeonol treatment for 4 h. The Fe2+ - xylenol orange-based LDH kit (A) and calcein-AM or PI dyes (B) were used in the testing. “Pae 32 μg/mL”, “Pae 64 μg/mL”, “Pae 128 μg/mL” indicate that RAW264.7 cells were pretreated with paeonol for 3 h before infection with PAO1. “PAO1+Pae 32 μg/mL”, “PAO1+Pae 64 μg/mL”, “PAO1+Pae 128 μg/mL” indicate that RAW264.7 cells were infected with PAO1 and treated with paeonol. ##p < 0.01 vs.  Control Group, *P < 0.05 or **P < 0.01 vs the PAO1 group.






Figure 6 | Adhesion (A) and invasion (B) were tested in PAO1-infected RAW264.7 (MOI = 25:1) with paeonol treatment for 4 hours. “PAO1+Pae 32 μg/mL”, “PAO1+Pae 64 μg/mL”, “PAO1+Pae 128 μg/mL” indicate that RAW264.7 cells were infected with PAO1 and treated with paeonol. The bacteria were cultivated and counted on a TSB plate. All data were expressed as means ± SD (n=3). **P < 0.01 vs the control group.





Paeonol Decreased the Adhesion and Invasion of PAO1

RAW264.7 cells were infected with PAO1 to determine the bacterial adhesion and invasion. Compared with the PAO1 group, bacteria adhesion on macrophages significantly decreased after paeonol treatment. Further study revealed that paeonol reduced the invasion of PAO1 to RAW264.7 cells (Figure 6).



Effects of Paeonol on the Ultrastructure of RAW264.7 Macrophages Infected by PAO1

TEM was performed to detect the ultrastructure of RAW264.7 macrophages infected by PAO1 and treated with paeonol. As shown in Figure 7, there were no significant changes in the blank control group. In the PAO1 group, P. aeruginosa invaded macrophages, PAO1 was encapsulated by vesicles, part of the vesicle membrane was destroyed, mitochondria were swollen and vacuolized, escaped phagosomes into the cytoplasm, causing nuclear shrinkage, and even cell damage or lysis. In the paeonol(128 μg/mL) treated group, P. aeruginosa invasion was reduced and encapsulated by intact vesicles, the mycelium changed from rod-like to round, the fusion between PAO1 and lysosome increased, the mitochondria slightly swollen and more filamentous, the nucleus of the cell was intact, and the cell injury was reduced.




Figure 7 | Transmission electron microscope observation of paeonol on the ultrastructure of RAW264.7 macrophages infected with P. aeruginosa PAO1 (MOI=25:1). Scale bar, 2 μm (low magnification in columns one and three) and 1 μm (high magnification in columns two and four); red* indicates PAO1, blue* indicates mitochondria; red arrows indicate vesicles, blue arrows indicate autophagosome-lysosomes.





Paeonol Suppressed Inflammation in RAW264.7 Cells Infected P. aeruginosa

Compared with the control group, the relative mRNA expression level of IL-1β, IL-6, IL-8, TNF-α, COX2, and iNOS in the PAO1 group was upregulated, respectively. Compared with the PAO1 group, paeonol can attenuate the expression of inflammatory cytokines like IL-1β, IL-6, IL-8, TNF-α, various inflammatory mediators such as COX2, iNOS, and upregulated the relative mRNA expression level of IL-2, IL-4, IL-10. Paeonol treatment significantly prevented the inflammation changes induced by P. aeruginosa in a dose-dependent manner (Figure 8).




Figure 8 | Cytokines mRNA expression were tested in PAO1-infected RAW264.7 (MOI = 100:1) with paeonol treatment. (A) TNF-α, (B) IL-1β, (C) IL-6, (D) IL-8, (E) iNOS, (F) COX-2, (G) IL-2, (H) IL-4, (I) IL-10, “PAO1+Pae 32 μg/mL”, “PAO1+Pae 64 μg/mL”, “PAO1+Pae 128 μg/mL” indicate that RAW264.7 cells were infected with PAO1 and treated with paeonol. The expression of mRNA was tested by RT-PCR. All data were expressed as means ± SD (n=3). #p < 0.05, ##p < 0.01 vs. control Group, *P < 0.05 or **P < 0.01 vs the PAO1 group.





Paeonol Changed the Polarization of Macrophages

Flow cytometry was used to detect macrophage polarization. F4/80 biomarker was used to label macrophages, and CD86/CD206 anti-body was used to check the surface biomarker of macrophages, respectively. The CD86 biomarker significantly was significantly upregulated when macrophages were infected with PAO1. Paeonol significantly decreased the polarization of macrophages by decreeing the CD86 biomarker when the treatment concentrations higher than 64 μg/mL (Figure 9).




Figure 9 | Paeonol changed the Polarization of Macrophages infected with PAO1 (MOI = 25:1). Control (A), PAO1 (B) The data in “PAO1+Pae 32 μg/mL” (D), “PAO1+Pae 64 μg/mL” (E), and “PAO1+Pae 128 μg/mL” (F) indicated that Paeonol reversed the upregulated the biomarker of CD86 of RAW264.7 cells infected with PAO1 (C). The cell polarization was distinguished by Flow cytometry. All data were expressed as means ± SD (n=3). *P < 0.05 or **P < 0.01 vs PAO1 group.





Effect of Paeonol on the TLR4/MyD88/NF-κB Pathway of Macrophages Infected With P. aeruginosa

TLR4/MyD88/NF-κB pathway is the fetal inflammation pathway for macrophages responding to the bacteria infection. To investigate the effect of paeonol on the TLR4/MyD88/NF-κB signaling pathway, the mRNA expression levels of TLR4, MyD88, TRAM, NF-κB, IκB, IκBα, IKK-β, p65, and p50 were measured by qPCR. In Paeonol treated cells, the mRNA expression levels of TLR4, MyD88, TRAM, NF-κB, IκB, IκBα, IKK-β, p65, and p50 were significantly downregulated, and IκB was markedly higher in comparison with those in the PAO1 group. These results demonstrated that paeonol attenuated P. aeruginosa-induced inflammation as evidenced by decreased expressions of TLR4/MyD88/NF-κB pathway in RAW264.7 cells, data were included in Figure 10.




Figure 10 | Paeonol inhibited the activation of TLR4/MyD88/NF-κB pathway in PAO1 infected RAW264.7 (MOI = 100:1). RAW264.7 were exposed to PAO1 treated without or with paeonol for 4 h to determine the mRNA expression levels of the TLR4/MyD88/NF-κB pathway. (A) TLR4, (B) MyD88, (C) TRAM, (D) NF-κB, (E) IκB, (F) IκBα, (G) IKK-β, (H) p65, (I) p50, “PAO1+Pae 32 μg/mL”, “PAO1+Pae 64 μg/mL”, “PAO1+Pae 128 μg/mL” indicate that RAW264.7 cells were infected with PAO1 and treated with paeonol. “Pae 32 μg/mL”, “Pae 64 μg/mL”, “Pae 128 μg/mL” indicate that RAW264.7 cells were treated with paeonol but without PAO1 infection. The expression of mRNA was tested by RT-PCR. All data were expressed as means ± SD (n=3). #p < 0.05, ##p < 0.01 vs.  Control Group, *P < 0.05 or **P < 0.01 vs the PAO1 group.





Paeonol Showed an Effective Anti-Infection Activity In Vivo

Paeonol decreased the PAO1 load in the lung and inhibited the mRNA expression of inflammation cytokines, including IL-1β, IL-6, and TNF-α (Figures 11, 12). The mRNA expression of IL-4 was increased by IL-4. All three concentrations of paeonol decreased the expression of quorum sensing-related genes, rhlR, LasR, and pqsA (Figure 13).




Figure 11 | Paeonol decreased the bacterial load in the lung. All data were expressed as means ± SD (n=3). *P < 0.05 or **P < 0.01 vs PAO1 group.






Figure 12 | Paeonol inhibited the mRNA expression of inflammation cytokines in the lung. All data were expressed as means ± SD (n=3). (A) IL-1β, (B) IL-2, (C) IL-4, (D) IL-6, (E)TNF-α. *P < 0.05 or **P < 0.01 vs PAO1 group.






Figure 13 | Paeonol inhibited the mRNA expression of QS genes in the lung. (A) lasI, (B) lasR, (C) rhlI, (D) rhlR, (E) pqsA. All data were expressed as means ± SD (n=3). *P < 0.05 or **P < 0.01 vs PAO1 group.






Discussion

Due to the excessive and indiscriminate use of antibiotics, multidrug-resistant (MDR) bacteria are rapidly increasing and difficult to control by using conventional antibiotics (33–35). P. aeruginosa, a prevalent nosocomial-acquired and opportunistic pathogen, causes various acute and chronic infections, often involving the synergy of multiple virulence gene regulatory factors (36, 37). Macrophages are crucial innate immune cells that play a critical role in the host’s response to bacterial infection. Macrophages pattern recognition receptors (PRRs), especially TLRs, recognize pathogen-associated molecular patterns (PAMPs) and activate intracellular various signaling pathways, such as inflammation, phagocytosis, apoptosis, and autophagy (38). Excessive inflammatory cytokines are detrimental to the host at the later stages of infection, and limiting excessive inflammatory response is crucial to controlling P. aeruginosa infection (39).

In the model of macrophages infected with P. aeruginosa, there was a significant up-regulation in the number of bacterial attachments and invasions to cells as the MOI value and infection time increased (40, 41). Therefore, the increase of co-aggregation between P. aeruginosa promotes the invasion of bacteria to macrophages, which may enable bacteria to evade host immune defense and cause great damage to host cells. The pathogenesis of P. aeruginosa is closely associated with biofilm formation, motility, and a myriad of extracellular virulence factors regulated by the QS system (42, 43). Large-scale expression of QS-related signaling molecules (AHL) or virulence factors (pyocyanin, protease, elastase, and rhamnolipids) were cytotoxic to macrophages (44). PAO1 significantly inhibited macrophages cell proliferation, induced cytotoxic responses, and led to cell membrane damage and rupture, lysis, and death. Our former studies had revealed that paeonol could attenuate quorum-sensing regulated virulence and biofilm formation in P. aeruginosa and show a protective effect on C. elegans infected with P. aeruginosa in vivo (28). Here, the potential therapeutic effect and mechanism of paeonol were investigated in a macrophage infected with a PAO1 cell model. The results revealed that paeonol inhibited P. aeruginosa QS-signaling pathway (lasI/R, rhlI/R, pqsA/pqsR) and virulence factors (lasA, lasB, rhlA, rhlC, phzA, phzM, phzH, and phzS) to alleviate the PAO1 induced cell damage (28).

The attachment and invasion of host cells is the key step in the P. aeruginosa infection cycle, and macrophages employ a variety of defense mechanisms to defend against invading pathogens. Phagocytosis and intracellular killing are two of the most important steps for bacterial eradication (45, 46). The motility of P. aeruginosa regulated by the QS system was crucial for colonization (13, 47). Studies showed that paeonol could resist the adhesion and invasion of P. aeruginosa to infect macrophages, which may be related to the fact that paeonol reduced the motility ability of P. aeruginosa. Previous studies had shown that P. aeruginosa could directly induce cell death to aggravate tissue damage through its QS system or toxic factors such as pyocyanin (48, 49). TEM results showed that PAO1 co-polymerized with each other to adhere to cell junctions and invaded the interior of cells. Compared with the PAO1 group, the phagocytosis ability of macrophages was enhanced in the paeonol treatment groups. Paeonol resists the cell toxicity induced by P. aeruginosa and improves cell viability. This work confirmed the effect of paeonol against P. aeruginosa by attenuating virulence factors and its cytoprotective activity during bacterial infection either by downregulating the virulence or providing a protective effect to the host cells. Zhang et al. have reported that phagocytic macrophages undergo apoptosis 48 h after ingestion of P. aeruginosa (50). Moussouni et al. have reported that OprF regulates P. aeruginosa virulence factors and protects macrophages during acute infection by avoiding phagolysosome destruction (51).

It has been reported that P. aeruginosa infection often exacerbates symptoms in patients, leading to organ dysfunction, followed by systemic inflammatory response syndrome and increased morbidity and mortality (52, 53). As an indispensable part of innate immunity, macrophages play an important role in inflammatory and immune responses. In this study, paeonol treatment significantly reduced P. aeruginosa-induced proinflammatory cytokine and improved anti-inflammatory factors produced by macrophages. The anti-inflammatory effect of paeonol was demonstrated in a PAO1-infected macrophage model and a PAO1 infected pneumonia model, and the results were consistent with LPS-induced RAW264.7 inflammatory factors (30). Generally, activated macrophages differentiate into M1 or M2 phenotypes. M1 macrophages (the classically activated, proinflammatory) increase the level of oxidative stress-induced products, and tissue damage was noted in the acute inflammatory phase, and M2 macrophages (the alternative activated, anti-inflammatory) decrease inflammation and promote tissue repair (54, 55). Classically activated (M1) macrophages can be triggered by recognizing Gram-negative bacteria, and cascade inflammatory responses will be triggered. TLR4 recruits myeloid MyD88, leading to proinflammatory cytokine production with activation of NF-κB and the downstream gene targets (56, 57). The expression of key genes in the TLR4/MyD88/NF-κB signaling pathway and proinflammatory cytokines were induced by P. aeruginosa infection. Atter treatment with paeonol, the activation of inflammation pathway, expression of proinflammatory cytokines, and the M1 macrophages polarization were significantly inhibited in our results. Paeonol against PAO1 infection by inhibiting bacterial virulence and enhancing the clearance of pathogen by immune cells, which avoided severe inflammatory damage to cells and body. Collectively, this suggests that paeonol may represent a new promising anti-QS and anti-inflammatory agent that may prevent P. aeruginosa-mediated impairment of inflammation and infection.



Conclusion

This research exhibited direct evidence that paeonol possessed the anti-QS activity against P. aeruginosa virulence, which decreased the adhesion, invasion, and cytotoxicity of P. aeruginosa to macrophages. Paeonol improved cell viability in the cell model of macrophages infected with P. aeruginosa by inhibiting the expression of QS-related virulence genes of P. aeruginosa and reducing the activation of macrophage proinflammation cytokines and inflammation pathway. Paeonol also decreased the bacterial load and alleviated the inflammation response in a P. aeruginosa pneumonia model.
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Objectives

There is no effective treatment for occult hepatitis B virus infection (OBI) patients, and immunotherapy may be one of the most promising options. We aim to investigate the underlying mechanism and therapeutic potential of hepatitis B vaccine immunotherapy for OBI patients.



Methods

Outpatient OBI patients were screened and randomly divided into treatment (Group A) and control (Group B) groups. At weeks 0, 4, and 24, patients in Group A received a subcutaneous/intramuscular injection of hepatitis B vaccine (Engerix-B, 20 μg/time) according to the standard vaccination schedule; patients in Group B served as blank control. The patients were followed for 36 weeks, with clinical, biochemical, virological, immunological, and imaging data collected and analyzed at weeks 0, 12, 24, and 36, respectively, and the relation between the virology and immunology results was analyzed.



Results

Of the 228 OBI patients, 28 were excluded, and 200 were enrolled for observation. In the end, 44 patients were included in Group A and 39 in Group B after excluding lost cases. At week 0 (baseline), some patients in two groups had liver disease symptoms, HBV-related liver function damage, and liver fibrosis. 86.36% (38/44) and 82.05% (32/39) patients were positive for serum hepatitis B surface antibodies (anti-HBs) in Group A and Group B, respectively, with the median (quartile) of 42.47 (16.85, 109.1) and 39.27 (16.06, 117.4) mIU/ml, respectively. Reduced peripheral blood CD4+T, CD8+T, and B lymphocytes were found in some patients in two groups. These results were not statistically different between Group A and Group B (P>0.05). At week 36, all patients were serum anti-HBs (+) in Group A, with a median (quartile) of 1000 (483.9, 1000) mIU/ml, which was significantly higher than that at week 0 (P<0.05) and that in Group B (P<0.05). Compared to week 0, the number of CD8+ T and B lymphocytes increased significantly and were significantly higher than Group B at the same point. Two patients in Group B were found to have hepatitis B virus reactivation from week 12 to week 36.



Correlation Analysis

Anti-HBs in Group A patients were positively correlated with B lymphocytes (r=0.3431, 0.3087, and 0.3041, respectively) and positively correlated with CD8+ T lymphocytes (r=0.4954, 0.3054, and 0.3455, respectively) at weeks 12, 24, and 36.



Conclusion

Virological reactivation is a risk for OBI patients. Serum hepatitis B surface antibodies were significantly increased after hepatitis B vaccine treatment, the same as the numbers of peripheral blood B and CD8+ T lymphocytes; changes in hepatitis B surface antibody levels were positively correlated with the changes in peripheral blood B and CD8+ T lymphocytes.





Keywords: OBI, T lymphocyte, B lymphocyte, hepatitis B vaccine, anti-HBs, immunotherapy, therapeutic potential



1 Introduction

There is about 296 million hepatitis B surface antigen (HBsAg) positive chronic hepatitis B virus infection (CHB) patients around the world, and approximately 820,000 people die each year from HBV-related liver cirrhosis or/and HBV-related hepatocellular carcinoma (HCC) (1). OBI is defined as serum HBsAg negative, hepatitis B core antibody (anti-HBc) positive, normal ALT values, and usually, but not always, undetectable serum HBV DNA, but HBV covalently closed circular DNA (cccDNA) was detectable in the liver, according to the latest guidelines from the European Association for the Study of the Liver (EASL) (2). HBV pregenomic RNA (pgRNA) and hepatitis B core-related antigen (HBcrAg) are reliable substitutes for cccDNA (2–6). The prevalence of OBI patients with HBsAg negative is not significant and varies by region and disease. The overall prevalence of OBI in Sudan was 15.51%, with a high level of heterogeneity (7). A meta-analysis showed that the overall prevalence of OBI in Western Europe and Northern America was 34%, 28% in 329 subjects without chronic liver disease, and 35% in 2400 patients with chronic liver disease (8). The prevalence of OBI is significantly different among patients with different diseases. That is, in patients with cryptogenic cirrhosis or advanced liver fibrosis, the prevalence of OBI ranges from 4% to 38%, in the case of parenteral blood exposure, it is about 45%, in patients with chronic hepatitis C, it is estimated at 52%, in HIV-infected patients, it ranges from 0% to 45%, in blood donors from 0% to 22.7% and in hemodialysis patients, it ranges from 0% to 54% (9). In local areas of China, the prevalence of OBI was 19.48% (640/3100 cases) in the young people without the hepatitis B vaccine and 4.70% (170/3615 cases) in that vaccinated with the hepatitis B vaccine (10). Our research team estimates at least 20 million OBI patients in China (11).

Currently, major international guidelines (2, 4, 5) believe that no treatment is necessary once CHB has achieved a “functional cure” (i.e., HBsAg-negative OBI status). However, even when HBsAg is negatively converted, cccDNA remains in the liver, and HBV replicates at a low level and integrates into the host (12), resulting in “asymptomatic” chronic inflammation. OBI is a unique type of HBV infection that is currently circulating. Our research team and others have discovered that OBI can cause HBV reactivation, liver cirrhosis, and HCC (11, 13, 14).

Chronic exposure to high levels of HBsAg causes immune cell depletion and inadequate responses in CHB. OBI had a significantly better immune response than CHB, but it was still below that of healthy people (15, 16). Restoring the immune function of HBV-infected patients might eradicate the virus (6). Anti-HBs are known to be protective antibodies (17), capable of preventing reinfection and maintaining host immunosuppression against HBV (18), and our research team discovered that anti-HBs might also prevent HCC progression (11). It is proposed to treat OBI with a recombinant yeast-derived hepatitis B vaccine, observe immunological changes, and investigate its therapeutic potential.



2 Materials and Methods


2.1 Study Objects

From November 2019 to November 2021, 228 OBI patients aged 18 to 65 admitted to the outpatient department of the Department of Infectious Diseases of the First Affiliated Hospital of Chongqing Medical University were screened, 28 cases were excluded, and 200 cases were enrolled for observation and randomly divided into treatment group (Group A) and control group (Group B). The study was conducted following the Declaration of Helsinki, and all participants signed informed consent forms.


(1) Criteria for Inclusion:

According to the EASL guidelines (2), the following criteria must be met: serum HBsAg negative (<0.05 IU/ml), HBeAg negative (<1S/CO), anti-HBc positive (>1S/CO) for more than 6 months, with/without anti-HBe positive (<1S/CO), with/without anti-HBs positive (≥10 mIU/ml); with/without serum HBV DNA positive (≥10 IU/ml); HBcrAg positive (≥3 LogU/mL); With or without imaging abnormalities.



(2) Criteria for Exclusion:

Co-infection with hepatitis A, B, C, D, E, HIV, Epstein-Barr virus, autoimmune hepatitis, hereditary liver disease, steatohepatitis, liver cirrhosis, HCC, and serious other system diseases, patients who received anti-HBV therapy or immunomodulatory treatment in 6 months, pregnant women, and lactating women.




2.2 Treatment Methods and Observation Indicators


(1) Treatment Methods:

The patients in Group A received a 20 μg/time injection of recombinant Saccharomyces cerevisiae-derived hepatitis B vaccine (Engerix B) subcutaneously/intramuscularly at weeks 0, 4, and 24, according to standard vaccination procedures. Patients in Group B served as blank control.



(2) Observation Indicators:

At weeks 0, 12, 24, and 36, the patients were observed, and the following data were collected: 1) Epidemiological and clinical information, such as a family history of hepatitis B, clinical symptoms, and signs. 2) Biochemistry, including blood tests, liver function (ALT, GGT, TBIL, Alb), renal function, and AFP. 3) Virological indicators: serum HBV DNA, HBcrAg, HBsAg, HBeAg, anti-HBs, anti-HBe, and anti-HBc; 4) Immunological indicators: total lymphocytes (tLymph), CD3+T, CD4+T, CD8+T, and B lymphocytes in peripheral blood; 5) Imaging data: color Doppler ultrasound of the upper abdomen/CT enhanced scan/MRI enhanced scan, liver transient elastography, and liver fat content detection. (Anti-HBs were expressed and calculated as 1000 mIU/ml when ≥1000 mIU/ml).




2.3 Statistical Analysis

GraphPad Prism 8.0.1 was used to conduct the statistical analysis. If the two groups of data have a normal distribution, the t-test was used; otherwise, the Wilcoxon test was used; when comparing multiple groups, the RM one-way ANOVA analysis was used if the data had a normal distribution. Otherwise, the Friedman analysis was used. The correlation analysis was performed with the Spearman. P<0.05 denotes a statistically significant difference.




3 Results

In the end, 117 cases were excluded from the 200 OBI patients. 44 cases in Group A and 39 cases in Group B were included in the statistical analysis.


3.1 Baseline Information at Week 0


3.1.1 Some Patients in the Two Groups Had Liver Disease Symptoms

There was no statistical difference between Group A and Group B (P>0.05), as shown in Table 1.


Table 1 | Baseline characteristics of OBI patients at week 0.






3.2 Results of Biochemical and Imaging Tests


3.2.1 Some Patients in Two Groups Had HBV-Related Liver Function Damage and Liver Fibrosis at Week 0

From week 0 to week 36, all patients’ test results for blood routine, renal function, and alpha fetal protein (AFP) were normal. There were no vaccine-related adverse events found in Group A. There was no liver cirrhosis and HCC in the two groups.

At week 0, after removing hemolysis, drug/alcoholism, steatohepatitis, and other liver damage factors, 4.55% (2/44) of patients in Group A and 7.7% (3/39) in Group B had HBV-related liver function damage (one or more of ALT/GGT/TBIL abnormal, as shown in Table 2), and all returned to normal after treatment with liver-protective drugs within 24 weeks. There was no statistical difference between Group A and Group B (P>0.05).


Table 2 | Results of biochemical and imaging examination in OBI patients at week 0.



At week 0, liver fibrosis was found in 61.36% (27/44) and 64.1% (25/39) of Group A and B patients, respectively. There was no statistical difference between Group A and Group B (P>0.05), as shown in Table 2.




3.3 Virological Findings


3.3.1 Serum Anti-HBs of OBI Patients in Two Groups Were Very Low at Week 0, But They Significantly Increased After HBV Vaccine Treatment in Group A; HBV Reactivation Was Observed in 2 Patients in Group B From Week 12 to Week 36

At week 0, all patients in Group A and Group B had serum anti-HBc(+) and HBcrAg(+), 52.27% (23/44) of patients in Group A and 61.54% (24/39) in Group B had anti-HBe(+). 86.36% (38/44) of patients in Group A and 82.05% (32/39) in Group B were anti-HBs(+), the median (quartile) of anti-HBs was 42.47 (16.85, 109.1) and 39.27 (16.06, 117.4) mIU/ml in all patients of Group A and Group B, respectively. There was no statistical difference between Group A and Group B (P>0.05). Serum HBV DNA, HBsAg, and HBeAg were negative, as shown in Table 3.


Table 3 | Results of serum markers of hepatitis B virus in OBI patients.



At weeks 12, 24, and 36, 2 cases in Group B and 0 cases in Group A were tested for HBV DNA and/or HBsAg re-positive. After the treatment of the HBV vaccine, all patients in Group A were anti-HBs(+), with a median (quartile) of 1000 (483.9, 1000) mIU/ml at week 36, which was significantly higher than that at week 0 (P<0.05), also significantly higher than that in Group B (P<0.05). However, the rate of anti-HBs(+) in Group B had no significant changes compared with week 0, and neither did the anti-HBs titer (P>0.05), as shown in Table 4.


Table 4 | Results of serum hepatitis B virus surface antibody test in OBI patients.






3.4 Immunological Findings


3.4.1 At Baseline, the Number of Immune Cells Decreased in OBI Patients But Increased After HBV Vaccine Treatment

At week 0, the numbers of tLymph, CD3+ T, CD4+ T, CD8+ T, and B lymphocytes in peripheral blood were found lower than the Lower Limit of Normal (LLN, 1752, 1185, 561, 464, and 180 cells/μl, respectively) in 43.18% (19/44), 47.73% (21/44), 43.18% (19/44), 52.27% (23/44), and 38.64% (17/44) of patients in Group A and 41.03% (16/39), 46.15% (18/39), 35.90% (14/39), 58.97% (23/39), and 33.33% (13/39) of patients in Group B. There was no statistical difference between Group A and Group B (P>0.05), as shown in Table 5.


Table 5 | Results of peripheral blood immune cell test in OBI patients.



Compared with week 0, the number of tLymph in Group A patients was significantly increased at week 12, 24, and 36 (P<0.05); CD3+ T lymphocyte significantly increased at week 24 (P<0.05); CD4+ T lymphocyte increased at week 12 and 24 but decreased at week 36, and the difference was not statistically significant (P>0.05). CD8+ T lymphocyte was significantly increased (P<0.05) at week 12, 24, and 36; B lymphocyte was significantly increased at week 36 (P<0.05). Conversely, the number of lymphocytes in Group B showed a downward trend as a whole, among which CD3+ T lymphocytes decreased significantly at week 12 (P<0.05); CD4+ T lymphocytes decreased significantly at week 12 and 36 (P<0.05); and CD8+ T lymphocytes decreased significantly at week 24 and 36 (P<0.05).

The numbers of CD8+ T and B lymphocytes in Group A were significantly higher than in Group B at week 36 (P<0.05), as shown in Table 5.




3.5 Results of Correlation Analysis of Anti-HBs and Key Immune Cells:


3.5.1 The Change of Anti-HBs Was Positively Correlated With the Change of CD8+ T Lymphocyte and B Lymphocyte in Group A During Treatment

In Group A, at week 12, the changes of serum anti-HBs (Δanti-HBs) showed a moderate positive correlation with changes in CD8+ T levels (ΔCD8+T) (r = 0.4954, P<0.05), while they were weakly positively correlated with changes in peripheral blood tLymph levels (ΔtLymph), CD3+ T levels (ΔCD3+ T), and B lymphocyte levels (ΔB lymphocyte) (r = 0.2978, 0.3291, and 0.3431, respectively, P<0.05). The change in CD4+T level (ΔCD4+ T) did not correlate. At week 24, Δanti-HBs showed a moderate positive correlation with ΔtLymph (r = 0.4056, P<0.05), a weak positive correlation with ΔCD8+ T and ΔB lymphocyte (r = 0.3054 and 0.3087, P<0.05), but no correlation with ΔCD3+ T and ΔCD4+ T. At week 36, Δanti-HBs was weakly positively correlated with ΔtLymph, ΔCD8+ T, and ΔB lymphocyte (r=0.3074, 0.3455, and 0.3041, respectively, P<0.05)), but not with ΔCD3+T and ΔCD4+T cells, as shown in Figure 1.




Figure 1 | Correlation analysis of Δanti-HBs and Δimmune cells in Group A at week 12 (A–D), week 24 (E–G), week 36 (H–J).



In Group B, at week 12, Δanti-HBs was moderately positively correlated with ΔB lymphocyte (r = 0.5363, P<0.05), weakly positively correlated with ΔCD3+ T and ΔCD8+T lymphocyte (r = 0.3908, and 0.3247, respectively, P<0.05); at week 24, it was weakly positively correlated with ΔCD8+ T and ΔB lymphocyte (r = 0.3205 and 0.3558, respectively, P<0.05); at week 36, it was weakly positively correlated with ΔCD8+ T and ΔB lymphocyte (r = 0.3523 and 0.3929, respectively, P<0.05), as shown in Figure 2.




Figure 2 | Correlation analysis of Δanti-HBs and Δimmune cells in Group B at week 12 (A–C), week 24 (D, E), week 36 (F, G).







4 Discussion

Patients with OBI are not safe, according to our findings. Nearly two-thirds of OBI patients have varying degrees of liver fibrosis. A small number of OBI patients have an abnormal liver function and liver disease-related symptoms, indicating that OBI is not in a “healthy state.” From 12 to 36 weeks of observation, serum hepatitis B surface antigen and HBV DNA reactivation were found in two patients of Group B, which meant that HBV in the OBI state is not always stable or cleared, consistent with our previous findings (11, 13).

According to our findings, the immune status of patients with OBI is subtle and complex. Before treatment, about half of patients with OBI had a lower number of CD8+ T lymphocytes in their peripheral blood than the lower limit of normal, about two-fifths of patients had a lower number of CD4+ T lymphocytes in their peripheral blood, and about a third of patients had a lower number of peripheral blood B lymphocyte, all of which are linked to the clearance process and pathogenic consequences of HBV. At the same time, even though more than three-quarters of OBI patients had positive serum anti-HBs, they all had low titers, which could be linked to a reduction in B cell number and/or function.

According to our findings, the hepatitis B vaccine can be used to treat and benefit patients with OBI. After hepatitis B vaccine treatment, the serum anti-HBs titer of OBI patients were significantly higher than week 0 and that of the control group, reaching the level of medium and high titers, significantly improving patient protection. At the same time, the serum hepatitis B surface antibody in the control group without hepatitis B vaccine treatment was always low positive rate and low level. Kato M et al. reported that serum high anti-HBs titers obtained after hepatitis B vaccination could prevent non-vaccine genotype HBV infection (19). Chen et al. also found that serum anti-HBs titers were inversely proportional to the risk of HBV reactivation following re-positivity of the surface antigen (20). In a previous study of OBI patients, our team discovered that the average diameter of HCC in anti-HBs-positive patients was significantly smaller than that in anti-HBs-negative patients (11).

The number of tLymph cells, CD8+ T lymphocytes, and B lymphocytes in the peripheral blood of OBI patients of the treatment group after 36 weeks of hepatitis B vaccine treatment were significantly increased and positively correlated with the levels of anti-HBs. We discovered that the hepatitis B vaccine not only activates B lymphocytes to produce anti-HBs but may also promote the activation and proliferation of CD8+ T lymphocytes directly or indirectly via anti-HBs, all of which aid the body’s eventual clearance of HBV. Contrarily, the number of peripheral blood immune cells in the control group was low during the observation period. We can only perform limited analysis with the results of other scholars’ studies in healthy and surface antigen-positive CHB patients because no similar studies have been reported. After hepatitis B vaccination, the number of B lymphocytes producing anti-HBs was positively correlated with the titer of anti-HBs (r=0.909) (21). After repeated hepatitis B vaccination, however, some CHB patients are unable to produce anti-HBs (22) because the number and function of HBsAg-specific B lymphocytes that produce anti-HBs are significantly reduced (21), and only a small amount of anti-HBs can be produced, resulting in the formation of immune complexes that are undetectable. When HBsAg is cleared, the total number of B lymphocytes in the peripheral blood increases (23), and HBsAg-specific memory B lymphocytes that have recovered their function can produce effective antibodies (24), or they can break the body’s immune tolerance to achieve clearance with the help of an effective therapeutic hepatitis B vaccine (25).

In conclusion, our ground-breaking research discovered that patients with OBI are not healthy, and their HBV is at risk of reactivation. The use of the hepatitis B vaccine in the treatment of OBI patients can increase serum hepatitis B surface antibody titers, reducing the risk of reinfection with other genotypes of HBV, as well as promote complete clearance of HBV by activating the body’s cellular and humoral immunity and even reduce the risk of HBV-related cirrhosis and HCC.

Our research still has room for improvement: many patients were lost to follow-up during the research process, and the number of cases available for statistical analysis needs to be increased. Treatment time and duration should be extended, and immunological mechanism research, liver histological examination, intrahepatic HBV-related virology, and immunological research should all be improved.
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SARS-Cov-2 caused the COVID-19 pandemic worldwide. ADAM17 functions as a disintegrin and transmembrane metalloproteinase domain protein involved in the regulation of SARS-CoV-2 receptor ACE2. However, its impact on cancer patients infected with COVID-19 and its correlation with immune cell infiltration is unclear. This study compared ADAM17 expression between normal and tumor tissues based on GEPIA. The correlations between ADAM17 expression and immune cell infiltration and immunomodulators were investigated. Besides, treated drugs for targeting ADAM17 were searched in the TISDB database. We found that ADAM17 was highly conserved in many species and was mainly expressed in lung, brain, female tissues, bone marrow and lymphoid tissues. It was also highly expressed in respiratory epithelial cells of rhinitis and bronchus. ADAM17 expression in tumors was higher than that in several paired normal tissues and was negatively correlated with the prognosis of patients with malignant tumors. Interestingly, ADAM17 expression significantly correlated with immunomodulators and immune cell infiltration in normal and tumor tissues. Moreover, eight small molecules targeting ADAM17 only demonstrate therapeutic significance. These findings imply important implications for ADAM17 in cancer patients infected with COVID-19 and provide new clues for development strategy of anti-COVID-19.
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Introduction

SARS-Cov-2 has caused a worldwide pandemic of Corona Virus Disease 2019 (COVID-19) since December 2019. It is an enveloped virus belonging to the beta coronavirus family that has infected about 300 million people worldwide and killed more than 5 million. The process by which the entry of SARS-Cov-2 into host cells is mediated by transmembrane spike (S) glycoproteins (1). Envelope-anchored S protein is cleaved into functional S1 and S2 subunits in the boundary region. S1 binds to host cell receptors, and S2 fuses with coronavirus membranes and cell membranes (2). Emerging evidence suggests that both S1 protein-receptor interaction and the fusion of the viral envelope with the host cell membrane are critical two steps in driving a successful infection of SARS-Cov-2 (3).

Recently, multiple potential SARS-Cov-2-related receptors have been identified, including heparan sulfate proteoglycans (HSPGs), angiotensin-Converting Enzyme 2 (ACE2), aminopeptidase N (APN), cathepsin L (CTSL), Heat Shock Protein A5 (HSPA5), transmembrane serine protease 2 (TMPRSS2), furin, O-Acetylated Sialic Acid (O-Ac-Sia) (4–6). Among them, ACE2 serves as a functional receptor of SARS-Cov-2 spike glycoprotein that is widely expressed on the membrane of apical epithelial cells, especially on ciliated cells (7). In addition, ACE2 is also found in kidney, cardiovascular, and gastrointestinal tissues. It can bind to the B domain of COVID-19 virus S protein, enabling the virus to enter target cells and start replicating leading to infection (8). ADAM metallopeptidase domain 17 (ADAM17, Ensembl: ENSG00000151694; OMIM: 603639), also known as ADAM18, CD156B, CSVP, NISBD, NISBD1 and TACE, is another newly identified potential receptor for SARS-Cov-2 (9). As a type-I multidomain transmembrane protein, the pro-domain of ADAM17 possesses catalytic activity (10). Once the pre-domain is hydrolyzed, ADAM17 participates in the hydrolysis and abscission of various extracellular functional regions of proteins, such as ACE2 (11). Increased ACE2 shedding triggers enhanced viral infection.

Infection of SARS-Cov-2 is closely connected with regulating the body’s cellular immunity and humoral immunity. Initially, the body protects against viral infection through humoral immunity, i.e., neutralizing antibody (NAb) levels (12). Within two weeks of infection, plasma cells increase and virus-specific IgM and IgG can be detected (12). In the advanced stage of the disease, lymphocytes, CD4+T cells, CD8+T cells and natural killer cells (NK) are reduced in COVID-19 patients, accompanied by cytokine storms. In addition, PD-1, T-cell immunoglobulins, and mucin domain-3 (Tim-3) have also contributed to exacerbating infection (13), indicating the occurrence of adaptive immune escape.

Increasing evidence indicates that malignant tumors can induce the transport of immature neutrophils and monocytes into the tumor microenvironment, thereby causing immunosuppression (14). Besides, after treatment with chemotherapeutic agents and immunosuppressants, the body’s immunity will also decline sharply, making the immune system of cancer patients abnormally changed and patients more susceptible to infection. Immune cell infiltration in the tumor microenvironment plays a key role in tumor development and influences cancer patients’ prognosis. Studies have shown that patients with advanced cancer are more likely to infect with COVID-19 and have a worse prognosis than normal individuals (15, 16).

ADAM17 has been reported to induce local tumor invasion and metastasis via degrading the cell basement membrane and extracellular matrix and affecting tissue remodeling. ADAM17 is usually expressed in various malignant tumors, while rarely expressed in normal cells (17), implying its specificity in the tumor. The effect of ADAM17 on cancer patients infected with COVID-19 and its correlation with immune cell infiltration have not been fully elucidated. This study investigated ADAM17 expression in cancer patients and/or normal individuals by bioinformatics analysis.



Materials and Methods


Databases and Sources

The expressions of ADAM17 (Ensembl ID: ENSG00000151694) in mRNA and protein from normal human tissues were obtained from the database of Human Protein Atlas (HPA) (https://www.proteinatlas.org/ENSG00000151694-ADAM17) (18, 19). Immunohistochemical or immunofluorescence images of ADAM17 in normal tissues (v20.proteinatlas.org/ENSG00000151694-ADAM17/tissue), tumor tissues (v20.proteinatlas.org/ENSG00000151694-ADAM17/pathology), and cancer cell lines (v20.proteinatlas.org/ENSG00000151694-ADAM17/cell#img) were obtained from the HPA database (20, 21). The ADAM17 expressions were verified using the project of Genotype-Tissue Expression (GTEx). The Gene Expression Profiling Interactive Analysis (GEPIA) dataset (GEPIA 2) was obtained from the website (http://gepia2.cancer-pku.cn/#index) (22) to compare the expressions between tumor and matched normal tissues. The ADAM17 structure with indicated residues of amino acids for each domain was gained in the Uniprot database (https://www.uniprot.org/uniprot/P78536) (UniProtKB/Swiss-Prot number P78536.1). The NCBI (National Center for Biotechnology Information) database was applied to perform homology analysis (https://www.ncbi.nlm.nih.gov/homologene/2395) (23). The correlation between ADAM17 and treated drugs targeting ADAM17 was performed in the TISDB database (http://cis.hku.hk/TISIDB/browse.php?gene=ADAM17) (24).



HPA (Human Protein Atlas) Analysis for ADAM17

The mRNA and protein expressions of ADAM17 were analyzed in normal and tumor tissues from the HPA database (https://www.proteinatlas.org/ENSG00000151694-ADAM17) (21). ADAM17 mRNA levels in various normal tissues were gained from the consensus datasets of three sources of HPA, GTEx, and FANTOM5 (18, 25). Consensus Normalized expression levels for tissues and blood cells were acquired through the above three datasets (v20.proteinatlas.org/about/assays+annotation#normalization_rna). For IHC staining in these data, two antibodies for ADAM17 (cat #: CAB025906, R&D Systems; cat #: HPA010738, Sigma-Aldrich) were used for tissue and cell line IHC staining (26).



GEPIA and Prognostic Value Analysis for ADAM17

The ADAM17 mRNA expressions in 8,587 normal samples and 9,736 tumor tissues were analyzed with GEPIA (22). The correlation between ADAM17 expression level and median overall survival (OS) was also analyzed using the GEPIA database.



Immunohistochemistry (IHC)

ADAM17 antibody for IHC was purchased from Sigma (HPA010738, Sigma-Aldrich). The IHC protocols were described previously (27–29). β-actin was served as an internal control.



Correlation Analysis for ADAM17 Expression and Immunoregulation

We downloaded the pan-cancer dataset (PANCAN, N=10535, G=60499) from the UCSC database (http://xenabrowser.net/) and extracted the ADAM17 gene and 60 immune checkpoint regulatory genes (30), 150 immune regulatory genes (41 chemokines, 18 receptors, 21 MHCs, 24 immunoinhibitors, 46 immunostimulators) and 64 tumor-related immune cells for immune checkpoint genetic analysis, immunomodulatory gene analysis, immune cell analysis, and immune invasion analysis, respectively. Log2 (x+0.001) transformation was performed for each expressed value. For immune cell infiltration analysis, Pearson correlations of these genes were calculated using TIMER (31) and deconvo xCell (32) algorithms of the R software package IOBR (version 0.99.9) (33).



Statistical Analysis

ADAM17 expressions of samples in survival analysis were divided into two groups (high vs. low) using a median expression with overall survival (OS). Logrank with P < 0.05 was considered a significant difference.




Results


Highly Conserved ADAM17 and Its Structure for Ectodomain Shedding

Protein homology analysis suggested that ADAM17 protein is highly conserved in various species, including H. sapiens, chimpanzee, rhesus monkey, dog, cow, mouse, rat, chicken, zebrafish, fruit fly, mosquito, C. elegans, and frog (Figure 1A), suggesting that ADAM17 has the potential to recognize SARS-CoV-2 spike proteins, which is similar to the function of ACE2 (23, 34). The UniProtKB/Swiss-Prot database analysis showed that ADAM17 has a peptidase M12B domain, a disintegrin domain, a crambin-like region, a cysteine switch motif and two SH3-binding motifs (Figure 1B). The longest domain (252 aa) of peptidase M12B (M12B proteinases, adamalysins or reprolysins) is a catalytic domain with the metal endopeptidase activity (35, 36), which is zinc ion-dependent endopeptidases. The conserved cysteine presents in the cysteine-switch motif and binds with the catalytic zinc ion to inhibit the enzymatic activity, whereas cysteine dissociates from the zinc ion upon activation of the peptide to release the activity of the enzyme (37). Disintegrins, a family of small proteins in viper venoms, initially act as potent inhibitors of platelet aggregation and integrin-dependent cell adhesion (38), thus participating in the cellular-extracellular matrix and subcellular interactions. The SH3-binding motif originally binds to the Src homology 3 (SH3) region, the latter of which binds with target proteins and mediates the functional assembly of protein complexes. The crambin-like domain is an amphipathic region (39). In addition, the topological extracellular domain, the helical transmembrane, the topological cytoplasmic domain and signal peptide are located at 215-671, 672-692, 693-824, and 1-17 amino acid residues, respectively. ADAM17 locates in the cytoplasm of cells (Figure 1C, and Supplementary Figures 1A–D) and the cytoplasm and membrane of tissues (Supplementary Figure 1E). Collectively, these results suggest that ADAM17 may play a role in proteolysis and extracellular domain shedding of diverse proteins, including ACE2 (40).




Figure 1 | Conservation, structure, and cellular localization of ADAM17 in humans. (A) Conservation for ADAM17 in the indicated different species. (B) Structures of ADAM17. (C) A diagrammatic sketch of ADAM17 cellular localization. Green indicates ADAM17 in the cytosol, whereas gray indicates the absence.





ADAM17 Is Mainly Expressed in Placental, Lung, Nasopharynx, Bronchus, Bone Marrow and Lymphatic Tissues

ADAM17 mRNA has low specificity in various human tissues and is highly expressed in the placenta (NX: 29.0), followed by the lung (NX: 24.7), and yet extremely low in total peripheral blood mononuclear cell (PBMC) (NX: 6), liver tissue (NX: 7.8) and NK cells (NX: 6) (Figures 2A, B). ADAM17 protein has cytoplasmic and membranous expression in various tissues, with moderate expression in 36 tissue types and low expression in the remaining 9 tissues (Figures 2A, C). Brain mRNA expression for ADAM17 showed either low tissue specificity or low region specificity (Figure 2D). Immune cell type expression for ADAM17 mRNA showed low immune cell specificity but higher in monocytes and granulocytes (Figure 2E).




Figure 2 | ADAM17 expression in normal tissues. (A) The summary of ADAM17 mRNA and protein expressions. Color-coding columns are based on tissue groups, and each consists of tissues with common functional features. Respective images are the immunohistochemistry (IHC) staining of ADAM17 from the HPA in normal tissues. (B) ADAM17 mRNA expressions from normal tissues. An NX value of 1.0 is defined as a threshold for ADAM17 mRNA expression. NX, normalized expression. (C) ADAM17 protein levels in normal tissues were from the HPA. Protein expression data are presented for every 44 tissues. (D) Brain mRNA expression for ADAM17. (E) Immune cell type expression for ADAM17 mRNA. The expression values were calculated as nTPM, which resulted from the internal normalization pipeline for 18 immune cell types and total PBMC (peripheral blood mononuclear cells). HPA, Human Protein Atlas. (F) Expression summary in the lungs. pTPM, protein-transcripts per million. (G) Expression summary in the nasopharynx. (H) Expression summary in the bronchus. (I) Comparison mRNA expressions for ADAM17 and ACE2 in the lungs (NX values) from the HPA dataset. (J) The mRNA expression comparison between ADAM17 and ACE2 in normal heart tissues.



Since the process by which SARS-Cov-2 entering host cells is mediated by transmembrane spike (S) glycoproteins. ACE2 serves as one of the main receptors for SARS-COV-2 that can bind to the B domain of the COVID-19 viral S protein, which in turn allows the virus to enter the target cells and begin to replicate leading to infection. However, ACE2 is found to be widely expressed on the membrane of the pulmonary ciliated epithelium (7). Besides, in an in vivo study using an ACE2 mutant mouse model, it was found that acute lung injury and even lung failure were aggravated by injection of coronavirus spike, while treatment with recombinant ACE2 significantly reduced acute lung failure (41). In this regard, it has been speculated that increased plasma membrane binding to ACE2 may lead to higher infections (42). Here, we investigated the role of ADAM17 in the human respiratory tract and found that its mRNA or protein levels were markedly elevated in lung tissue, rhinitis and bronchus (Figures 2B, C, F–H). In-depth analysis showed that ADAM17 is expressed in pneumocytes (31.67%), endothelial cells (28.33%), macrophages (10%) and bronchial epithelial cells (5%) (Table 1). Immunohistochemical staining revealed that the expression of ADAM17 protein was detected in alveolar macrophages (blue arrows)/type I (red arrows) and type II (black arrow) alveolar epithelial cells, which are mostly located in the cytoplasm/cytoplasm (Supplementary Figures 2A, B). Furthermore, HPA, GTEx and FANTOM5 database analysis suggested that the mRNA level of ADAM17 in lung tissue was significantly higher than ACE2 (30.88 = 24.7/0.8, Figure 2I). As ADAM17 is a type I multi-domain transmembrane protein, and participates in the hydrolysis and shedding of ACE2, the latter of which further aggravates viral infection. We suggest that ADAM17 might also play a key role in entering SARS-COV-2 into the lung cells.


Table 1 | ADAM17 RNA expression in different cells from the lung.



While attacking the new coronavirus in the lungs, many cytokines affect organs outside the lungs, such as the heart, kidney, liver, and other organs. Expression of ADAM17 in those tissues was also conducted in this study. The expression of ADAM17 in normal and tumor tissues was lower in the kidney and liver than in the heart (Figures 2A, B). Thus, we focused on analyzing the expression of ADAM17 in normal heart tissue because the cytokines can easily increase the severity in younger people severity and eventually lead to death. The results are shown in Supplementary Figure 3. The expression of ADAM17 protein in normal heart tissue was medium in both two antibodies (HPA010738, CAB025906) (Supplementary Figures 3A, B, https://www.proteinatlas.org/ENSG00000151694-ADAM17/tissue/heart+muscle), whereas the expression in normal heart tissue of ACE2 protein was low in the ACE2 antibody CAB080024, and antibody CAB080025, but there were no signals detected in the ACE2 antibody HPA000288, antibody CAB026174, and antibody CAB026213 (data not shown, URL: v20.proteinatlas.org/ENSG00000130234-ACE2/tissue/heart+muscle). Both proteins of ADAM17 and ACE2 were also found to be the membranous and cytoplasmic expression, mainly in the myocytes (Supplementary Figures 3A–D, data not shown). The mRNA expressions comparison between ADAM17 and ACE2 in heart tissues showed that the ADAM17 mRNA levels are 1.28-fold higher than ACE2 (Figure 2J).



Differential Expression of ADAM17 in Tumor Tissues and Corresponding Normal Tissues

By analyzing distinct malignant tissues, we found that ADAM17 was highly expressed in lung cancer tissues (9 FPKM) and low in liver cancer tissues (1.3 FPKM) (Figure 3A). ADAM17 protein is located in the membrane and cytoplasm in distinct tumor tissues. Moreover, weak to moderate cytoplasmic immune responses were observed in most tumor tissues (Figures 3B, 4A, B, data not shown).




Figure 3 | ADAM17 expression levels in different human cancers. (A) ADAM17 mRNA expression in different cancer tissues. (B) The protein expressions of ADAM17. In each cancer type, color-coded bars show the percentage of patients with high and medium levels of ADAM17 protein. The cancer types are color-coded according to organ type, and cancer originates.






Figure 4 | Differential expressions of ADAM17, HSPA5, ACE2, FURIN, and TMPRSS2 in tumors and corresponding normal tissues, and prognostic values of ADAM17 expression in multiple cancer types. (A) The representative IHC images of tumors from Chinese breast cancer patients. (B) The representative IHC images of tumors from Chinese lung cancer patients. IHC was performed by ADAM17 antibody (HPA010738, Sigma-Aldrich). B&D, enlarged images from A&C respectively. (C) Expression comparisons of ADAM17 with HSPA5, TMPRSS2, FURIN, and ACE2 in 31 types of normal and cancer tissues. “T” stands for tumors, whereas “N” denotes matched normal tissues. The cancer types of full names are shown on the right panel. (D) mRNA comparison between ADAM17 and ACE2 in lung cancer from the TCGA dataset. (E) The ADAM17 expression profiles across all cancers and paired normal individuals of tissues with dot plots. (F) ADAM17 was overexpressed in 5 cancer types with box plots. ADAM17 mRNA levels in cancers and matched normal individuals of tissues were obtained through the dataset of GEPIA. *P<0.05. (G) Pathological stage plots in pan-cancer. Pr(>F), 2.5e-12. (H) Pathological stage plots in LUAD. Pr(>F), 0.067. (I-M) The prognostic values for ADAM17 in five cancer types from the GEPIA dataset. I-M indicates ACC, BLCA, MESO, LIHC, and KIRC. *P < 0.05. The cancer types of full names are presented on the right panel of Figure 4C. HR, Hazards Ratio. GEPIA, Gene Expression Profiling Interactive Analysis.



Next, we analyzed the expression values of ADAM17, HSPA5, TMPRSS2, FURIN, and ACE2 in different cancers and corresponding normal individuals. As shown in Figure 4C, compared with relative normal tissues, only ADAM17 was highly expressed in lung cancer, while the other four genes did not show any significant difference. ADAM17 mRNA levels were lower than HSPA5 and FURIN but higher than ACE2 and TMPRSS2 in most cancer types (Figure 4D). Furthermore, we analyzed ADAM17 mRNA and ACE2 mRNA from 994 samples through the TCGA dataset and found that ADAM17 mRNA level was 10-fold higher than ACE2 (Figure 4D), suggesting that ADAM17 might play a critical role in SARS-Cov-2 entry in patients of the lungs, which was supported partially by a systematic review that showed the level of malignancy in lung cancer patients correlated with the likelihood of having COVID-19 (43).

Then, the ADAM17 mRNA expression profile across distinct tumors and the corresponding normal tissues in pan-cancer were assessed with the GEPIA dataset (Figures 4D, E). We found that the ADAM17 gene was expressed in nearly all tumor tissues, and was significantly upregulated in five types of tumors, including cholangio carcinoma (CHOL), brain lower-grade glioma (LGG), glioblastoma multiforme (GBM), pancreatic adenocarcinoma (PAAD), and stomach adenocarcinoma (STAD) (Figure 4F), and these tumor tissues expressing ADAM17 at higher levels than corresponding normal tissues in the brain and digestive tract (Figure 4E). However, no significant difference in ADAM17 expression was observed in the remaining tumor tissues (Figure 4E). The gene expression of ADAM17 in human tumors and matched normal tissues were validated in the database of ONCOMINE (Data not shown). ADAM17 expressions in lung cancer were increased, but not significantly compared to normal tissues in the TCGA dataset (Data not shown).

Next, the pathological stage plots in all indicated 26 cancer types (http://gepia2.cancer-pku.cn/#analysis) were performed and the results showed that the ADAM17 expressions are positively correlated with advanced tumor stages of the pan-cancer [Pr(>F), 2.5e-12] (Figure 4G); specific for kidney chromophobe (KICH) [Pr(>F), 0.022], liver hepatocellular carcinoma (LIHC) [Pr(>F), 0.0106], and ovarian serous cystadenocarcinoma (OV) [Pr(>F), 0.0139]; but not for lung cancers, either lung adenocarcinoma (LUAD) [Pr(>F), 0.067] (Figure 4H) or Lung squamous cell carcinoma (LUSC) [Pr(>F), 0.945] (Data not shown).

The prognostic value for ADAM17 in pan-cancer was investigated by Kaplan-Meier analysis and found that the high expression of ADAM17 significantly decreased patients’ overall survival (OS) in four types of cancers, i.e., adrenocortical carcinoma (ACC), breast invasive carcinoma (BLCA), mesothelioma (MESO), and liver hepatocellular carcinoma (LIHC) (Figures 4I–L); whereas low expression of ADAM17 significantly decreased patient OS only in kidney renal clear cell carcinoma (KIRC) (Figure 4M). These results indicate that the OS of cancer patients is markedly reduced in most types of malignant tumors.



ADAM17 Expression Is Associated With Immune Cell Infiltration in Several Tumors and Is a Potential Drug Target

Due to the indispensability of the immune system during antiviral processes, the correlations between the expression of ADAM17 and the level of immune infiltration in cancers were performed. By analyzing the correlation between the ADAM17 gene and immune invasion scores in 9,555 tumor samples from 39 cancer species, we observed a significant correlation between the expression of this gene and immune invasion in 21 cancer species, with 7 (GBMLGG, COAD, COADREAD, KIPAN, READ, PAAD, DLBC) positive and 14 (CESC, ESCA, STES, KIRP, UCEC, HNSC, LUSC, THYM, THCA, SKCM-M, SKCM, TGCT, SKCM-P, ACC) negative correlations (Figure 5).




Figure 5 | The correlation between ADAM17 expression and immune invasion score in multiple cancer types.



Besides, we collected ADAM17 gene and 60 immune checkpoint regulatory genes, 150 immune regulatory genes (41 chemokines, 18 receptors, 21 MHCs, 24 immunoinhibitors, 46 immunostimulators) and 64 tumor-related immune cells for immune checkpoint genetic analysis, immunomodulatory gene analysis, immune cell analysis, and immune invasion analysis, respectively. Bioinformatics analysis aimed to explore the importance of the ADMA17 immune response in identifying different types of cancer that might benefit from anti-ADAM17 therapy. Results showed that the expression of ADAM17 was mutually exclusive of several tumor immune checkpoints, like CD40LG, CX3CL1, VEGFB, TNFSF9, IFNA2 in ESCA, STES, LAML, DLBC, UVM, THYM, KIRP, LGG or GBMLGG (Figure 6A). Furthermore, ADAM17 was negatively connected with several immunoregulatory genes (i.e., CCL25, CCL15, TNFRSF18, HHLA2, CXCL12, CXCL17, TMIGD2, CXCR5, TNFRSF9, CCL25, CXCL17, IAG3, TNFRSF4) in ESCA, STES, LAML, COAD, KIPAN, PRAD, READ, THYM, LUAD, MESO, GBMLGG, THCA, UCS, or HNSC (Figure 6B).




Figure 6 | Bioinformatics analysis of the immunomodulatory role of ADAM17 in multiple cancer types. (A) Correlation between ADAM17 and 60 genes related to immune checkpoints. (B) Correlation between ADAM17 and 150 immunomodulators (41 chemokines, 18 receptors, 21 MHCs, 24 immunoinhibitors, and 46 immunostimulators). *P <0.05.



Based on ADAM17 gene expression, we reassessed the invasion scores of aDC, Adipocytes, Astrocytes, B-cells, Basophils, CD4+ memory T-cells, CD4+ naïve T-cells, CD4+ T-cells, CD4+ Tcm, CD4+ Tem, CD8+ naïve T-cells, CD8+ T-cells, CD8+ Tcm, CD8+ Tem, cDC, Chondrocytes, Class-switched_memory_B-cells, CLP, CMP, DC, Endothelial_cells, Eosinophils, Epithelial_cells, Erythrocytes, Fibroblasts, GMP, Hepatocytes, HSC, iDC, Keratinocytes, ly Endothelial cells, Macrophages, M1 Macrophages, M2 Macrophages, Mast cells, Megakaryocytes, Melanocytes, Memory_B-cells, MEP, Mesangial_cells, Monocytes, MPP, MSC, mv Endothelial cells, Myocytes, naïve B-cells, Neurons, Neutrophils, NK cells, NKT, Osteoblast, pDC, Pericytes, Plasma cells, Platelets, Preadipocytes, pro B-cells, Sebocytes, Skeletal_muscle, Smooth_muscle, Tgd_cells, Th1 cells, Th2 cells, Tregs, ImmuneScore, StromaScore, and MicroenvironmentScore in tumor tissues of cancer patients, and found that the expression of ADAM17 was positively related to some lymphocytes (Th2 and Men B) (Figure 7A), as well as B cells, CD4 T cells, CD8 T cells, Neutrophils, Macrophages and DC cells (Figures 7E, F). It was also positively related to regulatory T cells (Tregs) and M2 Macrophages, which exhibited the inhibition of anti-tumor immunity and promotion of tumor development, respectively (Figure 7F). We speculate that ADAM17 is likely to be a novel target for tumor immunotherapy.




Figure 7 | Spearman correlations of the ADAM17 expression with tumor-immune systems in multiple cancer types and targeted drugs. (A) Lymphocytes. (B) Immunostimulators. (C) Immunoinhibitors. (D) targeted drugs. (E) Correlation between ADAM17 and 6 tumor-related immune cells calculated with TIMER. (F) Correlation between ADAM17 and 64 tumor-related immune cells and three Immune cell infiltration scores calculated with the deconvo xCell algorithm. *P < 0.05; **P < 0.005; ***P < 0.001; ****P < 0.0001.



In addition, the results uncovered that the expression of ADAM17 was positively correlated with an immunostimulator (IL6R) (Figure 7B) and immunoinhibitors (CD274, KDR, TGFBR1) (Figure 7C) in most cancer types. However, there was a reverse correlation between the expression of ADAM17 and an immunoinhibitor (TNFRSF14) (Figure 7B).

Moreover, since ADAM17 correlated with immune cell infiltration in multiple cancers, drugs targeting ADAM17 from DrugBank database were performed, and results showed that there are eight drugs targeted only for ADAM17 (Figure 7D), which all are small molecules (Table 2).


Table 2 | Representative small molecule compounds targeting ADAM17.






Discussion

As a global public health issue for COVID-19, understanding the expressions and localizations of potential SARS-CoV-2 receptors such as ACE2 and ADAM17 in host tissues may provide insights into prevention or treatments that can reduce the viral infection replication, COVID-19 spread, severity of pathology. It has been shown that ACE2 is implied in viral infection (44–46). Other host receptors like ADAM17 might also function as one of the receptors for viral recognition (47). ADAM17 would closely relate to this viral entry, and the distribution and expression levels of ADAM17 might reflect the susceptibility, viral replication and viral entry. Inhibition of ADAM17 would exert a protective effect on COVID-19 (48). However, the ADAM17 expression in different normal tissues and cancer patients, the impacts of ADAM17 on susceptibility for SARS-CoV-2, and the significance for cancer patients in the COVID-19 outbreaks are unclear.

The homological analysis showed that ADAM17 protein is highly conserved in various species in this study. Its structures and localization prediction indicated the role of ACE2 ectodomain shedding when SARS-CoV-2 attacks, particularly in human airway epithelia (49). ADAM17 is expressed in all normal tissues and upregulated in some tumor tissues, suggesting that all the organs can be potentially infected. In normal lung tissues, ADAM17 mRNA levels increased 30.88-fold more than that in ACE2, and in lung cancer tissues, ADAM17 mRNA levels increased 10-fold more than that of ACE2, suggesting that ADAM17 might play a critical role in SARS-Cov-2 entry in cancer patients via lungs, which was supported partially by a systematic review in cancer patients with COVID-19 that lung cancer was more likely to have the risk of COVID-19 when studied the ACE2 expression (43). Moreover, the comparison of ADAM17 expression among normal tissues of the lungs, nasopharynx, and bronchus was also conducted and found to be low at pneumocytes and medium at macrophages. Both protein levels at the nasopharynx and bronchus are medium in respiratory epithelial cells, demonstrating that ADAM17 at respiratory airways might play a critical role in SARS-Cov-2 entry. ADAM17 has also been shown to transform TNF-α precursors into soluble TNF-α, and plays an important role in the processing of many substrates, such as cell adhesion molecule, cytokine growth factor receptor, epidermal growth factor receptor. In addition, ADAM17 can induce diabetes and cardiomyopathy and play an important role in a variety of tumors, such as gastric cancer, breast cancer, prostate cancer, cervical cancer, etc. All these are of great significance to the further study of ADAM17, especially, in cancer patients with SARS-CoV-2.

Furthermore, in cancer patients, higher expression of ADAM17 significantly decreased patient survival in overall survival (OS) in four types of cancers, which was supported by our systematic review results that 7.15% of COVID-19 patients (5,068) had cancer coincidental situations, and the rate of more severe events of COVID-19 patients with malignant cancers (33.33%) presented a higher trend than that for all COVID-19 patients (16.09%) with a significant difference (50).

When the virus enters the body, it will down-regulate the ACE2 level and facilitate the expression of AngII and AT1α receptor in the lung, resulting in the increase of pulmonary capillary permeability and lung injury via the activation of the immune system (cytokines and inflammatory factors). In addition, SARS-CoV-2 fatality is attributed to a cytokine storm triggered by excessive pro-inflammatory responses. While attacking the lungs, a large number of cytokines can cause damage to organs outside the lungs, such as the heart, kidney, liver, and other organs. A large number of plasma cytokines and chemokines (i.e., CCL2, CXCL8, TNFα, etc) were found to be accumulated in patients with SARS-CoV-2 (51). In addition to acting as a viral binding receptor, ACE2 is also involved in modulating immune processes, leading to cytokine storms and exacerbation of pneumonia (52). ADAM17 may be the master molecule involved in regulating IL-6 class switching, and through this, it can control inflammatory response to viral antigenic stimuli (53). We thus focus on analyzing the expressions of ADAM17 in normal heart tissues because the cytokine can easily increase the severity in younger people and eventually lead to death (54, 55). The expressions in normal heart tissues of ADAM17 protein were medium, whereas those in normal heart tissues of ACE2 protein were under medium or lower, localizing in both membrane and cytoplasm. The mRNA levels of ADAM17 are increased 1.28-fold than that of ACE2 in heart muscles. ADAM17, as a type I multi-domain transmembrane protein, has a similar function to ACE2 and contributes to the hydrolysis and shedding of ACE2, while an increase in shedding of ACE2 can aggravate viral infection. Therefore, we speculate that ADAM17 might play an important role in cytokine storms. Indeed, compared to normal values, cytokine factors, including IL-6, were higher in severe patients with COVID-19 (56, 57). Thus, ADAM17 should be considered a potential target for drug discovery that regulates host reactivity to viral infection and prevents fatal outcomes (58).

Moreover, drugs targeting ADAM17 from the DrugBank database showed eight small molecule compounds targeted only for ADAM17, demonstrating the therapeutic significance of targeting ADAM17 for both the prevention of tumor progression and SARS-CoV-2 attacking in immune implications.



Conclusion

In summary, our analysis uncovered that ADAM17 is expressed in both normal (especially in the lung) and tumor tissues and is highly expressed in several tumor samples. High expression of ADAM17 significantly reduces the prognosis of patients with malignant tumors. These results suggest that ADAM17 may promote coronavirus infection in patients with malignant tumors. Lung tissue cell analysis showed that ADAM17 protein was highly expressed in respiratory epithelial cells of the nasopharynx and bronchus, suggesting that viral infection may be mainly distributed in respiratory epithelial cells. Eight drugs were targeted only for ADAM17, demonstrating the immune implications of targeting ADAM17 to prevent tumor progression and SARS-CoV-2 attack. These drugs that might be useful for targeting ADAM17 and SARS-CoV-2 in addition to enhancement of respiratory tract immune defense.
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In mammals, the retinoic acid-inducible gene I (RIG-I)-like receptors (RLR) has been demonstrated to play a critical role in activating downstream signaling in response to viral RNA. However, its role in ducks’ antiviral innate immunity is less well understood, and how gene-mediated signaling is regulated is unknown. The regulatory role of the duck laboratory of genetics and physiology 2 (duLGP2) in the duck RIG-I (duRIG-I)-mediated antiviral innate immune signaling system was investigated in this study. In duck embryo fibroblast (DEF) cells, overexpression of duLGP2 dramatically reduced duRIG-I-mediated IFN-promotor activity and cytokine expression. In contrast, the knockdown of duLGP2 led to an opposite effect on the duRIG-I-mediated signaling pathway. We demonstrated that duLGP2 suppressed the duRIG-I activation induced by duck Tembusu virus (DTMUV) infection. Intriguingly, when duRIG-I signaling was triggered, duLGP2 enhanced the production of inflammatory cytokines. We further showed that duLGP2 interacts with duRIG-I, and this interaction was intensified during DTMUV infection. In summary, our data suggest that duLGP2 downregulated duRIG-I mediated innate immunity against the Tembusu virus. The findings of this study will help researchers better understand the antiviral innate immune system’s regulatory networks in ducks.
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Introduction

The innate immune system is the first line of defense against infectious pathogens. Pattern-recognition receptors (PRRs) recognize microbial components or structures, known as pathogen-associated molecular patterns (PAMPs), that activate the immune system (1). Typically, viruses produce viral RNA and other PAMPs during the replication process and are recognized by PRRs to activate innate immune responses (2, 3). The effective innate immune response is essential for host survival during viral infection as the virus can also evade or inhibit the immune response in many ways.

PRRs include C-type lectin receptors, Toll-like receptors (TLRs), nucleotide-binding oligomerization domain (NOD)-like receptors (NLRs), and retinoic acid-inducible gene I (RIG-I)-like receptors (RLRs) (4). Among them, RLRs respond to intracellular viral double-stranded RNA (dsRNA) via a C-terminal RNA helicase and C-terminal domain (CTD) as a non-self-pattern and then activate downstream signaling (5). The family of RLRs contains three members: (1) RIG-I, (2) differentiation-associated gene 5 (MDA5), and (3) laboratory of genetics and physiology 2 (LGP2), among which RIG-I and MDA5 recognize the viral RNA and form a complex with the mitochondrial antiviral-signaling protein (MAVS) in the cytoplasmic. There are differential roles of RIG-I and MDA5 in RNA virus recognition that have been found. It has been demonstrated that 5’-triphosphate- or 5′-diphosphate-containing RNA structure and small RNA duplexes (influenza A, Newcastle disease, Sendai, vesicular stomatitis, measles, and Hepatitis C viruses) are recognized by RIG-I (6–10).

Duck Tembusu virus (DTMUV) is a plus-strand RNA virus belonging to the Flavivirus genus of the Flaviviridae family, which comprises other arthropod-borne viruses such as Japanese encephalitis virus (JEV) and dengue fever virus (DENV). Early in 2010, an outbreak of DTMUV was observed in Zhejiang and Shanghai in China and rapidly spread throughout the country. DTMUV infection causes nerve malfunction and disruption of the reproductive system, which account for huge losses experienced by duck breeding (11, 12). In addition to infecting ducks of various breeds, the disease can also infect other poultry such as chickens and geese (13) and can cause systemic lesions in infected mice (14), indicating the possibility of cross-host transmission of DTMUV from ducks to other non-avian animals. Importantly, the neutralizing antibodies targeting DTMUV have been isolated from humans (15). Therefore, effective prevention and treatment of the disease are also important public health security. The innate immune response mediated by PRRs plays an important role in the antiviral response, and DTMUV is no exception (16). At present, there are a lot of diagnosis methods for DTMUV, but the antiviral treatment options are few. Therefore, a systematic study of the interaction between DTMUV and the host’s innate immune system will help better to understand the duck’s antiviral innate immune system.

The third member of RLRs, LGP2, was identified in earlier studies and is considered to be the negative regulatory element of the RLR pathway (17). These studies indicated that LGP2 competitively associates with viral RNA to interfere with the recognition by RIG-I and MDA5; in addition, LGP2 forms a complex with MAVS independent of viral infection or dsRNA stimulation, thereby inhibiting the transduction of antiviral signals (17, 18). However, many other studies have shown that LGP2 plays a positive role in regulating the antiviral immune response. Mice with an LGP2 gene deletion cannot effectively produce type I interferon (IFN) during Picornaviridae infection. This process occurs because LGP2 can promote RIG-I and MDA5 recognition of viral RNAs through their ATPase domains (19). Previous studies have shown that duRIG-I and duMDA5 recognize the viral RNA of DMTUV and inhibit its replication (20). As an important regulator in the RLRs signaling pathway, duck LGP2 (duLGP2) has been proved to regulate RLRs family members’ duMDA5-dependent anti-DTMUV innate immune responses (21). However, the regulatory role of duLGP2 in duRIG-I-mediated innate immunity against DTMUV infection remains unclear. Previous studies showed that the identity of duLGP2 in humans and mice was only 52.4 and 51.9%, respectively (22). Therefore, it is reasonable to infer that the function of duck LGP2 may be different from that of mammals.

In this study, we provided more detailed experimental data to support the regulatory function of duLGP2 in the duRIG-I-mediated signaling pathway. In addition, we investigated the function of duLGP2 in duRIG-I-mediated anti-DTMUV innate immunity and illustrated that duLGP2 plays a negative role in duRIG-I-mediated limiting DTMUV viral replication and infection. Furthermore, the interaction between duLGP2 and duRIG-I was confirmed by co-immunoprecipitation experiments. This interaction was intensified during DTMUV infection, which inhibits duRIG-I-mediated antiviral innateimmune signaling transduction. These results will advance our knowledge of the biological role of LGP2 in innate immunity and the relationship between LGP2 and innate immunity in ducks.



Materials and Methods


Cells and Virus

Duck embryo fibroblast (DEF) cells were prepared by enzyme digestion from 10-day-old duck embryos according to the method described previously (23). The human embryonic kidney 293 (HEK293) cells were kindly provided by Dr. Cheng (Shanghai Jiaotong University). Cells were maintained in Dulbecco’s modified Eagle medium (DMEM, Gibco, Grand Island, NY, USA) containing 10% fetal bovine serum (FBS) (TransGen, Beijing, China), 1% penicillin/streptomycin (Solarbio, Beijing, China), and all incubations were performed in an incubator (5% CO2, 37°C). The DTMUV-FX2010 strain used in this study was stored in our laboratory (24). The virus titers were determined by median tissue culture infective dose (TCID50) assay in DEF cells using the Reed and Muench calculation (25).



Plasmids

The expression plasmids pduRIG-I-CARD, pduLGP2-Flag, empty vector pCAGGS, and luciferase reporter promoter plasmid pGL3-chIRF-7-Luc, pGL3-chIFNβ-Luc, pGL3-chNF-κB-Luc, and pTK-Renilla were previously described (21, 26, 27), the pduRIG-I-Flag and pduLGP2-HA plasmids were constructed using Hieff Clone® Plus One Step Cloning Kit (Yeasen, Shanghai, China) in this study. All plasmids were verified by sequencing.



Cell Transfection, RNA Interference, and Dual−Luciferase Reporter Assay

DEF cells were seeded in 6-well plates incubated overnight to achieve 90%–100% confluence for further transfection. The plasmids (2 μg/well) or siRNAs (100 nM) were transfected into cells using Nulen PlusTrans™ Transfection Reagent (Nulen, Shanghai, China). Three small interfering RNAs (siRNAs) against the duLGP2 and one scramble siRNA as negative control were designed and purchased from GenePharma Co., Ltd (Shanghai, China). The siRNA sequences used were as described in Table 1. Knockdown mRNA efficiency was determined for each siRNA by qRT-PCR analysis. For studies involving siRNA and plasmid transfection, cells were transfected with plasmid 24 h after transfection with siRNAs.


Table 1 | The sequences of siRNAs.



For the reporter gene assays, the cells (24-well plates) were transiently transfected with firefly luciferase reporter (100 ng/well) and pTK-Renilla luciferase reporter (50 ng/well) and indicated expression plasmids or empty vector. After 36 h, luciferase assays were performed as previously described (28) using the Dual-Luciferase Reporter Assay Kit (Vazyme, Nanjing, China). Firefly luciferase activity was normalized to Renilla luciferase.



Viral Infection

For antiviral effect evaluation, DEF cells were transfected with indicated expression plasmids. After 24 h post-transfection (hpt), the transfected cells were washed twice with PBS and infected with DTMUV-FX2010 (100 TCID50) for 1 h, after which the media was changed to low-serum media (2% FBS) after infection. The infected cells were collected for RNA extraction. Viral replication was measured by qRT-PCR described previously (29).



Co-Immunoprecipitation

For exogenous co-immunoprecipitation experiments, HEK293 cells were seeded in 100-mm dishes (7 × 106 cells/dish) overnight and co-transfected indicated plasmids (10 μg) using a PEI 40K transfection reagent (Servicebio, Wuhan, China). 24h after transfection, HEK293 cells were stimulated with DTMUV or PBS for 2 h, and cells were lysed at 24 hpi in 1 mL Western and IP lysis buffer (25 mM Tris [pH=7.4], 150 mM NaCl, 1% NP-40, 5% glycerol) (New Cell & Molecular Biotech, Suzhou, China) containing with protease inhibitor cocktail (New Cell & Molecular Biotech). Cell debris was removed by centrifugation (12,000 rpm for 15 min at 4°C), and the supernatant was taken as the total protein fraction. 50 μl of supernatant was taken as input samples, and the remaining samples were incubated with 20 μL anti-Flag M2 magnetic beads (Sigma-Aldrich, Louis, MO, USA) for 1 h at room temperature. The immunoprecipitated proteins were analyzed by Western blot assay with the antibodies as indicated.



Western Blot

The cell lysates were eluted with SDS loading buffer (Beyotime) and boiled for 5 min. Denatured protein samples were separated by 10% SDS-PAGE (New Cell & Molecular Biotech) and transferred to polyvinylidene difluoride (PVDF) membranes (Millipore). Subsequently, the PVDF membranes were blocked in NcmBlot blocking buffer (New Cell & Molecular Biotech) for 30 min at room temperature. Membranes were incubated with mouse anti-Flag mAb (Nulen) (1: 2000), rabbit anti-HA mAb (Cell signaling pathway Danvers, MA, USA) (1: 1000), mouse anti-GAPDH mAb (ABclonal, Wuhan, China) (1: 5000) or mouse anti-β-actin mAb (Abbkine, Wuhan, China) (1: 10000) overnight at 4°C. and then incubated with HRP-conjugated goat anti-mouse or -rabbit IgG antibodies (Abbkine) (1: 10000) for 1 h at room temperature. All membrane washing steps were washed 3 times for 10 min each with 1×TBST at room temperature. Immunoblotting was visualized using the ECL Ultra kit (New Cell & Molecular Biotech).



qRT-PCR

Total RNA was extracted using the FastPure Cell/Tissue Total RNA Isolation Kit (Vazyme). The resulting RNA was reversely transcribed to cDNA using HiScript III All-in-one RT SuperMix Perfect for qPCR (Vazyme). qRT-PCR was performed using the Hieff UNICON® Universal Blue qPCR SYBR Green Master Mix (Yeasen) on the Roche 96 Light Cycler and under the conditions described previously (23, 30). Primers were synthesized by Tsingke Biotechnology Co., Ltd (Beijing, China), and sequences are shown in Table 2. The relative expression of each target gene was analyzed using the 2−ΔΔCt method using duck GAPDH as the internal reference. At least three independent experiments were performed for each sample.


Table 2 | Primer sequences used in this study.





Statistical Analyses

Expression levels and endogenous housekeeping gene, GAPDH, were analyzed using the 2−ΔΔCt method (31). All experimental data were presented as mean ± standard error of the mean (SEM). Student’s t- and one-way analysis of variance (ANOVA) tests were used to determine the statistical significance of the differences using GraphPad Prism 8.0.1 software (GraphPad Software Inc., SanDiego, CA). P < 0.05 was considered to be statistically significant, P < 0.01 was highly significant, and P < 0.001 was extremely significant.




Results


pduRIG-I-Flag and pduLGP2-Flag Expression Plasmids are Expressed in DEF Cells

To detect the expression pduRIG-I-Flag and pduLGP2-Flag, the DEF cells were co-transfected with indicated expression plasmids. The duLGP2 and duRIG-I expression levels were detected by Western blot. As shown in Figure 1A, Flag-tag duRIG-I and duLGP2 plasmids were coexpressed in DEF cells.




Figure 1 | Expression of pduLGP2-Flag and pduRIG-I-Flag, and Knockdown of duLGP2 by siRNAs in DEF cells. (A) DEF cells were transiently transfected with the expression plasmids or empty plasmids pCAGGS. Western blot was performed at 36 hpt. (B) DEF cells were transiently transfected with siRNAs. The duLGP2 relatively mRNA expression was detected at 36 hpt using qRT-PCR. All samples were analyzed in triplicate, and all data were expressed as means ± SEM. ***Extremely significant (P < 0.001); ns, no significant difference.





siRNA Knock Downed of Endogenous duLGP2 in DEF Cells

To knockdown endogenous duLGP2 in DEF cells, each siRNA was transfected into DEF cells, and knockdown efficiency was assessed by qRT-PCR in 24 hpt. The results showed that si-diLGP2-1 and si-duLGP2-3 had a pronounced effect on duLGP2 mRNA expression (P < 0.01) (Figure 1B). However, the si-duLGP2-3 with better knockdown efficiency (68.8%, P < 0.01) were used for the following experiments.



DuLGP2 Involved in the Regulation of duRIG-I-Mediated IFN-β Signaling Pathway

The structure of full-length RIG-I without RNA ligand showed that RIG-I is in a signaling-repressed in mammals (32). Therefore, we choose pduRIG-I-CARD to detect the regulation role of duLGP2 on duRIG-I signaling. LGP2 protein has been proved to inhibit RIG-I-mediated IFN-β, IRF-3/7, and NF-κB promoter activities in mammalian cells (33). DEF cells were co-transfected with indicated expression plasmids, firefly luciferase reporter gene, and internal reference plasmids to investigate whether duLGP2 regulates duRIG-I-mediated IFN-β expression. The results demonstrated that overexpression of duLGP2 derepresses the duRIG-I-mediated IFN-β promoter activity in a dose-dependent manner (Figure 2A). Moreover, duLGP2 may inhibit duRIG-I-mediated IFN-β transcription via IRF-7 rather than the NF-κB signaling pathway (Figure 2B). In contrast, knockdown of duLGP2 led to an opposite effect on the IFN-β and IRF-7 signaling pathway, and there were still no significant changes for NF-κB (Figure 2C).




Figure 2 | duLGP2 regulates the duRIG-I-mediated IFN-β signaling pathway. (A) DEF cells were transiently co-transfected with the IFN-β promoter construct and indicated expression plasmids or empty plasmids pCAGGS. (B) DEF cells were transiently co-transfected with plasmids IRF-7 or NF-κB promoter construct with indicated expression plasmids or empty plasmids pCAGGS. (C) DEF cells were transiently transfected with siduLGP2-3 or si-NC, and the cells were transfected with indicated plasmids 24 h after transfection with siRNAs. Cell samples were lysed at 24 hpt, and luciferase activities were quantified by normalization with Renilla luciferase activity. All samples were analyzed in triplicate, and all data were expressed as means ± SEM. *Significant difference (P < 0.05); **Highly significant difference (P < 0.01); ***Extremely significant (P < 0.001); ns, no significant difference.





DuLGP2 Regulates the Expression of duRIG-I-Mediated Cytokines

To further examine the regulatory role of duLGP2 on the duRIG-I signaling pathway, DEF cells were co-transfected with indicated expression plasmids, and the duRIG-I signaling-related cytokines mRNA expression levels were detected by qRT-PCR. The results showed that duRIG-I-mediated MAVS, type I IFNs, ISGs and MHCs were all significantly down-regulated by duLGP2 overexpression (Figures 3A, F–L), and the expression of duRIG-I-mediated proinflammatory cytokines were upregulated by duLGP2 (Figures 3B–E). In contrast, knockdown of duLGP2 led to an opposite effect on the duRIG-I-mediated type I IFNs, ISGs, and MHC-I (Figures 4F, G–K), and although the expression of duRIG-I-mediated proinflammatory cytokines (IL-1β, -6 and -8) was upregulated by knockdown of duLGP2 at 12-24 hpt, but down-regulated at 36 hpt (Figures 4B–E).




Figure 3 | Overexpression of duLGP2 regulates duRIG-I-mediated cytokines expression. DEF cells were transiently co-transfected with indicated expression plasmids or empty plasmids pCAGGS. Cell samples were collected for analysis of cytokine detection at different time points. (A) MAVS (B) IL-1β (C) IL-2 (D) IL-6 (E) IL-8 (F) IFN-α (G) IFN- β (H) OAS (I) PKR (J) Mx. (K) MHC-I (L) MHC-II. The relative expression of gene mRNA was calculated using the 2−ΔΔCt method with GAPDH serving as a normalization gene and mean control values as a baseline reference, and the values in the control groups (pCAGGS co-transfection) were set to 1. All samples were analyzed in triplicate, and all data were expressed as means ± SEM. *Significant difference (P < 0.05); **Highly significant difference (P < 0.01); ***Extremely significant (P < 0.001); ns, no significant difference.






Figure 4 | Knockdown of duLGP2 regulates duRIG-I-mediated cytokines expression. DEF cells were transiently transfected with siduLGP2-3 or si-NC, and the cells were transfected with indicated plasmids or empty plasmids pCAGGS 24 h after transfection with siRNAs. Cell samples were collected for analysis of cytokine detection at different time points. (A) MAVS (B) IL-1β (C) IL-2 (D) IL-6 (E) IL-8 (F) IFN-α (G) IFN- β (H) OAS (I) PKR (J) Mx. (K) MHC-I (L) MHC-II. The relative expression of gene mRNA was calculated using the 2−ΔΔCt method with GAPDH serving as a normalization gene and mean control values as a baseline reference, and the values in the control groups (pCAGGS co-transfection) were set to 1. All samples were analyzed in triplicate, and all data were expressed as means ± SEM. *Significant difference (P < 0.05); **Highly significant difference (P < 0.01); ***Extremely significant (P < 0.001); ns, no significant difference.





DuLGP2 Promotes DTMUV Replication in DEF Cells Overexpressing duRIG-I

Previously, duRIG-I has been proved to inhibit DTMUV replication in vitro (34, 35). To examine whether duLGP2 can regulate RIG-I-mediated anti-DTMUV ability, the co-overexpressing duRIG-I and duLGP2 or empty vector pCAGGS DEF cells were inoculated with DTMUV-FX2010. The results showed that viral titers of duLGP2-overexpressing DEF cells were higher than those of the control cells at all the tested time points, and it was upregulated by 7.26- (P < 0.001), 4.29- (P < 0.001), and 3.10-fold (P < 0.01), at 12, 24, and 36 hpi, respectively (Figure 5).




Figure 5 | duLGP2 inhibits duRIG-I-mediated anti-DTMUV activity. Cells were transiently co-transfected with indicated expression plasmids or empty plasmids pCAGGS. Cells were infected with DTMUV at 24 hpt and collected for analysis of virus replication at different time points. All samples were analyzed in triplicate, and all data were expressed as means ± SEM. **Highly significant difference (P < 0.01); ***Extremely significant (P < 0.001).





DuLGP2 Inhibits duRIG-I Mediated IFN-β Signaling Pathway During DTMUV Infection

To investigate whether duLGP2 regulates duRIG-I-mediated IFN-β expression during DTMUV infection. DEF cells were co-transfected with indicated expression and reporter gene plasmids. The results showed that duLGP2 led to significant down-regulation of duRIG-I-mediated IFN-β promoter activity during DTMUV infection, and this regulatory effect is likely exerted via the IRF-7 signaling pathway. However, the duRIG-I-mediated NF-κB activity displayed a degree of up-regulation (Figure 6).




Figure 6 | Overexpression of duLGP2 regulates the duRIG-I-mediated IFN-β signaling pathway during DTMUV infection. DEF cells were transiently co-transfected with IFN-β, IRF-7, or NF-κB promoter construct with indicated expression plasmids or empty plasmids pCAGGS. Cells were infected with DTMUV at 24 hpt and lysed at 12 hpi, and luciferase activities were quantified by normalization with Renilla luciferase activity. All samples were analyzed in triplicate, and all data were expressed as means ± SEM. **Highly significant difference (P < 0.01); ***Extremely significant (P < 0.001).





DuLGP2 Regulates the Expression of duRIG-I Mediated Cytokines During DTMUV Infection

To further examine the regulatory role of duLGP2 on the duRIG-I signaling pathway during DTMUV infection. DEF cells were co-transfected with indicated expression plasmids. After 24 hpt, the cells were infected with DTMUV-FX2010, and the duRIG-I signaling-related cytokines expression levels were detected by qRT-PCR. As expected, the results indicated that the RIG-I downstream key adaptor protein MAVS, type I IFNs (IFN-α and -β), ISGs (PKR, OAS, and Mx), and MHC-I were significantly down-regulated by duLGP2 during DTMUV infection (Figures 7A, F–K). In addition, duLGP2 upregulated the expression of duRIG-I mediated several key pro-inflammatory cytokines during DTMUV infection, including IL-1β, -2, -6, and -8 (Figures 7B–E).




Figure 7 | duLGP2 regulates duRIG-I-mediated cytokine expression during DTMUV infection. DEF cells were transiently co-transfected with indicated expression plasmids or empty plasmids pCAGGS. Cells were infected with DTMUV at 24 hpt and collected for analysis of cytokine detection at different time points. (A) MAVS (B) IL-1β (C) IL-2 (D) IL-6 (E) IL-8 (F) IFN-α (G) IFN- β (H) OAS (I) PKR (J) Mx. (K) MHC-I (L) MHC-II. The relative expression of gene mRNA was calculated using the 2−ΔΔCt method with GAPDH serving as a normalization gene and mean control values as a baseline reference, and the values in the control groups (pCAGGS co-transfection) were set to 1. All samples were analyzed in triplicate, and all data were expressed as means ± SEM. *Significant difference (P < 0.05); **Highly significant difference (P < 0.01); ***Extremely significant (P < 0.001); ns, no significant difference.





DuLGP2 Interacts With duRIG-I

Our study indicated that duLGP2 is a negatively regulatory molecule functioning of the duRIG-I-mediated signaling pathway. However, the mechanisms involved in this regulation are currently unknown. Reciprocal co-immunoprecipitation assays were performed to determine if duLGP2 regulates duRIG-I through interaction between the proteins. As shown in Figure 8, when the lysates were immunoprecipitated with anti-Flag-tag magnetic beads, duLGP2 could be detected via an immunoblotting assay using an anti-HA antibody in immunoprecipitated protein complexes. The result suggested an interaction between duRIG-I and duLGP2, and this interaction was intensified during DTMUV infection.




Figure 8 | duLGP2 interacts with duRIG-I. HEK 293 cells were transiently co-transfected with indicated expression plasmids or empty plasmids pCAGGS. Cells were infected with DTMUV or PBS at 24 hpt and lysed at 24 hpi. Immunoprecipitates were analyzed by Western blot with the indicated antibodies, and the relative gray values of the bands were calculated using the ImageJ software.






Discussion

RLRs have been identified as major PRRs that respond to viral RNA in the cytoplasm (5). RIG-I, a member of the RLRs family, recognizes RNA structures of multiple viruses, including DTMUV RNA, which is activated and binds to adaptor protein MAVS, leading to NF-κB and IRF-3/7 pathway activation (34, 36). LGP2, the third member of the RLRs family, lacks the CARD domains compared with RIG-I and MDA5 and has been proven a regulatory factor of the RIG-I and MDA5 signaling pathway (36, 37), and the regulatory function of LGP2 in RLRs-mediated signaling pathways is controversial. Previous studies have also proven that duLGP2 has high homology with mammals (22), and it is speculated that the function of duLGP2 may be similar to that in mammals. A recent study from our group demonstrated that duLGP2 plays a negative role in duMDA5-dependent anti-DTMUV innate immune responses (21). However, the regulatory effect of duLGP2 on duRIG-I-mediated anti-DTMUV infection is currently not known.

It is well established that type I IFN plays an important role in antiviral immunity. Previous studies have shown that IRF-7 and NF-κB are key transcriptional regulators that activate type I IFN and inflammatory cytokines ducks (27, 38). The present experiment indicates that the duRIG-I-mediated IFN-β promoter activity was effectively down-regulated by co-transfection with duLGP2, and this effect may be the result of inhibition of IRF-7 rather than an NF-κB dependent signaling pathway (Figure 2). Furthermore, the qRT-PCR results showed that the duRIG-I-mediated expression level of adaptor protein MAVS, pro-inflammatory cytokines, Type I IFNs, and ISGs was significantly down-regulated by overexpression duLGP2 (Figure 3), and these results have been validated by knockdown of duLGP2 endogenous expression (Figures 2, 4). It remains controversial how LGP2 regulates RIG-I function (19, 32, 37, 39–41). The present study indicated that duLGP2 might function as a negative regulator in duRIG-I signaling.

DTMUV is a viral disease that is currently very serious to the duck industry. Both duRIG-I and duMDA5 participate in the anti-virus immune response, and duRIG-I has a more pronounced anti-DTMUV effect than duMDA5 (34). RIG-I is a well-known strong inducer of the type I IFN response (3). Moreover, the expression of RIG-I is positively regulated by IFNs, IL-1β, and LPS (42–47). An intense inflammatory reaction is induced by DTMUV infection, which may lead to the host’s death (48). Since the duRIG-I expression is strongly induced in response to DTMUV infection, it is likely to play an important role in host defense (49–53). We speculate that the duRIG-I-mediated immune response during DTMUV infection may be one of the reasons for this strong inflammatory response. Consequently, it is important to understand the duRIG-I-mediated anti-DTMUV immune function regulation.

Studies of knockout mice have shown that the loss of LGP2 is highly susceptible to encephalomyocarditis virus infection (19). Additionally, the effect of porcine RIG-I against RNA virus infection was positively regulated by LGP2. In contrast, another study showed that LGP2 binds to protein kinase activator A (PACT) to blocks of RIG-I-mediated IFN-β promoter signaling (54). In the absence of RNA ligands, the CARDs fold back to the C-terminal portion of RIG-I, which causes it to be in an auto-inhibited state (55). Upon recognizing the viral RNA of flavivirus, the RIG-I undergoes a conformational change to trigger type I IFN signaling (56, 57). Multiple studies demonstrate that DTMUV can impair the host’s innate immune response via non-structural proteins resulting in viral escape (58–60). A recent study showed that duck interferon-induced protein 35 (IFI35) binds to duRIG-I to counteract its antiviral signal, the interaction enhanced by DTMUV infection (61), which indicated that the virus evades host immunity by several mechanisms. The present study suggests that duRIG-I-mediated IRF-7 signaling was down-regulated by duLGP2 during DTMUV infection, leading to the down-regulation of IFN-β promoter activity (Figure 6). Additionally, the mRNA expression of cytokines was detected during DTMUV infection. As expected, the results showed that duRIG-I-mediated type I IFNs (IFN-α and -β) and downstream ISGs (OAS, PKR, and Mx) were found to be significantly down-regulated in the duLGP2 overexpression group during DTMUV infection (Figure 7). Type I IFNs was considered the most important cytokine involved in the antiviral immune response, which directly and/or indirectly drives antiviral effects through the induction of other mediators and induces the activation of immune cells (62). These results collectively indicate that the anti-DTMUV antiviral capability of duRIG-I was down-regulated by duLGP2, which ultimately resulted in enhanced DTMUV replication in vitro (Figure 5). Additionally, we demonstrate that regulation of the duLGP2 is achieved by direct binding of the duRIG-I, and this interaction was intensified during DTMUV infection (Figure 8).

Interestingly, duRIG-I-CARD- or full-length duRIG-I- (DTMUV infection) mediated pro-inflammatory cytokines (IL-1β, IL-2, IL-6, IL-8) expression level was significantly promoted by overexpression of duLGP2 (Figures 2, 7). Recently, DTMUV has been proven to cross the blood-brain barrier into the central nervous system and cause nonsuppurative encephalitis in ducklings. The blood-brain barrier will eventually be destroyed by the virus, thus triggering a subsequent “inflammatory storm”. There is no doubt that RLRs play an important role in DTMUV infection-mediated inflammatory response (49, 63). The present experiment shows that duLGP2 is involved in the expression of inflammatory factors in the duRIG-I-mediated anti-DTMUV immune response and the regulatory role of duLGP2 on the duRIG-I may via NF-κB signaling pathway and contribute to promoting inflammation and regulating inflammatory responses (Figure 6).

In conclusion, our study provides further evidence for the regulatory role of duLGP2 in duRIG-I-mediated anti-DTMUV. Although LGP2 per se function impacts RLRs has been controversial, we demonstrated that duLGP2 negatively affects duRIG-I-mediated anti-DTMUV immune responses.
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Circular RNAs (circRNAs) as novel regulatory molecules have been recognized in diverse species, including viruses. The virus-derived circRNAs play various roles in the host biological process and the life cycle of the viruses. This review summarized the circRNAs from the DNA and RNA viruses and discussed the biogenesis of viral and host circRNAs, the potential roles of viral circRNAs, and their future perspective. This review will elaborate on new insights gained on viruses encoded circRNAs during virus infection.
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Introduction

Viruses are a major class of intracellular parasites that use the transcription and translation machinery of the host to produce nucleic acids and proteins for their life cycle and reproduction. Virally infected hosts suffer immunosuppression, development disorder, and loss of energy and nutrients, causing diseases. Another subset of viruses can mutually benefit the hosts that will not cause disease (1). These virus-host interactions may appear by coevolution for more than thousands of years. Hosts have evolved various antiviral immune protection mechanisms due to the selection pressure caused by viral infection. At the same time, viruses have developed a variety of evasion defenses, including innate and adaptive immunity for their reproduction (2, 3). In the interaction between viruses and hosts, a variety of regulatory molecules have evolved from multiple mechanisms, which include interferon regulatory factors (4), antisense RNAs (5), microRNAs (6), and antiviral peptides (7).

Circular RNA (circRNA) is a recently discovered functional non-coding RNA molecule, covalently closed circular single-stranded RNA molecules without a 5’-terminal cap structure and a 3’-terminal polyadenylate (8, 9). circRNA with a stable structure is resistant to degradation by exonuclease R and has Spatio-temporal and tissue expression specificity (10–12). Before 2013, circRNA was always considered the byproduct of abnormal RNA splicing without regulatory function. However, increasing evidence showed that various circRNAs commonly existed in natural organisms with conservative sequences among different species. Until now, the identification of circRNAs and their possible roles have been explored in more than 20 species, including Archaea (8), plants (11, 13, 14), viruses (15–19), insects (20, 21), and mammals (12, 22, 23). A small subset of circRNAs with different activities was confirmed to play vital roles in regulating individual growth and development, environmental stress, innate immunity, and disease occurrence (13, 24–28). Normally, circRNAs are often ignored by their low expression pattern and non-ploy (A) tail in the experiment. Recently, virally encoded circRNAs were reported from more than 10 different viruses with various genome types (Figure 1).




Figure 1 | CircRNAs derived from different DNA and RNA viruses with various genome types. MERS-CoV, SARS-CoV-1, SARS-CoV-2, GCRV-873, and BmCPV are RNA viruses. HPV16, HBV, MDV, EBV, KSHV, and MCPyV are DNA viruses. MERS-CoV, SARS-CoV-1, and SARS-CoV-2 belong to Coronaviridae with positive sense and single-strand RNA genome. GCRV-873 and BmCPV belong to Reoarviridae with a double-strand RNA genome. HPV16, HBV, MDV, EBV, KSHV, and MCPyV with double-strand DNA genomes are closely related to the occurrence of tumors or cancers.



This review will concentrate on circRNAs in viruses, focusing on classes and features of virally circRNAs, the potential functions of virally circRNAs, and possible biogenesis mechanisms, providing clues to explore better the roles in the interplay between viruses and hosts.



Virally circRNAs Encoded by DNA Viruses

DNA viruses with a relatively larger and more stable DNA genome mainly include three categories according to the types of their genome: double-stranded DNA viruses, single-stranded DNA viruses, and pararetroviruses (29). Genomes of DNA viruses have a wide size range from less than 2 kb to over 375 kb. It is noted that DNA viruses can be separated into early and late phases based on the transcription of viral genes before DNA synthesis (30). Host transcription and translation systems were involved in the viral mRNAs transcription and viral proteins production. Most DNA viruses are intranuclear replicating viruses, but only a small fraction of the virus (poxviruses) is entirely replicated in the cytoplasm (31). The most widely studied DNA viruses encoded circRNAs were related to the disease pathogenesis by acting as miRNA or RNA-binding protein sponge, oncoprotein translation, transcriptional regulators, and mRNA trap (19, 32–37).


Human Papillomaviruses (HPVs) Encoded circRNAs

HPVs with small double-stranded DNA genomes can infect stratified epithelia. It is noted that most the HPV infections were not brought risks to the infected individuals with asymptomatic or caused benign warty, and only a small subset of ‘high-risk’ HPV infected individuals developed into cancers based on the infection sites (19). circRNA (circE7) encoded by Human papillomavirus type 16 (HPV16) could be identified in two HPV16-positive cervical cancer cell lines (CaSki and SiHa), and circE7 was formed via the pre-mRNA back-splicing of E6E7 (35). HPV16 circE7 with N6-methyladenosine (m6A) modification is predominantly distributed in the cytoplasm, translating E7 oncoprotein (19). These circRNAs derived from HPV were demonstrated to have translation activity and could be modified by the host cellular RNA methyltransferase. Viral circRNAs, viral circRNAs translated proteins, and m6A modified circRNAs play vital roles in mediating the infection, latency, and tumorigenesis.



Hepatitis B Virus (HBV) Encoded circRNAs

HBV with partially double-stranded relaxed circular DNA genome converted into the covalently closed circular DNA following HBV infection. circRNA HBV_circ_1 was confirmed and generated by HBV and could be detected in HBV-positive HepG2.2.15 cells and HBV-related hepatocellular carcinoma tissue. The interaction between HBV_circ_1 and cyclin-dependent kinase 1 played pivotal roles in the cell proliferation, and the ectopic HBV_circ_1 expression in node mice could stimulate the tumor growth (37). RNA binding factor DExH‐Box helicase 9 (DHX9) bound to the inverted repeat sequences flanking the HBV pgRNA that inhibited the viral circRNA biogenesis, and this host protein DHX9 may be a novel regulator of the expression levels of viral circRNA and viral protein (38).



Marek’s Disease Virus (MDV) Encoded circRNAs

MDV infection cause Marek’s disease (MD), which widespread induces T-cell lymphomagenesis in the domestic chicken. A large variety of MDV circRNAs was identified through RNA-sequencing, and the hot spots of circRNAs expression occurred on the major viral oncogenes in herpesviruses. Moreover, many noncanonical junction sites were observed in viral circRNAs compatible with the U2-dependent splicing machinery (39).



Epstein-Barr Virus (EBV) Related circRNAs

EBV was identified as the first human tumor virus, closely related to the occurrence and development of gastric carcinoma (GC), nasopharyngeal carcinoma (NPC), and several lymphomas. CircBART2.2 derived from EBV could increase the expression level of PDL-1 in NPC and dysregulate the function of T-cells, leading to the tumor immune escape by multiple biological processes (33). EBV circLMP-2_e5 formed from the fifth exon of the LMP-2 gene could be universally detected in EBV-positive cell lines. The expression pattern of circLMP-2_e5 was consistent with its linear parental transcript following EBV lytic reactivation. circLMP-2_e5 may be generated by exon skipping because none of the cis-elements were found in the short flanking introns (40). EBV circLMP2A induced and maintained the stemness phenotypes by the competing endogenous RNA (ceRNA) mechanism of the miR-3908/TRIM59/p53 signaling pathway, and its high expression level was associated with EBV-associated GC (34). EBV-derived circRPMS1 was associated with a short survival time, and the reduced expression level suppressed NPC proliferation and metastasis (41). EBV circ_RPMS1 localized in cytoplasm and nuclei is derived from the exons 2-4 of its RPMS1 gene (42). CircRPMS1_E4_E3a and circEBNA_U were revealed in rhesus macaque lymphocryptovirus orthologues of the latency-associated EBV. CircBARTs were expressed in EBV-positive patients’ tissues and cells. Two EBV circRNAs derived from the RPMS1 locus were detected in EBV-positive clinical stomach cancer specimens (17).



Kaposi’s Sarcoma-Associated Herpesvirus (KSHV) Related circRNAs

Kaposi’s sarcoma-associated herpesvirus (KSHV) is an oncogenic γ2 herpesvirus, also called human herpesvirus-8 (HHV-8) (43). It is closely linked to primary effusion lymphoma, multicentric Castleman’s disease, and Kaposi’s sarcoma (44). CircvIRF4 was constitutively expressed in virally infected patients (16). CircvIRF4 generated by KSHV viral interferon regulatory factor 4 (vIRF4) was highly expressed in the KSHV-positive patient and cell lines (45). KSHV-derived circRNA could be incorporated into virions, while the viral circRNA produced on polyadenylated nuclear (PAN) RNA/K7.3 locus was found with its expression level paralleled with the linear transcript (46). Multiple viral circRNAs derived from the KSHV genome were revealed in KSHV-positive cells and patients (15). KSHV circvIRF4 was identified as the predominant viral circRNA (47). These viral circRNAs derived from the HSKV genome may be closely linked to the occurrence and development of related cancers. MDV, EBV, and KSHV-associated herpesvirus were related to the development of lymphoma, and the viral circRNAs encoded by these viruses were comprehensively reported by different groups.



Merkel Cell Polyomavirus (MCPyV) Encoded circRNAs

Two viral circALTO1 and circALTO2 encompassing the complete gene of alternative large T antigen open reading frame (ALTO) were encoded by Merkel Cell Polyomavirus (MCPyV), and they could also be detected in the virus-positive cells and patients’ tissues. In addition, the related Trichodysplasia spinulosa polyomavirus (TSPyV) also encoded a circALTO, which existed in the virally infected tissues and cell lines (48). MCPyV encoded four circRNAs in its early region by detecting RNase R-resistant RNA sequencing. circMCV-T, with the most abundant expression level, was formed by back-splicing all early region exon II (49). Viral circRNAs are widespread in various DNA virus-infected individuals or cell lines, and their generation has been confirmed as key regulators in virus-induced cancers and tumorigenesis.




Virally circRNAs Encoded by RNA Viruses

RNA viruses are normally recognized as very simple entities with small genomes, and the size of the length is from less than 2 to 32 kb. A relatively small genome of these RNA viruses has been confirmed with limited coding capacity. They are obligate intracellular parasites like DNA viruses. Host cells provide the energy, ribosome, deoxyribonucleotides, transcription and translation machinery, and other components that play important roles in assembling and releasing progeny virus (50). The genome types of RNA viruses have single-stranded (ssRNA) and double-stranded (dsRNA) nucleic acid. RNA viruses with a high mutation rate for the variation of the RNA genome that enable them to survive the varied environments during their life cycles (50, 51). Only several RNA viruses have been reported to encode viral circRNAs, including members from Reoarviridae (36, 52, 53) and Coronaviridae (54, 55).


Reoarviridae Related circRNAs

Bombyx mori cytoplasmic polyhedrosis virus (BmCPV) is one of the most serious pathogens in the sericulture and bright huge economic loss to the farmers. This virus with 10 segmented dsRNA genome can specifically infect the midgut of the silkworm. Until now, the interaction between BmCPV and silkworm are poorly understood. circRNAs was considered a novel type of regulators that can regulate multiple biological processes of viruses or host. BmCPV derived circRNA-vSP27 have translation activity, and its translation production vSP27 small peptide suppressed viral replication via ROS-NF-κB signaling pathway, and was recruited with nuclear factor Akirin for activating NF-κB signaling pathway (53) as well as vsp21 was translated from the BmCPV circular RNA 000048 and attenuated viral replication (36). In addition, Grass carp reovirus (GCRV) is also a member of Reoarviridae with a segmented dsRNA genome containing 11 segmented dsRNAs. Infection of GCRV leads to grass carp hemorrhagic disease, one of the most serious diseases in the grass carp aquaculture industry (52, 56). In the GCRV-873 strain infected kidney cell line CIK, 32 circRNAs were identified, and some were confirmed to mediate the viral proliferation (52).



Coronaviridae Related circRNAs

Coronaviruses MERS-CoV, SARS-CoV-1, and SARS-CoV-2 (SARS-CoV-1/2) have brought huge threating to our life and cause enormous morbidity and mortality to humans (54). MERS-CoV, SARS-CoV-1, and SARS-CoV-2 were identified to produce multiple viral circRNAs with low expression levels, but these viral circRNAs played important roles in several biological processes (54). Two major back-splice events were found among these viruses, and coronavirus produced more abundant and longer than their host circRNAs (55). It is noted that major dsRNA viruses have only exons and the viral circRNAs derived from these viruses have noncanonical splicing mechanisms. The viral transcripts circularization still needs more exploration by increasing groups.




The Features of Virally circRNAs

Based on the biogenesis of circRNAs in a eukaryote, the formation of circRNAs is classified into six categories: exonic circRNAs (EcircRNAs), circular intronic cirRNAs (CiRNAs), exon-intron circRNAs (EIcircRNAs), fusion circRNAs (f-circRNAs), read-through circRNAs (rt-circRNAs) and noncanonical circRNAs like tricRNAs (Figure 2) (57). Most of these circRNAs were generated by RNA circularization using back-splicing, and this process is like the alternative splicing event of the pre-mRNA. The same splicing signals were utilized by back-splicing and alternative splicing of the pre-mRNA. During the back-splicing, the junction site of circRNA is formed by a 3′,5′ phosphodiester bond using the downstream 5′ splice site and an upstream 3′ splice site, whereas, in the canonical alternative splicing, a 5′ splice site is joint with a downstream 3′ splice site (Figure 3) (58, 59). Many DNA viruses have split genes in their viral genomes, and most of the circRNAs derived from these viruses may form on reported mechanisms from eukaryotes, including inverted repeat sequences, exon skipping, RNA-binding proteins, repetitive complementary sequences, or m6A modification in pre-RNA (60–67). It is noted that most of the circRNAs are formed by these strategies after 3’ end processing (67). However, RNA viruses with small genomes and relatively fewer split genes in the viral genome. Therefore, the biogenesis of circRNAs from the RNA viruses may have distinct mechanisms that differ from DNA viruses.




Figure 2 | Schematic presentation of circRNAs biogenesis and canonical alternative splicing. CircRNAs are classified into six categories according to the formation types. Exonic circRNAs (EcircRNAs), Circular intronic circRNAs (CiRNAs), Exon-intron circRNAs (EIcircRNAs), Fusion circRNAs (F-circRNAs), Read-through circRNAs (Rt-circRNAs), and noncanonical circRNAs like tricRNAs. In canonical alternative splicing, consecutive or selected exons are joined together to generate a series of linear mRNAs to be subsequently translated.






Figure 3 | The mechanism of back-splicing and alternative splicing of the pre-mRNA. CircRNA is formed by a 3′,5′ phosphodiester bond using the downstream 5′ splice site (A5SS) and an upstream 3′ splice site (A3SS). Alternative splicing linear RNAs are formed by a 3′,5′ phosphodiester bond using an upstream 5′ splice site (A5SS) and a downstream 3′ splice site (A3SS).



Several RNA viruses have been confirmed with the RNA circularization in the virally infected cells. Most RNA viruses derived circRNAs were produced with the noncanonical mechanism. The circularization events of viral RNAs found in the BmCPV and GCRV showed that the splicing signals flanking the junction sites of vcricRNAs differed from the reported circRNAs formation in animals and some DNA viruses (36, 52, 53). However, viral circRNAs identified from the MERS-CoV, SARS-CoV-1, and SARS-CoV-2 showed that some were generated with back-splicing of the viral RNAs (54, 55). Viral circRNAs with less conservation than those generated from host pre-mRNA may have evolved rapidly (68). Therefore, we concluded that viral cricRNAs among different viral genomes might have different RNA circularization mechanisms, especially these viral circRNAs derived from the RNA viruses with segmented dsRNA genomes.



The Potential Roles of Virally circRNAs

Increasing potential roles of circRNAs of hosts were reported, and several data showed that virally circRNAs with similar structures might have similar regulatory roles in various biological processes. The mainly reported roles of circRNAs acted as microRNAs (69–71)/RNA binding proteins (37, 72, 73) sponges, mediated the alternative splicing and transcription process (74–76), regulated the expression levels of parental genes (77), translated proteins or small peptides (36, 53, 78–80) (Figure 4). circRNA acts on the miRNA sponge, indirectly regulating the mRNA expression level of miRNA target genes and affecting various biological processes. circRNA generated by the parental sequence inevitably leads to a decrease in the level of linear RNA (25, 74). circRNA can also bind proteins or as the protein scaffolds to mediate the function of proteins. In addition, circRNAs containing partial internal ribosome entry sites (IRES) or m6A sites have been shown to translate proteins/small peptides in a cap-structure-independent manner (19, 36, 53).




Figure 4 | Biological functions of circRNAs. CircRNAs acted as microRNAs/RNA binding protein (RBP) sponges, mediated the alternative splicing and transcription process, regulated the expression levels of parental genes, translated proteins or small peptides, and mRNA trap that the formation of circRNA by back-splicing competes with canonical splicing of linear mRNA.



Innate immunity acts as the first line of hosts to defend against pathogen invasion. During interactions and coevolution between the viruses and their hosts, the host’s immune system evolved various antiviral mechanisms, such as RNA interference, interferon, NF-κB-mediated, immune deficiency, stimulator interferon gene pathways, and Janus kinase/signal transducer and activator of transcription pathway. The generation of these antiviral signaling pathways restricts the process and speed of virus infection and the degree of disease in susceptible hosts. Meanwhile, various immune evasion strategies are evolved by viruses (81–84). Recently, a novel antiviral mechanism has been found that may evolve an immune regulatory mechanism to recognize exogenous circRNA (28). It has been established that RNA recognition receptor RIG-I is a receptor molecule that recognizes exogenous circRNA and activates the autoimmune effect pathway (85, 86). CircRNA forms a double-stranded RNA stem-loop structure that binds to the double-stranded RNA-dependent protein kinase (PKR). In normal cells, the antiviral PKR molecule is bound to the stem-loop structure of circRNA, avoiding the immune response caused by overactivation. During viral infection, RNase L cleaves the interacting circRNA and then degrades it. The released PKR participates in the antiviral immune process (24). When cells are infected with viruses, NF90/NF110, an antiviral dsRNA-binding protein originally located in the nucleus, will rapidly be transported to the cytoplasm, reducing mature circRNA that cannot be produced normally in cells. NF90/NF110 binds to viral mRNA and plays an antiviral role (87). There is a question about why viruses utilize their viral RNAs to produce viral circRNAs. We have predicted that these viral circRNAs may be generated by a host of unknown factors to suppress the viral overproliferation and avoid triggering innate immunity. A similar report said Simian virus 40 encodes miRNA to control its T-antigen to evade T cell immunity (88). Therefore, due to the similar structure and the conservation of the generation among species, we concluded that circRNAs derived from DNA or RNA viruses might have similar regulatory roles as these circRNAs encoded by the hosts.



Possible Biogenesis Mechanism of Viral circRNAs and Host circRNAs


Possible Biogenesis Mechanism of Viral circRNAs

CircRNA is a new type of RNA molecule derived from parental genes and mainly generated by a reverse splicing mechanism. This RNA molecule exists widely in nature and is highly conserved (47). Many reports on circRNA molecules encoded by natural organisms, from bacteria to mammals. A small subset of circRNA molecules with regulatory roles are associated with a verity of signaling pathways, among which the most in-depth studies are mainly focused on human cancer or tumor and other related studies. There are still some reports about circRNA produced by acellular organisms, predominantly in viruses. In the virally infected host cells, viral circRNA molecules may be widely produced in all types of viruses using various strategies. Some of these novel circRNAs could be assembled into virions (46). There are few reports on the formation mechanism of viral circRNAs. The circRNA production mechanism of DNA viruses with a large genome containing introns may be like that of circRNA production in higher animals by the back-splicing mechanism. However, some RNA viruses’ mechanism of circRNA production, which genomes have not contained introns, and the viral circRNAs derived from these viruses have not been well reported in vitro and in vivo. Several formation mechanisms for circRNAs in other species, including inverted repeat sequences, exon skipping, RNA-binding proteins, repetitive complementary sequences, or m6A modification in pre-mRNA, may be associated with the production of viral circRNAs from DNA viruses (60–67). However, the viral RNA circularization for circRNA was not comprehensively validated in some RNA viruses. In the SARS-CoV-2-infected Vero E6 cells, the homologous and reverse complementary sequences flanking the junction of sites of viral circRNAs may play vital roles in the frequency and the accuracy of viral RNA circularization (55).



Possible Biogenesis Mechanism of Host circRNAs

The RNA circularization for circRNAs has been comprehensively reported, and too many RNA-binding proteins, cis-regulatory elements, trans-acting factors, and m6A modification were confirmed to take part in the host circRNA formation. Heterogeneous nuclear ribonucleoprotein M (HNRNPM) suppressed aberrant exon inclusion and circularization of transcripts in cells. HNRNPM preferentially interacted with GU-rich elements in the long flanking proximal introns in the mis-spliced linear and circular transcripts (89). Heterogeneous nuclear ribonucleoprotein L (HNRNPL) facilitated the generation of a novel oncogenic circARHGAP35 originating from the back-splicing of Exon2 and Exon3 of the ARHGAP35 gene (90). Long flanking and minimal repeats (<40 nt) in pre-mRNA-controlled circRNAs predominately after 3’ end processing. Heterogeneous nuclear ribonucleoprotein and serine-arginine proteins regulated the expression of circRNAs with a common back-splicing strategy (66). Heterogeneous nuclear ribonucleoprotein C (HnRNP C) controlled the expression of MERS-CoV-derived circRNAs (91).

Neuro-oncological ventral antigen 2 (NOVA2) related to splicing event globally promoted circRNA circularization using the NOVA2 binding sites in both flanking introns of circRNA loci (92, 93). Cannabinoid receptor type-1 (CB1) and fused in sarcoma (FUS) protein were involved in circCNOT6L circularization in testis (94). Splicing factor proline/glutamine-rich and non-POU domain-containing octamer-binding protein mediated the Alu-independent circRNA production (64). Cap-binding protein 80, C2HC zinc fingers superfamily protein, and flowering locus kh domain were related to the processes of splicing and the proper order of the exons, which expression levels were negative with the circRNA production (14). Serine and Arginine Rich Splicing Factor 10 (SRSF10) promoted circ-ATXN1 production by binding to the 5′-end and 3′-end of its pre-mRNA (95). Src-associated protein (Sam68) is a member of the signal transduction activator of the RNA family favored circRNA production in vitro and in vivo via binding in the proximity of intronic Alus in the pre-mRNA of Spinal Muscular Atrophy gene (96). Long and distinct repeat-rich intronic sequences and more reverse complementary motifs favored circular RNA biogenesis (97). Nudix Hydrolase 21 (NUDT21) as an RNA splice factor was confirmed to promote circRNA production, and the UGUA sequences in the pre-mRNAs were vital for circRNA circularization (98). Trans-acting factors such as RtcB ligase and the tRNA splicing endonuclease(TSEN) complex components played important roles in tricRNA formation (99).

Drosophila DExH/D-box helicase Hel25E and human homologs of Hel25E were related to the nuclear accumulation of long circRNAs. UAP56 (DDX39B) and URH49 (DDX39A) controlled the nuclear export of long and short circRNAs (100). RNA circularization was mediated by RNA binding protein Quaking (QKI) via binding upstream and downstream of exons (101). Several RNA binding proteins, FUS, Adenosine Deaminases Acting on RNA (ADAR), QKI, and Muscleblind (MBL), were associated with splicing regulation, RNA editing, and circRNAs production (32, 62, 94, 102). RNA-binding protein Trinucleotide repeat-containing 6A was responsible for circ0006916 formation via binding to the flanked intron region of the cognate linear transcript of circ0006916 (63). The RNA-binding protein FUS controlled circRNA production by back-splicing reactions (103).

The back-splicing occurred at m6A-enriched sites in male germ cells, and these circRNAs encompassed the m6A-modified start codons in their junction sites in large ORFs (67). Increasing data showed that intronic repetitive elements, complementary sequences from different introns, and RNA-binding proteins play crucial roles in forming circRNAs based on the canonical spliceosomal machinery (102, 104–106). In addition, the functional 3’ end processing signal was reported to be responsible for the RNA circularization, indicating that circRNAs were likely to form post-transcriptionally (65). The variety of circRNAs formation and the alternative circularization of RNA sequences will broaden the posttranscriptional regulation of RNAs in different species.




Conclusions and Future Perspectives

The production of circRNA may be due to the fine regulation of the host cell to the genetic information of the virus so that its smaller genome carries more genetic information and regulates the immune system of the host cell or the life cycle of the virus to achieve mutual “reciprocity”. In the virally infected cells, viral circRNAs may be generated by the host cell machinery for its advantage or recruitment to suppress viral replication. Various viral circRNAs produced in the virus’s infected cells may have two-direction regulatory functions mediating the host or virus itself (Figure 5). Increasing functional viral circRNAs was confirmed, but there are still many mysteries about vcircRNA biogenesis.




Figure 5 | Viral circRNAs produced in the virus’s infected cells may have two-direction regulatory functions mediating the host or virus itself. The DNA viruses with coding regions (ORF) and noncoding regions and RNA viruses without noncoding regions among ORFs were selected to predict the production of viral circRNAs using different biogenesis. These viral circRNAs may have a variety of regulatory roles to host or the virus itself for fitness advantage to viruses.



Viruses invade host cells and release genetic material inside the cells. These genetic materials enter the nucleus for replication and proliferation. As the circRNA formation machinery is conservative in the cell, we can observe the existence of circRNA in lower animals to higher animals, which proves that the formation mechanism of circRNA is very conservative. The modification system may covalently modify the viral genetic material entering the nucleus in the host cell, such as m6A modification. Such modification will make the host immune system unable to distinguish whether it is its genetic material or foreign nucleic acid species, thus avoiding recognition by the innate immune system. The modified genetic species can be selectively spliced, recombined, and translated like the host genetic material. Another mechanism may be that foreign substances are circularized in host cells to reduce the levels of linear RNA and corresponding proteins, avoiding the stimulation of the innate immune system. Third, circularization may absorb more viral or host miRNAs that are not conducive to virus proliferation. Forth, the circularization of RNAs in host cells may reduce the immunogenicity of viral nucleic acid. Fifth, the circularization of RNAs may preserve the virus’s genetic material to facilitate reinfection or damage to the host (Figure 5).

As to these novel types of RNA molecules, more questions need to be answered:

	(1) Whether multiple circRNAs are produced simultaneously or followed with cognate linear RNA transcripts?

	(2) Can these circularizations of viral RNAs be inherited vertically in virally infected cells as regulatory elements to protect the host from reinfection?

	(3) Whether viral circRNAs formation strategy will be manipulated by the host to avoid the degradation of viral RNAs?

	(4) Whether these viral circRNAs are produced under certain circumstances, such as virus infection, different developmental stages, and other stimulates or other stimuli?

	(5) Whether multiple viral circRNAs produced in the virally cells have a competitive interaction with other RNA transcripts, such as non-coding RNA, small RNAs, and genes between viruses and hosts?

	(6) Whether the translation of viral circRNAs is the novel, unknown structural, and nonstructural proteins required for the viral life cycle?

	(7) Whether these circRNAs can form a circRNA subgenome of viruses?

	(8) Whether circRNAs are recruited by RNA binding proteins to form RNA virus replication regions?

	(9) Why so small a virus genome can produce so many circRNAs?

	(10) How do we balance the roles conducted by circRNAs and other non-coding RNAs or genes?

	(11) Whether some viral circRNAs are pro-virions (immature virions)?

	(12) Can some viral circRNAs fuse with the host or other viral circRNAs?
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Levels of neutralizing antibodies (NAb) after vaccine against coronavirus disease 2019 (COVID-19) can be detected using a variety of methods. A critical challenge is how to apply simple and accurate methods to assess vaccine effect. In a population inoculated with three doses of the inactivated Sinopharm/BBIBP vaccine, we assessed the performance of chemiluminescent immunoassay (CLIA) in its implementation to detect severe acute respiratory syndrome coronavirus-2 (SARS-CoV-2) specific antibodies, as well as the antibody kinetics of healthcare workers throughout the course of vaccination. The antibody levels of NAb, the receptor-binding-domain (RBD) antibodies and IgG peaked one month after the second and remained at a relatively high level for over three months after the booster injection, while IgM and IgA levels remained consistently low throughout the course of vaccination. The production of high-level neutralizing antibodies is more likely when the inoculation interval between the first two doses is within the range of one to two months, and that between the first and booster dose is within 230 days. CLIA showed excellent consistency and correlation between NAb, RBD, and IgG antibodies with the cytopathic effect (CPE) conventional virus neutralization test (VNT). Receiver operating characteristic (ROC) analysis revealed that the optimal cut-off levels of NAb, RBD and IgG were 61.77 AU/ml, 37.86 AU/ml and 4.64 AU/ml, with sensitivity of 0.833, 0.796 and 0.944, and specificity of 0.768, 0.750 and 0.625, respectively, which can be utilized as reliable indicators of COVID-19 vaccination immunity detection.
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Introduction

The SARS-CoV-2 is an extremely contagious virus that emerged unexpectedly in 2019 and remains to spread globally today (1). Spike protein (S), nucleocapsid protein (N), an envelope protein (E), and membrane protein (M) are the four structural proteins of the virus. The S protein contains different functional domains at the amino (S1) and carboxyl (S2) terminals, with S1 containing the RBD, which binds to the peptidase domain of angiotensin-converting enzyme 2 (ACE 2) to execute the first stage of infection. It is currently widely assumed that S protein, particularly S-RBD, can induce NAb (2).

Vaccination is widely acknowledged as the most effective strategy for preventing and controlling infectious diseases. Inactivated vaccinations, mRNA vaccines, and viral vaccines have all been widely utilized (3, 4). Furthermore, the inactivated vaccine has been widely used to prevent diseases caused by the influenza virus and poliovirus (5, 6), which has a high level of safety and immunogenicity. Studies have demonstrated that complete vaccination with an inactivated vaccine has been to protect against wild strains by up to 65.9% (7). Phase 1-2 clinical trials showed that the positive conversion rate of neutralizing antibodies in normal adults reached 100% 28 days after the first injection of BBIBP-CorV, and the level of neutralizing antibodies showed an upward trend within one month after the second dose (8). However, it is undeniable that its protective effect will gradually weaken over time (9), so the booster dose is essential. Prior research has indicated that neutralizing antibodies on the 14th day after the booster dose were significantly higher than those of the previous two doses (10). Meanwhile, data describing changes in antibody dynamics over time after vaccination began to emerge, but descriptions of the duration of immunity remained incomplete.

Changes in specific antibody levels (IgM, IgG, IgA) and neutralizing antibody (NAb) is not only associated with the diagnosis of the disease (11) but can also predict population immunity after vaccination (12). Currently, virus neutralization tests (VNTs) are utilized as the primary standard method for assessing neutralizing antibody levels (13), but due to their complex operations, high cost, and special facility requirements, pseudovirus neutralization tests (pVNTs) are served as substitutions for VNTs. However, neither of these two methodologies has received a widespread promotion, as the cost of performance for pVNTs is still too expensive, both in money and time, for ordinary clinics to afford (14). In contrast, CLIA provides high-throughput, rapid, and reproducible assays for neutralizing antibodies, as well as detecting trends and influencing variables in IgM, IgG, IgA, RBD, and neutralizing antibody levels after vaccination. As a result, the objective of this study is to investigate the changes in antibody levels after inactivated vaccine vaccination as well as evaluate the detection performance of CLIA, providing a valuable reference for vaccine development, drug therapy, epidemiology, and immune monitoring.



Materials and Methods


Study Subjects

Blood samples were taken from healthcare workers who had received inactivated vaccinations at the First Affiliated Hospital of Guangzhou Medical University between December 27, 2020 and January 13, 2022. The study protocol was approved by the Ethics Committee of the First Affiliated Hospital of Guangzhou Medical University (2021, No.31) and informed consent was obtained from each volunteer. The vaccine was inoculated three times, 0.5mL each, using Sinopharm/BBIBP (Beijing Bio-Institute of Biological Products Co., Ltd.) vaccine. The recommended interval between the first and second doses is 21-28 days, and the booster dose is recommended to be completed within 6 months of the first dose. Before the immunization (V1), the second dose (V2), 7 days after the second dose (V2+7), one month after the second dose (V2+30), and two months after the second dose (V2+60), 5 months after the second dose (V2+150), 14 days after the booster dose (180 V3+14), one month after the booster dose (180 V3+30) and three months after the booster dose (180 V3+90), a total of nine time points were followed up and samples were collected. After standing for two hours, all the whole blood samples were separated at 1600 rpm/s for 10min under sterile conditions and stored at -80°C. Serum samples were used for VNTs, while plasma samples were used for CLIA and pVNT. All plasma samples were mixed by freeze-thawing before detection, and the supernatant was obtained for detection after 10000 rpm/s within 10 min.

Inclusion criteria: healthy healthcare workers who signed an informed consent form, all volunteers had a negative nucleic acid test during the monitoring period and had no contact history with suspected or confirmed cases of COVID-19. Exclusion criteria: severe allergic reactions to previous vaccinations or allergic reactions to active ingredients, inactive ingredients or substances used in the preparation of vaccines contained in the new crown vaccine, and allergic reactions after the first dose; patients with severe chronic diseases or in the acute exacerbation stage of chronic diseases; patients with platelet dysfunction or bleeding disorder; patients with severe immunodeficiency diseases, liver and kidney diseases, malignant tumors, etc.; in the period of other vaccinations.



CPE Neutralization Test Based on SARS-CoV-2 Live Virus Cells

All serum samples were labeled and inactivated at 56°C for 30 minutes before being examined. 180 μl of maintenance solution was added to each well on a 96-well plate. 60 μl of the heat-inactivated serum was added to the first well, then 60 μl of the diluted serum was transferred to the next row and mixed evenly. 1:4 gradient dilution was performed 5 times, and the excess 60 μl of liquid was discarded from the last row.

125 μl of each dilution was transferred to a separate 96-well plate. The SARS-CoV-2 virus was diluted to 100 TCID50/50 μl using Dulbecco’s Modified Eagle’s culture medium (DMEM) +2% fetal bovine serum (FBS). The diluted virus was added at a ratio of 1:1 (V/V), then the virus was placed in an incubator with 5% CO2 at 36°C for 2 hours after being shaken evenly and gently once after culture for 1.5 hours. VeroE6 cells were inoculated at a density of 1×104~2×104 cells per well into 96-well plates. After neutralization, 100 μl of VeroE6 cells were added to the cell hole and cultured in a 36°C incubator with 5% CO2. CPE in each well was recorded on days 5-8 when complete lesions formed in the 100 TCID50 antigen control, with the results monitored every day. The SARS-CoV-2 neutralizing antibody titer of the serum is the reciprocal of the maximum serum dilution that can protect 50% of cell wells from CPE.



Neutralization Test Based on SARS-COV-2 Pseudovirus

To manufacture SARS-CoV-2 pseudovirus, the SARS-CoV-2 spike expression plasmid was cotransfected into HEK-293t cells with an HIV-1 backbone vector containing a luciferase reporter gene. The virus was diluted to 1-2 × 104 TCID50/ml in DMEM medium containing 10% FBS serum. The plasma after heat extinguishment was diluted 20 times with DMEM medium and filtered via a 0.22 μm filter membrane. Diluted 30 times in the first well, mixed evenly, then diluted three times in six gradients, and discard the excess 50 μl in the last row. Incubate at 37°C for one hour with 50 μl of diluted virus in each well. Add 50 μl 293-ACE2 with a density of 0.4 × 106 cells/ml to each well, culture at 37°C with 5% CO2 for 48 h, then take out the 96-well whiteboard, equilibrate to room temperature, suck out 100 μl medium from the well plate, add 100 μl Bio-Lite reporter reagent after equilibrating to room temperature. The plate was shaken for 2 min and placed at room temperature for 5 min. The relative light unit (RLU) was detected by a microplate reader.



Chemiluminescence Immunoassay

The SARS-CoV-2 NAb testing employs CLIA (competitive method). The detection principle utilizes the idea that the NAb of SARS-CoV-2 will impede ACE2’s particular binding to RBD. Magnetic particles were coated with recombinant ACE2 antigen and labeled with recombinant RBD antigen by horseradish peroxidase. The RBD antigen, which was not neutralized by antibodies, formed a complex with ACE2 on magnetic particles. These complexes catalyze the emission of photons from luminous substrates, the intensity of which is inversely proportional to the concentration of the antibody. When the concentration value of the sample is less than 30.00 AU/ml, it is regarded as positive for neutralizing antibodies of wild strain. When a sample’s concentration value is less than 30.00 AU/ml, it is regarded as negative.

The capture method was used to detect SARS-CoV-2 IgM, anti-human IGM was coated with magnetic particles, and horseradish-peroxidase-labeled SARS-CoV-2 antigen to prepare enzyme conjugate. SARS-CoV-2 IgG and IgA were detected by indirect method, using SARS-CoV-2 antigen-coated with magnetic particles and horseradish-peroxidase-labeled anti-human IgG/IgA antibody to form solid-phase antigen-IgG/IgA antibody-conjugated secondary antibody complex. The sandwich method was used to detect anti-SARS-CoV-2 RBD antibody, using SARS-CoV-2 RBD antigen coated with magnetic particles, and horseradish-peroxidase-labeled SARS-CoV-2 RBD antigen to form solid-phase SARS-CoV-2 RBD antigen-specific antibody-enzyme conjugate antigen complex. These complexes catalyze the emission of photons from luminous substrates, whose intensity is proportional to antibody concentration. The manufacturer-defined positive threshold for IgM, IgG, and IgA were all 1 AU/ml, while the positive threshold for RBD was 8 AU/ml. Autolumo A2000 PLUS Automatic Chemiluminescence immunoassay (Autobio Diagnostics Co., Ltd.) was used as a matching instrument for the above reagents.



Statistical Analysis

SPSS 25.0 was used for analysis. The Mann-Whitney U test was used to assess the measurement data between the two groups, and median and quartile distance were used to describe them. The Spearman correlation analysis was used to analyze correlation between two groups. P ≤ 0.05 was considered statistically significant. Graph Pad Prism 8.0 (La Jolla, USA) was used to plot the results.




Results


Baseline Data

187 participants were recruited from the First Affiliated Hospital of Guangzhou Medical University, with none having a prior history of COVID-19 and were negative for SARS-COV-2 nucleic acid tests, due to the Zero-COVID strategy employed in China (15). The basic information of participants is shown in Table 1, which includes 39 males and 148 females, with a male to female ratio of 1:3.79. The participants ranged in age from 20 to 58 years old, with an average age of 37.1 years. Blood samples were obtained at various time intervals to monitor the dynamic changes in antibody levels in individuals, as depicted in Figure 1 and Supplementary Table 1.


Table 1 | Baseline characteristics.






Figure 1 | Group entry process and time interval. V1: first injection (before immunization). V2: second injection. V2+7: seven days after the second injection. V2+30: one month after the second injection. V2+60: two months after the second injection. V2+150: five months after the second injection. 180 V3+14: 14 days after booster injection. 180 V3+30: one month after booster injection. 180 V3+90: three months after booster injection.





Plasma Antibody Kinetics Throughout BBIBP Vaccination

CLIA was used to examine the development of IgG, IgA, IgM, RBD, and NAb antibodies during immunization (Figure 2). We found that NAb, RBD and IgG had a consistent trend of change, and the antibody level showed an increasing trend after the first dose, and further increased after the second dose and reached the highest level (peak) one month after the second dose, then slowly decreased. The levels of NAb, RBD and IgG antibodies were further increased after the booster dose and the antibody levels were significantly decreased but remained high three months after the booster dose, even the antibody levels of RBD were significantly higher than one month after the second dose (P<0.05). However, IgA and IgM also reached their peak one month after the second injection. Although IgA and IgM levels were significantly increased after the booster injection, the peak antibody level was significantly lower than that one month after the second dose (P<0.05). We also looked at age (20-29, 30-39, 40-49 and ≥50 years old) and gender groups, the results showed that there was no significant difference in the trend of antibody levels among different ages and genders (Supplementary Figures 1, 2).




Figure 2 | Antibody titer levels at different time points during vaccination. (A) NAb antibody level. (B) RBD antibody level. (C) IgG antibody level. (D) IgM antibody level. (E) IgA antibody level. Red lines: median titer. Dotted lines: manufacturer-defined positive threshold values. *P ≤ 0.05. **P ≤ 0.01. ***P ≤ 0.001. ****P ≤ 0.0001 (Mann-Whitney U test).



A total of 37 volunteers, with a male to female ratio of 1:2.7 and an average age of 39.08 ± 8.44, were selected for continuous follow-up at six main time points: V1, V2+30, V2+60, V2+150,180 V3+30 and 180 V3+90 and the dynamic changes of their antibody levels were analyzed. Compared with one month after the second injection, NAb, RBD and IgG antibody titer levels were 3.8, 5 and 8.2 times lower at 5 months after the second dose (Figures 3A–C), but increased by 4.7, 7.6 and 2 times on one month after the booster dose. Compared with one month after the booster injection, the median level of NAb, RBD and IgG antibodies decreased by 2.8 times, 1.8 times and 2 times three months after the booster dose. Despite the fact that antibody levels were much lower three months after the booster dose, the median NAb and RBD antibody titer levels were still 1.6 and 4.1 times higher than they were one month after the second dose. Meanwhile, we observed that one month after the second dose, the peaks of IgM and IgA antibody titer levels were attained (Figures 3D, E) but the booster dose did not significantly increase their titer levels.




Figure 3 | Kinetics of antibody levels for sequential samples. (A) NAb antibody. (B) RBD antibody. (C) IgG antibody. (D) IgM antibody. (E) IgA antibody.





Effects of Different Inoculation Intervals on Antibody Levels

Vaccine administration at regular intervals is difficult in the actual world. As a result, the time interval between the first dose and the second dose is wide in actuality. The currently recommended time interval for inactivated vaccinations is one month, with 30 days serving as the dividing line. The longer the interval between the first and second doses (25-57 days in this study), the higher the NAb titer levels produced (Figure 4A). The interval between the first and booster doses in our study was 200-276 days. NAb titer levels after the booster injection were compared at the median level of 230 days as the dividing line. It was discovered that a longer time interval did not increase the antibody level after three doses, but rather had a declining tendency (Figure 4B).




Figure 4 | Effects of different inoculation intervals on antibody levels. (A) The relationship between NAb titer level and the time interval for the first two injections. (B) The relationship between NAb titer level and the time interval for the first and booster injection. >30: the interval between the first two injections is longer than or equal to 30 days. <30: the interval between the first two injections is less than 30 days. >230: the interval between the first and booster injection is longer than or equal to 230 days. <230: the interval between the first and booster injection is less than 230 days. **P ≤ 0.01 (Mann-Whitney U test).





Performance Verification of Neutralizing Antibody Detection by Chemiluminescence Immunoassay

We validated neutralizing antibody levels using VNT and pVNT in addition to the CLIA. The trends of NAb, RBD and IgG antibodies were consistent with those of VNT titers, and the first peak of antibody levels appeared one month after the second injection (Figure 5A). In order to perform comparison between the CLIA, VNT and pVNT methods, we analyzed 111 samples during follow-up that were simultaneously detected with all three methods and found that the NAb, RBD and IgG antibodies have strong correlations with VNT titers (Figure 5B), with correlation coefficients of 0.72, 0.64 and 0.63, respectively. On the other hand, the correlation between pVNT and VNT results have a weak correlation, having a correlation coefficient of only 0.30.




Figure 5 | Correlation analysis of CLIA, VNT and pVNT antibody detection. (A) Trend of VNT titer over time. (B) Correlation between neutralizing antibodies detected by VNT and pVNT and NAb, RBD and IgG antibodies detected by CLIA. r: Spearman correlation coefficient. **P ≤ 0.01. ****P ≤ 0.0001 (Mann-Whitney U test).



Then, using VNT titers as the standard, the optimal cut-off values of NAb, RRD, IgG and pVNT titers by receiver operating characteristic (ROC) curve were calculated to be 61.77 AU/mL, 37.86 AU/mL, 4.64 AU/mL and 182 (ID50), respectively (Table 2). The area under curve (AUC) were 0.875, 0.855, 0.852, and 0.681, respectively. At this cut-off value, NAb, RBD and IgG all had good detection performance and were superior to pVNT methodology (Figure 6 and Table 2).


Table 2 | Optimal cut-off values.






Figure 6 | Receiver operating curve (ROC).






Discussion

Since the prevalence of COVID-19 from early 2020 to the present, vaccines are considered the primary way to defend against the viruses. As a result, various types of vaccines swiftly enter the clinic and are widely administered, such as inactivated virus vaccines, mRNA vaccines encoding the spike protein of SARS-CoV-2, and viral vector-based vaccines (e.g. adenovirus). The inactivated vaccine is undoubtedly the earliest and most widely used vaccine in China. The two whole virus inactivated vaccines provided 72.8% and 78.1% protection in clinical studies of healthy individuals injected with domestic inactivated vaccines (16). Although the protection rate is lower than that of some RNA and adenovirus vaccines (17, 18), the advantages of inactivated vaccines in large-scale and diverse populations are determined by their superior safety and immunogenicity.

The neutralizing antibody is undoubtedly the best choice for monitoring vaccine protection, and their detection results are subject to VNT and pVNT. However, the complexity of the procedure and the length of time it takes to complete limit its widespread application (14). Relatively, CLIA is a rapid and stable method, which is widely used in the early stage of COVID-19 outbreak (19). The combination of IgG and IgM detection is crucial in the diagnosis of COVID-19. In addition, the CLIA also provides the possibility to replace the conventional standard method in the monitoring of the immune effect of vaccines (20, 21). CLIA was primarily used in our study to detect changes in various antibody levels after inactivated vaccine inoculation. According to our comparison, the variation trend of VNT and pVNT was consistent with the results of NAb, RBD and IgG detected by the CLIA, and there was a significant association between NAb, RBD and IgG and VNT results. In comparison to VNT, NAb detection has a sensitivity of up to 63%, but its specificity is low. ROC curves were used to determine the optimal thresholds for NAb, RBD, IgG and pVNT and they were 61.77 AU/ml, 37.86 AU/ml, 4.64 AU/ml and 182 (ID50). The sensitivity was 0.833, 0.796, 0.944, and 0.778 under the cutoff value, while the specificity was 0.768, 0.750, 0.625, and 0.589. According to studies, the sensitivity of NAb, RBD, and IgG antibody detection by CLIA is no less than pVNT, and the specificity is even better. In general, CLIA can be used as a reliable indicator of vaccine immunity detection.

The dynamic variations in antibody levels after vaccination are critical for monitoring population immunity and preventing viral infection. The trajectory of antibody alterations in the population revealed that the highest antibody level peaked in the first month after the second dose. Related studies have found that antibodies generated by the inactivated vaccine can still be detected in humans up to month 6 after the second dose (22). We also discovered that NAb detection could still be positive in some populations five months after the second dose. Compared to one month after the second dose, NAb, RBD, and IgG antibody titer levels declined approximately 3.8, 5, and 8.2 times, respectively, whereas IgA and IgM antibody levels reduced around 9 times. Similar to inactivated vaccine antibody levels, BNT162b2 (Pfizer-BioNTech) vaccine antibody levels peaked one month after vaccination (23), while mRNA-1273 peaked around 2 weeks after the second dose and subsequently decreased (24). At 6 months after the second dose, antibody levels of the BNT162b2 vaccine were approximately 2-fold lower (23) and neutralizing antibody levels of mRNA-1273 were approximately 4-fold lower (24). However, due to the heterogeneity of the antibody neutralization analysis, it is difficult to directly compare these estimates with the results of this study. A month after a booster injection, the antibody levels began to decline significantly. At three months after the booster dose, median levels of NAb, RBD, and IgG antibodies were 2.8, 1.8 and 2 times lower than the first month after the booster. However, the median levels of NAb and RBD antibodies in the third month after the booster dose were still 1.6 times and 4.1 times higher than those in the first month after the second dose, while the levels of IgA and IgM antibodies were about 1/7 of those in the first month after the second dose. In conclusion, NAb, RBD and IgG antibody levels were significantly decreased by the third dose of the vaccine. It has remained at a high level for three months, which is higher than the first month after the second dose.

In our study, the levels of IgA and IgM were consistently low, and their antibody levels were not further boosted by the booster vaccination. The researchers discovered that detectable IgM levels were typically lower after vaccination and lasted for a shorter period of time, as a result, IgM may be of minor consequence in viral neutralization in vivo (25, 26). Mucosal immunity is a critical aspect in preventing and resisting infection in SARS-CoV-2, which is a respiratory transmission virus (27). Plasma IgA levels not only correlate with mucosal IgA levels (28) but also exhibit a higher neutralization capacity early in infection (29, 30). Only 1.7 percent of participants remained IgA negative against S1 in the first month after the second dose in related investigations using mRNA vaccine (31), which was significantly higher than the IgA positive rate induced by inactivated vaccination. Furthermore, we discovered that IgA and IgG had identical induction kinetics and times to peak levels during the first two doses vaccinations (32). We further observed that the booster dose vaccination does not further improve the level of IgA. Moreover, relevant investigations revealed that the development of specific antibody IgA occurred earlier than IgG after inactivated vaccine immunization (33). However, we did not observe this trend due to the low levels of IgA in plasma or discrepancies in methodological detection.

Vaccine effectiveness is affected by a variety of elements, including the underlying disease of the vaccinee, age, gender, and the time interval between vaccine booster doses (22, 28, 34–36). Previous research has demonstrated that underlying illnesses can alter antibody levels before immunization (28, 35, 36). Male populations beyond the age of 65 will have significantly lower levels of antibodies (22, 36). The longer the time interval between the first and second dose, the more favorable is the production of high levels of antibodies (7). Our study found that there was no significant difference in the trend of antibody change in people under 58 years old, and gender was not related to the change in antibody level. We also discovered that a time interval of one to two months between the first and second doses, while less than 230 days between the first and booster doses were more conducive to the production of high levels of neutralizing antibodies in our study. Our research involved a group of healthcare workers, among this cohort contains a higher proportion of women, most of whom are healthy and young, therefore the study group does not represent the general public. However, this cohort is a highly exposed and high-risk population, and assessing their vaccination protection is clinically meaningful.

In conclusion, our study found that chemiluminescence NAb, RBD and IgG antibodies can be reliable indicators for vaccine immunity detection. People who received three doses of inactivated vaccine declined after peaking one month after the second dose, and antibody levels persisted at higher levels for more than three months after the booster dose. Furthermore, the optimal interval for the second dose is one to two months, while the optimal interval for the booster dose is 230 days.
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Duck plague virus (DPV), a member of the alphaherpesvirus subfamily, can cause severe damage and immunosuppression in ducks and geese in China. Since lacking an available cell model, the antiviral signal transduction pathways induction and regulation mechanisms related to DPV infection in duck cells are still enigmatic. Our previous study developed a monocyte/macrophages cell model, which has been applied to study innate immunity with DPV. In the present study, we compared and analyzed transcriptome associated with the DPV infection of CHv (virulent strain) and CHa (avirulent strain) at 48hpi based on the duck monocyte/macrophages cell model and RNA-seq technology. Differentially expressed genes (DEGs) analysis showed 2,909 and 2,438 genes altered in CHv and CHa infected cells compared with control cells. Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway enrichment analysis showed that the DEGs were mainly involved in biological processes such as metabolic pathways, viral infectious diseases, immune system, and signal transduction. The CHv and CHa virus differentially regulated MAPK, NF-κB, and IFN signaling pathways based on transcriptome sequencing data and RT-qPCR results. The JNK inhibitor SP600125 enhanced the IFN signaling, but potentially reduced the VSV and DPV titers in the cell culture supernatant, indicating that JNK negatively regulates the IFN pathway and the inflammatory pathway to promote virus proliferation. The research results may provide promising information to understand the pathogenesis of DPV and provide a novel mechanism by which DPV modulates antiviral signaling and facilitate virus proliferation through hijacking the JNK pathway, which provides a new means for the prevention and control of DPV infection.




Keywords: duck plague virus, duck monocytes/macrophages, RNA-seq, signal transduction pathway, JNK signaling pathway



Introduction

Duck plague (also known as duck viral enteritis) was initially identified in 1957 in China by Yinxian Huang and is now prevalent in many duck-raising places worldwide (1). Duck plague is an acute, contagious, septic infectious disease among waterfowl (ducks, geese, swans of all ages and species) with high morbidity and mortality, and is a major hazard to the waterfowl industry (2). The DP causative agent, duck plague virus (DPV) or duck enteritis virus (DEV), is a member of the subfamily Alphaherpesviruses, whose genome consists of a linear double-stranded DNA, including a unique long region (UL), a unique short region (US), terminal short repeats (TR) and internal short repeats (IR), forming the genomic structure of UL-IRS-US-TRS (3). DPV Chinese virulent (CH virulent, CHv) strain, isolated from dead infected ducks in China, is highly pathogenic and could cause massive spotting hemorrhages in parenchymal organs, lymphoid and digestive tract, resulting in massive mortality of ducks (4–6). Immunization with DPV attenuated strain (CHa) is one of the most effective measures to control DP (7). Studies on DPV have been carried out for many years. However, the signaling pathways and antiviral mechanisms related to the infection of host cells by CHv strain and CHa strain are still unclear.

Cell signal transduction pathways regulate cell growth, cell survival, apoptosis, and immune responses. Mitogen-activated protein kinase (MAPK) cascades are crucial intracellular signaling pathways and transmit signals from the cell membrane to the nucleus, which is activated by a series of extracellular and intracellular stimuli, including growth factors, virus infection, bacterial complexes, cytokines, and various cellular stressors (8–10). MAPKs are involved in the cell survival stage, regulating intracellular metabolism, cell differentiation, gene expression, and integral activities in diverse cellular processes (11, 12). MAPK kinase kinases (MKKKs) activate MAPK kinases (MKKs) which in turn activate and phosphorylate MAPKs (13). Three major groups in the MAPKs cascades, such as p38, extracellular signal-regulated protein kinases (ERK), and c-Jun N-terminal kinases (JNK, also called stress-activated protein kinase/SAPK) (14).

Viruses can resort to modulating and hijacking the cellular signaling transduction pathways for efficient replication (15). For instance, HSV-1 infection stimulated PI3K/AKT and ERK MAPK signaling pathways that in turn contributed to KSHV reactivation (16); ERK activation mediated by KSHV virion enhances viral gene expression (17); HCV infection triggers TAB1-dependent p38 activation, which in turn phosphorylates the HCV core protein to promote HCV replication (18); FMDV infection induces the activation of MAPK signaling cascades, and inhibition of MAPK signaling pathway by MAPK pathway-specific inhibitor U1026 significantly impaired FMDV replication (19). However, little is known about the role of the MAPK signal pathway in DPV pathogenesis in duck cells.

In the present study, we applied the RNA-Seq method to analyze and compare the gene expression patterns in duck monocytes/macrophages infected by CHv strain and CHa strain at the late infection phase. The DEGs were mainly involved in biological processes such as metabolic pathways, viral infectious diseases, immune system, and signal transduction. We found that the MAPK inflammatory signaling pathway was significantly activated by CHv strain and CHa strain. Unexpectedly, the JNK inhibitor SP600125 significantly enhanced the IFN signaling under VSV and DPV infection, but potentially inhibited the replication of VSV and DPV, indicating that JNK negatively regulates the IFN pathway and the inflammatory pathway to promote virus proliferation. Our data suggested that JNK signaling is a promising target for DPV control. These results may provide information that will increase our understanding of DPV pathogenesis and the mechanisms underlying virus-host interactions.



Materials and Methods


Ethics Statement

All animal experiments were performed following approved guidelines. One-month-old Peking ducklings were conducted from a DPV-free farm, where vaccination against DPV was not implemented. All the ducks were housed in the animal facility at Sichuan Agricultural University in Chengdu, China. This study was approved by the Experimental Procedures and Animal Welfare Committee of Sichuan Agricultural University (approval permit number SYXK 2019-187).



Cells, Virus Stains, and Reagents

Duck embryo fibroblast (DEF) cells were obtained from 9-day-old duck embryos. DEF and baby hamster kidney (BHK21) cells were cultured in Dulbecco’s Modified Eagle Medium (DMEM) (Gibco Life Technologies, Shanghai, China) supplemented with 10% fetal bovine serum(FBS; Gibco, USA)and 1% penicillin-streptomycin. Duck monocytes/macrophages were isolated, cultured, and identified as described earlier (20). Briefly, duck PBMCs were isolated using the Duck Leukocyte Isolation Kit (TBD science, Tianjin, China), plated on cell culture plates for 2 h, washed three times with PBS to remove non-adherent cells, and cells were digested with trypsin for cell counting. Duck monocyte-derived macrophages were differentiated from adherent monocytes in RPMI 1640 medium supplemented with l -glutamine (2 mM), sodium pyruvate (1 mM), 10% heat-inactivated fetal bovine serum, 1% penicillin-streptomycin and 50 ng/ml human M-CSF (Novo protein, Shanghai, China). The medium was changed every two days and the duck macrophages formed a monolayer on day 7. All cells were incubated at 37°C in a 5% CO2 humidified incubator.

Highly virulence DPV CHv strain, attenuated modified vaccine DPV CHa strain and the recombinant VSV strain harboring GFP (VSV-GFP) were obtained from the Key Laboratory of Animal Disease and Human Health of Sichuan Province. DPV strains were propagated and titrated on DEFs. VSV-GFP was propagated and titrated on BHK21.

SP600125 (c-Jun NH2-terminal kinase [JNK] inhibitor, purity 99.55%), LY3214996(extracellular signal-regulated kinase [ERK] inhibitor, purity 99.85%), TAK-715 (p38 inhibitor, purity 99.89%), BAY-11-7802 (NF-kB inhibitor, purity 99.98%), and Ruxolitinib (interferon receptor inhibitor) were purchased from MedChemExpress (Monmouth Junction, NJ). All inhibitors were diluted in dimethyl sulfoxide (DMSO).



RNA Extraction, Library Construction and Illumina Sequencing

Total RNA was extracted from samples stored in the RNAstore using TRIzol reagent (Invitrogen Corporation, Carlsbad, CA, USA) following the manufacturer’s protocol. Total RNA was characterized and quantified using a Nano Drop and Agilent 2100 bioanalyzer (Thermo Fisher Scientific, MA, USA). Oligo (dT)-adhered magnetic beads were used to purify mRNA, and then fragmented with fragment buffer. cDNA was synthesized using the fragmented mRNA as a template, and the A-Tailing mix was added after repairing the end and connected with the RNA Index Adapters to construct the final library. Then the library was sequenced on the BGIseq500 platform (BGI-Shenzhen, China) to obtain 100 base paired-end reads.



GO and KEGG Enrichment Analysis

All DEGs were annotated with GO and KEGG analysis. Gene ontology (GO) enrichment analysis of differentially expressed genes was implemented by the GOseq R package, in which gene length bias was corrected. KEGG is a database for understanding systematic gene function analysis and genomic information. The significant levels of terms and pathways were selected with a P-value of less than 0.05.



Real-Time Quantitative PCR

Isolation of total RNA from cells at different time points using Trizol reagent. All RNA samples’ purity was detected by analyzing the A260/A280 ration using a Nano drop ND-1000spectrophotometer (Nano drop Technologies), which was expected to be 1.8~2.0. Total RNAs were reverse transcribed into cDNA with the ReverTra Ace qPCR RT Kit (Toyobo, Osaka, Japan); RT-qPCR was performed primarily according to a previous method (21). Target genes were detected using the previously described primers. All reactions were performed in triplicate and in at least three independent experiments. The relative levels of gene expression were determined with the 2−ΔCt method. All primer sequences are listed in Table 1.


Table 1 | Primers for RT-qPCR analysis of gene expression.





Virus Infection and Determination of Fluorescence Formation Units and Tissue Culture Infectious Dose 50

The required dose of virus was diluted in the medium used to culture the various cell types for viral infection. The culture medium was removed after incubation for 1 h at 37°C in 5% CO2. The cells were washed twice with PBS and then maintained in the corresponding medium containing 1% FBS and 1% penicillin-streptomycin. The culture supernatant of virus-infected cells was collected and titrated to determine the tissue culture infectious dose 50 (TCID50) on DEFs for DPV, or FFU on BHK21 for VSV-GFP.



Cytotoxicity Assay

DEF cells were treated with different concentrations of each inhibitor or the solvent DMSO for 24 h and the cell viability of DEF cells was determined with a Cell Titer 96 Non-Radioactive Cell Proliferation Assay kit (MTT, Promega Corp., Madison, WI).



Antiviral Activity Assay

Cells were first treated with different concentrations of the inhibitors SP600125 (10 μmol/mL), LY3214996 (5 μmol/mL), TAK-715 (5 μmol/mL), BAY-117082 (5 μmol/mL), and Ruxolitinib (10 μmol/mL) at 37°C for 1 h, the cells were washed three times with PBS. The same doses of viruses DPV (CHv strain), DPV (CHa strain) or VSV-GFP were incubated with cells at 37°C for 1h, washed three times with PBS, and then treated with different concentrations of inhibitors SP600125, LY3214996, TAK -715, BAY-117082. Cell supernatants were collected for TCID50 or FFU assay. GFP expression was detected under fluorescence microscopy to observe VSV-GFP and DPV virus plaque formation.



Statistical Analysis

Data are expressed as the mean and standard error of the mean (SEM), and the significance of differences between groups was evaluated using the students’ t-test or one-way analysis of variance followed by Tukey’s post-hoc test. Results with *P < 0.05, **P < 0.01, ***P < 0.001, and ****P < 0.0001 were considered to be statistically significant.




Results


Significantly Differentially Expressed Genes After CHv and CHa Infection

The second-generation sequencing RNA-seq has been widely used in oncology, immunology, and cell biology in recent years (22, 23). To clarify the differences in gene expression in the duck immune cells, we applied the RNA-seq transcriptome sequencing technology to analyze the gene expression differences in the duck monocytes/macrophages cell model infected with DPV CHv strain or CHa strain at 48 hpi.

611 million read number or read counts were generated from nine samples. To ensure ideal results for subsequent genomic mapping and differential gene change analysis, raw reads were filtered to remove low-quality data, resulting in a total of 574 million (574 660 000) clean reads, achieving high-quality eukaryotic transcriptome reconstructions of the standard, an average of 53.13% of which mapped to the duck reference genome (Table 2). The raw sequencing data of the control group, CHv infected group and CHa infection group have been deposited into the Short Reads Archive (SRA) database under the accession numbers, SRR18825687, SRR18825689 and SRR18825688, respectively.


Table 2 | The number of reads of all bases detected using RNA-seq in DPV-infected and control cells.



The heat map visually compares the overall level of differential expression genes (DEGs), as shown in Figure 1A, the regulation of gene expression was at a completely different level in the CHv strain infection, CHa strain infection, or control groups. By Venn analysis the DEGs were further divided into three main parts (Figure 1B). There are 1438 DE genes in the green part representing the number of genes expressed only in CHv infected cells, while the red part has 967 DEGs that are expressed only in CHa infected cells. Compared with the control group, the intersection part with 1471 DE genes was co-expressed in CHv and CHa infected groups.




Figure 1 | Transcriptome data profile generated by BGIseq-500 platform and differential expression analysis. (A) Heat map analysis is used to classify gene expression patterns at 48 hpi. Genes with similar expression patterns were clustered, as shown in the heat map. To intensity of the color indicates gene expression levels that were normalized according to log10 (FPKM + 1) values. Red represents high expression level genes and blue represents low expression level genes. (B) Venn diagram displaying a global view of the numbers of differentially expressed genes. The overlap of differentially expressed genes at 48hpi Mock vs. CHa and Mock vs. CHv. The numbers in the diagram indicate gene numbers and refer to each comparison. (C) Histogram showing screened differentially expressed genes.



To comprehensively understand the changes in gene expression between different treatment groups, we performed three pairwise comparisons (Mock vs. CHa, Mock vs. CHv, CHv vs. CHa). DEGs were identified by p-value < 0.05 (Figure 1C). There were 2,438 DEGs significantly differentially expressed in Mock vs. CHa, which include 2,239 up-regulated genes and 199 down-regulated genes. Among 2,909 DEGs in Mock vs. CHv group, the up-regulated genes were 2,468 and the down-regulated genes were 441. Moreover, there were 1,399 DEGs in CHv vs. CHa group, among which 858 were up-regulated genes and 541 were downregulated genes. At 48 hpi, DEGs were associated with innate immune and inflammatory responses and may play an important role in the host’s defense response to DPV infection. Furthermore, these results cluster the samples by differential processing and are visible by constructing volcano plots of DEGs.



Analysis of GO Annotation and KEGG Pathway

To confirm which biological processes were involved in DPV infection and those that were unidentified previously, the collected DEGs were categorized into three functional groups according to Gene Ontology (GO): Cellular Composition (CC), Molecular Function (MF) and Biological Process (BP). The GO analysis and enrichment results of the transcripts from the 3 groups were similar (Supplementary Figures S1A–C). To select useful genes for further exploration, 30 significant GO terms were listed (Figures 2A– C). Functional analysis showed that the top three important GO terms for DEGs expressed in CHa strain infected at 48hpi were intrinsic component of membrane, stimulus responsiveness, and molecular function regulator; The top three important GO terms of DEGs expressed in CHv infected were membrane part, an integral component of the membrane and intrinsic component of membrane. The top three important GO terms for DEGs expressed in both the CHa infected group and the CHv infected group were stimulus responsiveness, integral membrane component, and intrinsic membrane component.




Figure 2 | Top 20 Gene ontology (GO) terms of DEGs expressed in DPV CHv or CHa infected MM cells. The top 20 GO terms were selected according to p -value < 0.05. (A) Mock and CHa. (B) Mock and CHv. (C) CHa and CHv.



The KEGG database is used for pathway-based classification of orthologous genes, providing useful information for predicting genes’ biological processes and phenotypic characteristics (24). The KEGG database was used to map DEGs to reference canonical signaling pathways in monocytes/macrophages after infection with DPV strains. The results showed that DEGs were mainly related to metabolism, viral infectious diseases, endocrine system, immune system, transcription, replication repair, and signaling transduction (Supplementary Figures S2A–C).

Next, to deeply investigate the functions of these DEGs, KEGG pathway/enrichment analysis was performed. As shown in Figures 3A–C, the top 20 enriched KEGG pathways are listed based on P<0.05. The DEGs identified in the uninfected and DPV CHa strain-infected groups were mainly involved in cytokine-cytokine receptor interaction, Toll-like receptor signaling pathway, inflammatory bowel disease, and TNF signaling pathway. The DEGs identified in the uninfected and DPV CHv-infected groups mainly involved interactions between neuroactive ligands and receptors, protein digestion and absorption, interactions between cytokines and cytokine receptors, and interactions between ECM and receptors. However, the DEGs identified in CHa and CHv infection groups mainly involved cytokine-cytokine receptor interaction, PI3K-AKT pathway, ECM-receptor interaction, and JAK-STAT signaling pathway. Here, we listed the signaling pathways associated with infection with DPV in the transcriptome of duck monocyte/macrophage cell models (Table 3). We found that DPV virus-infected cells significantly activated MAPK and NF-kappa B signaling pathways in host cells. This finding suggests that viruses and host cells utilize different strategies that may be involved in DPV infection-induced pathogenesis.




Figure 3 | Top 20 KEGG pathways in DPV CHv or CHa infected MM cells. (A) KEGG pathways of Mock vs. CHa. (B) KEGG pathways of Mock vs. CHv. (C) KEGG pathways of CHa vs. CHv.




Table 3 | Associated with signal transduction in the transcriptome of duck monocytes or macrophages infected with DPV at 48hpi.





Viruses Induced the Expression of Cytokine in Host Cells

It was reported that cytokines are key modulators of inflammation, participating in acute and chronic inflammation via a complex and sometimes seemingly contradictory network of interactions (25). To determine whether DPV infection induces cytokine expression in host cells, we infected duck monocyte/macrophage cells with CHa virulent strain at 5 MOI and examined the mRNA expression of IL-1β, IL-6, CCL21, IFN-β, MX, and OASL at 24 hpi. We found the expression of inflammatory cytokines IL-1β, IL-6, CCL21, type I interferon β (IFN-β), and interferon-stimulated genes (ISGs) MX and OASL were upregulated in CHa strain infected monocyte/macrophage cells (Figure 4D). Vesicular stomatitis virus (VSV) is a prototypical enveloped animal virus that has been widely explored as a virus model to assess the antiviral activity of IFN due to its broad host range and robust replication properties in a variety of mammalian and insect cells (26). Here, we found that the expression of IL-1β, IFN-β and OASL was significantly induced in VSV infected monocytes/macrophage cells (Figure 4B). In addition, similar results were obtained when duck embryo fibroblasts (DEFs) were infected with CHa strain or VSV at the 5 MOI (Figures 4A, C). These results demonstrated that CHa induces the production of inflammatory cytokines, type I interferons, and ISGs in duck cells.




Figure 4 | VSV and DPV CHa strain-induced IFN, ISGs and cytokines in duck DEF and MM cells. DEF cells were infected with VSV (A) or DPV CHa strain (C) at 5 MOI for 24 h. MM cells were infected with VSV (B) or DPV CHa strain (D) at 5 MOI for 24 h. The expression level of IL-1β, IL-6, CCL21, IFN-β, MX and OASL were tested using RT-qPCR 24 h post-treatment. The relative expression was presented as fold changes compared to mock treatment. “*” was considered significant difference (p < 0.05); “**” was considered highly significant difference (p < 0.01); “***” was considered highly significant difference (p < 0.001); “****” was considered highly significant difference (p < 0.0001).





Inflammatory Pathways Are Involved in Viral Induction of Cytokines

Pattern recognition receptors (PRRs) that sense pathogen-associated molecular patterns, are responsible for recognizing invading viruses, and then initiating antiviral innate immune responses. Following the engagement of these PRRs, type I and III interferons (IFN), chemokines and proinflammatory cytokines are produced to activate inflammation (27). The above results indicate that DPV virus-infected cells significantly activate the MAPK and NF-kappa B signaling pathways in host cells.

To testify that MAPK and NF-kB pathways impact virus infection of duck cells, we compared cytokine transcriptional levels after blocking of JNK, ERK, p38, and NF-kB pathways with specific inhibitors. Firstly, the duck monocytes/macrophages were pretreated with SP600125 (JNK inhibitor,10 μmol/mL), LY3214996 (ERK inhibitor, 5 μmol/mL), TAK-715 (p38 inhibitor, 5 μmol/mL), BAY-11-7802 (NF-KB inhibitor, 5 μmol/mL), or solvent DMSO for 1 h, and then infected with 5 MOI of the CHa strain for another 1 h, after infection the cells were washed with PBS and the same concentration of each inhibitor was added. Cell samples were harvested at 24 hpi, and the transcript levels of cytokines were detected by RT-qPCR. We observed that SP600125 promoted the expression levels of IL-6, CCL21, IFN-β, MX, and OASL, but the expression level of IL-1β decreased in DEF cells in the presence of CHa strain infection (Figures 5A–F). In monocytes or macrophages, SP600125 treatment also promoted the expression levels of IFN-β, MX, and OASL, but not CCL21, under CHa strain infection (Figures 6A–F). However, the expression levels of IL-1β and IL-6 were decreased by SP600125 treatment in monocytes or macrophages in the presence of CHa strain infection.




Figure 5 | IFN, ISGs, and cytokines were regulated by inflammatory signaling in duck DEF cells infected with the CHa strain. DEF cells were pretreated with SP600125 (JNK inhibitor), LY3214996 (ERK inhibitor), TAK-715 (p38 inhibitor) and BAY-117082 (NF-kB inhibitor) for 1 h at 10, 5, 5 and 5  M respectively, DMSO as control, then the cells were infected with CHa strain at 5 MOI for 1 h, then the same concentration of inhibitor was added. The expression level of IL-1β (A), IL-6 (B), CCL21 (C), IFN-β (D), MX (E), and OASL (F) were tested using RT-qPCR 24 h post-treatment. The relative expression was presented as ratios to β-actin compared to mock treatment. “*” was considered significant difference (p < 0.05); “**” was considered highly significant difference (p < 0.01); “***” was considered highly significant difference (p < 0.001).






Figure 6 | IFN, ISGs, and cytokines were regulated by inflammatory signaling in duck MM cells infected with the CHa strain. MM were pretreated with SP600125 (JNK inhibitor), LY3214996 (ERK inhibitor), TAK-715 (p38 inhibitor) and BAY-117082 (NF-kB inhibitor) for 1 h at 10, 5, 5 and 5  M respectively, DMSO as control, then the cells were infected with CHa strain at 5 MOI for 1 h, then the same concentration of inhibitor was added. The expression level of IL-1β (A), IL-6 (B), CCL21 (C), IFN-β (D), MX (E), and OASL (F) were tested using RT-qPCR 24 h post-treatment. The relative expression was presented as ratios to β-actin compared to mock treatment. “*” was considered significant difference (p < 0.05); “**” was considered highly significant difference (p < 0.01); “***” was considered highly significant difference (p < 0.001).



Next, the same experiment was performed with the VSV-GFP model virus at the same MOI. We found that four pathway inhibitors reduced the expression level of IL-1β, but not IL-6 or CCL21, in duck monocytes/macrophages (Supplementary Figures S3A–C). Besides, we observed that the expression levels of IFN-β, MX, and OASL expression levels were promoted by SP600125 treatment in duck monocytes/macrophages and VSV infection (Supplementary Figures S3D–F). Similar results were observed in DEF cells (Supplementary Figures S4A–F). Thus, we proposed that SP600125 may promote IFNR signaling in cells in the context of viral infection. Altogether, these data demonstrated that the JNK, ERK, p38 and NF-kB pathways all regulate intracellular cytokines in the case of virus infection in duck cells. Interestingly, virus-induced cytokine expression was significantly enhanced in different cell types treated with SP600125. These results suggest that SP600125 strengthens the anti-viral responses of host cells.



SP600125 Inhibits DPV CHv Infection in Different Duck Cell Types

Cytokines play an important role in the antiviral response of host cells. Firstly, the cell viability was detected with an MTT assay after the cells were treated with different doses of SP600125, LY3214996, TAK-715 or BAY117082.That data showed no obvious cell death induced by these four inhibitors (Figure 7A). Therefore, the antiviral ability of SP600125 is independent of cell death.




Figure 7 | The inflammatory signaling affects virus replication in DEF and MM cells. (A) The cell toxicity of the JNK, ERK, p38, and NF-kB inhibitor was determined through MTT. (B–F) The viral titer was detected. DEF cells were pretreated with SP600125 (JNK inhibitor), LY3214996 (ERK inhibitor), TAK-715 (p38 inhibitor) and BAY-117082 (NF-kB inhibitor) for 1 h at 10, 5, 5, and 5 M respectively, DMSO as control, then the cells were infected with VSV (B), CHv (C, E) and CHa strain (D, F) at 1 MOI for 1 h, then the same concentration of inhibitor was added. At 24 hpi, the cell culture supernatants were collected and the FFU of VSV-GFP and the TCID50 of CHa or CHv were determined on BHK21 or DEF cells. “*” was considered significant difference (p < 0.05); “**” was considered highly significant difference (p < 0.01). "*" indicates significantly down-regulated group compared to DMSO group, "#" indicates up-regulated group compared to DMSO group.



The above results showed that SP600125 treatment significantly promotes cytokine expression, which implied that SP600125 treatment may inhibit the growth of the virus in different types of cells. To clarify this hypothesis, cells were infected with DPV at 1 MOI, with or without the addition of SP600125, LY3214996, TAK-715, BAY-11-7802, or DMSO. The viral load in the cell culture supernatants was measured at 24 hpi. As shown in Figures 7B–D, the viral load in the supernatant was significantly reduced after SP600125 treatment compared to the DMSO controls, indicating that SP600125 treatment restricted the growth of VSV-GFP and CHv strain in DEF cells but did not affect the growth of CHa strain. Subsequently, we observed that the viral load in the supernatant was significantly reduced after SP600125 treatment compared to the DMSO controls, indicating that SP600125 restricted the growth of CHv, but not CHa in monocytes/macrophages (Figures 7E–F). Altogether, these data suggest that the JNK pathway plays a critical role in VSV and DPV infection in duck cells.



SP600125 Enhances IFN and IFN-Stimulated Gene (ISG) Expression, but Inhibits Inflammatory Responses in DPV-Infected DEF Cells

We focused on the antiviral mechanism of SP600125 in duck cells. We further examined the modulation of IFN signaling under CHa strain or CHv strain infection and combined with SP600125 treatment. Since SP600125 inhibited DPV infection, we infected DEF cells with 5 MOI of CHa strain or CHv strain for 1 h, and SP600125 was added to treat cells for 6 or 24 h. The transcription levels of cytokines IL-1β, IL-6, CCL21, IFN-β, MX and OASL were detected at 6h and 24h. Since DPV infection causes obvious cellular lesions and changes the expression level of the housekeeping genes, so we chose the Cq value to make the map. As shown in Figures 8A– F, the IFN-β level was reduced in CHv strain infection cells. However, the SP600125 treatment reversed this phenomenon of IFN-β at the late time point of CHv infection, indicating that inhibiting the activation of the JNK pathway will be beneficial to the regulation of the IFN signaling pathway under virus infection.




Figure 8 | JNK signaling regulates IFN signaling and virus replication. The inflammatory signaling affects virus replication in DEF cells. (A-F) DEF cells were pretreated with SP600125 (JNK inhibitor) for 1 h at 10 μM, DMSO as control, then the cells were infected with CHa or CHv strain at 5 MOI for 1 h, then the same concentration of inhibitor was added. The expression level of IL-1β, IL-6, CCL21, IFN-β, MX, and OASL were tested using RT-qPCR at 6 and 24 h post-treatment. The relative expression was presented as Cq values compared to mock treatment. (G-I) The DEF cells were pretreated with SP600125 (JNK inhibitor) and (or) Ruxolitinib (IFNR inhibitor) for 1 h at 10 μM, then the cells were infected with VSV, CHa or CHv strain at 1 MOI for 1 h, then the same concentration of inhibitor was added. The cell culture supernatant was collected and the viral titer was determined on DEF cells. “*” was considered significant difference (p < 0.05); “**” was considered highly significant difference (p < 0.01); “***” was considered highly significant difference (p < 0.001).



Next, we explored the impact of the JNK pathway on viral replication. Here we applied the IFNR-specific inhibitor Ruxolitinib to block IFN signaling in DEF cells to examine the specificity of the effect of JNK pathway inhibitors on viral replication. Under these conditions, we found that VSV and CHv strain replication in DEF cells was inhibited in SP600125-treated cells, but virus titers were recovered in SP600125 and Ruxolitinib combination treatment cells (Figures 8G, I). We also found that Ruxolitinib alone promoted the replication of the CHa virus, while SP600125 alone did not affect on the replication of CHa vaccination (Figure 8H). In conclusion, our results suggest that SP600125 acts as an antiviral inhibitor in host cells against DPV CHv virulent strain by inhibiting the JNK MAPK signaling pathway to enhance the expression of type I interferon.




Discussion

Duck plague, caused by duck plague virus (DPV), is an acute hemorrhagic disease that causes huge economic losses to the poultry industry worldwide due to reduced egg production and high mortality in infected ducks (28). Therefore, deepening the understanding of the molecular mechanisms of the host-pathogen interaction is of great significance in suppressing the occurrence and prevalence of DPV infection. In recent years, RNA-Seq technology has become a powerful tool that provides high-resolution expression and high-sensitivity measurements when detecting low-abundance transcripts, and has also been used to determine the mechanism of action of DPV (29–31). However, there is no assay executed in duck immune cells which is unavailable before. The previous study successfully established the duck monocyte/macrophages models for duck pathogenesis research (20). RNA-Seq was used to study molecular expression profiles in the monocytes/macrophages and further to gain insight into the immune response patterns of DPV.

Raw reads were filtered to remove low-quality data, coming with 574 million clean reads. DEGs were classified and annotated by GO and KEGG signaling pathway analysis. By comparing the transcriptome data of the libraries, the results showed that most of the DEGs were associated with cytokine-cytokine receptors, the immune system and signal transduction. At 48hpi, the regulation of the MAPK signaling pathway (CHv: 67 genes, CHa: 76 genes) and the NF-κB signaling pathway (CHv: 18 genes, CHa: 27 genes) were affected, implying an alteration of the inflammatory response (Table 3).

Excessive inflammation is becoming a critical factor in many viral infectious diseases. MAPKs are important regulators for inflammatory cytokine and chemokine expression (32, 33). Cytokines are a class of small molecular weight soluble glycoproteins or protein polypeptides that are stimulated and secreted by immune cells and some non-immune cells, and play critical roles in many cellular biological processes (34). From the results of the KEGG analysis in this study, we found that the expression of many important cytokines and cytokine receptor genes, CHv-infected and CHa-infected groups. Viral infection usually induces the expression of interferons, interferon-stimulating factors, chemokines and cytokines. Excessive expression of such proteins may have irreversible effects on the host (35). For instance, this “cytokine storm” can lead to severe pathological damage and high mortality (36, 37). Our results showed that the transcript levels of IL-1β, IL-6, CCL21, IFN-β, MX and OASL in DPV CHa strain-infected monocytes/macrophages were 2-40-fold higher than those in the mock-infected group, while the transcript levels of IFN-β and OASL in VSV virus-infected monocytes/macrophages were 80-300-fold higher than those in the mock-infected group. In addition, similar results were obtained when duck embryo fibroblasts were infected with CHa strain or VSV virus at the same MOI. These results suggested that cytokines play an important role in host responses against the infection of CHa strain or VSV.

Viruses usually modulate the immune system of host cells in the early or middle stage of infection, when most of the signaling pathways are activated by the cells to fight the invading pathogen (38). Therefore, we mainly analyzed the influence of DPV invasion on the signaling pathway in host cells at 48hpi, and we found that the signaling pathways including JAK-STAT, MAPK, and NF-κB, were involved in CHv strain and CHa strain infection at 48hpi (Figure 5). The JAK/STAT signaling pathway is a ubiquitously expressed intracellular signal transduction pathway involved in crucial biological processes, including cell proliferation, differentiation, apoptosis, and immune regulation (39). PRRSV nonstructural protein 1β induces degradation of nuclear membrane protein a1, thereby blocking nuclear translocation of STAT1 and STAT2, leading to the inhibition of the interferon-activated JAK-STAT signaling (40). In monocytes/macrophages, JNK, P38 and ERK1/2 of MAPKs are involved in TLR-induced IL-10 production and are tightly controlled by IFN-γ (41). The nuclear factor NF-κB pathway has long been regarded as a typical pro-inflammatory signaling pathway, which participates in the immune regulation and inflammatory response and participates in cell cycle regulation, cell differentiation, and apoptosis (42). Human papilloma virus (HPV) down-regulated NF-κB to eliminate the inhibitory activity of the immune system on its replication, ultimately leading to a persistent HPV infection state (43).

Some viruses exploited MAPK signaling to sustain excessive inflammation for their replication. Our transcriptome sequencing results found that virus infection leads to activation of the MAPK signaling pathway, but the addition of JNK pathway inhibitor SP600125 leads to up-regulation of innate immunity. In addition, similar results were obtained in the DEF cells and monocytes/macrophages infected with VSV virus. These results suggest that the JNK pathway regulates expression of cytokines under viral infection conditions. Herpes simplex virus (HSV), Epstein-Barr virus (EBV), and varicella-zoster virus (VZV) activate the JNK pathway through various mechanisms, resulting in different consequences on infected cells. For example, in neurons, sustained activation of JNK by VZV favors viral lytic infection (44), HSV-2 infection increases JNK phosphorylation, and JNK signaling is involved in HSV-2-induced TLR9 transcriptional activation (45). EBV activates NF-κB and JNK via LMP1 (latent membrane protein 1), which is essential for the oncogenic activity of LMP1 (46). JNK/AP-1 signaling pathway is involved in PRRSV N protein-induced SOCS1 production, thereby promoting PRRSV replication. We further tested the antiviral activity of JNK pathway inhibitor SP600125 and found that it inhibited DPV CHv infection in MM cells, and VSV and DPV CHv infection in DEF cells. We postulated that SP600125 has broad-spectrum antiviral activity and can inhibit RNA and DNA virus infection in different duck cell types.

Our study shed broad spectra light on the transcriptome changes of monocytes/macrophages response to DPV infection. The transcriptome analysis results showed that DEGs related to signal transduction, including the MAPK signaling pathway, NF-κB signaling pathway and JAK-STAT signaling pathway, were involved in DPV infection. In addition, we found that activating the JNK signaling pathway inhibits the expression of cytokines in host cells and promotes viral replication, suggesting that DPV may take over the JNK signaling pathway for its benefit and that MAPK JNK may be a new target for antiviral drugs design. Altogether, our data provide new insights into signaling pathways and the potential responses of cytokines to DPV infection, broaden the activation of signaling pathways by a viral infection and help us better understand the molecular mechanisms underlying pathogen-host interactions.
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Supplementary Figure 1 | Gene ontology (GO) terms of DEGs expressed in DPV CHv or CHa infected MM cells. GO terms were classified into 3 categories, including cellular component (CC), molecular function (MF), and biological process (BP). (A) GO annotation of DEGs expressed in Mock and CHa. (B) GO annotation of DEGs expressed in Mock and CHv. (C) GO annotation of DEGs expressed in CHa and CHv.

Supplementary Figure 2 | KEGG analysis of genes identified in each group at 48 hpi. (A) KEGG analysis of Mock vs. CHa. (B) KEGG analysis of Mock vs. CHv. (C) KEGG analysis of CHa vs. CHv.

Supplementary Figure 3 | IFN, ISGs, and cytokines were regulated by inflammatory signaling in duck MM cells infected with the VSV-GFP model virus. MM cells were pretreated with SP600125 (JNK inhibitor), LY3214996 (ERK inhibitor), TAK-715 (p38 inhibitor) and BAY-117082 (NF-kB inhibitor) for 1 h at 10, 5, 5 and 5 μM respectively, DMSO was used as control, then the cells were infected with VSV at 5 MOI for 1 h, then the same concentration of inhibitor was added. The expression level of IL-1β, IL-6, CCL21, IFN-β, MX and OASL were tested using RT-qPCR 24 h post-treatment. The relative expression was presented as ratios to β-actin compared to mock treatment. “*” was considered significant difference (p < 0.05); “***” was considered highly significant difference (p < 0.001).

Supplementary Figure 4 | IFN, ISGs, and cytokines were regulated by inflammatory signaling in duck DEF cells infected with the VSV-GFP model virus. DEF cells were pretreated with SP600125 (JNK inhibitor), LY3214996 (ERK inhibitor), TAK-715 (p38 inhibitor) and BAY-117082 (NF-kB inhibitor) for 1 h at 10, 5, 5 and 5 μM respectively, DMSO was used as control, then the cells were infected with VSV at 5 MOI for 1 h, then the same concentration of inhibitor was added. The expression level of IL-1β, IL-6, CCL21, IFN-β, MX and OASL were tested using RT-qPCR 24 h post-treatment. The relative expression was presented as ratios to β-actin compared to mock treatment. “*” was considered significant difference (p < 0.05); “**” was considered highly significant difference (p < 0.01); “***” was considered highly significant difference (p < 0.001).
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Rheumatoid arthritis(RA) is the most common inflammatory arthritis, and a significant cause of morbidity and mortality. RA patients’ synovial inflammation contains a variety of genes and signalling pathways that are poorly understood. It was the goal of this research to discover the major biomarkers related to the course of RA and how they connect to immune cell infiltration. The Gene Expression Omnibus was used to download gene microarray data. Differential expression analysis, weighted gene co-expression network analysis (WGCNA), and least absolute shrinkage and selection operator (LASSO) regression were used to identify hub markers for RA. Single-sample GSEA was used to examine the infiltration levels of 28 immune cells and their connection to hub gene markers. The hub genes’ expression in RA-HFLS and HFLS cells was verified by RT-PCR. The CCK-8 assay was applied to determine the roles of hub genes in RA. In this study, we identified 21 differentially expressed genes (DEGs) in RA. WGCNA yielded two co-expression modules, one of which exhibited the strongest connection with RA. Using a combination of differential genes, a total of 6 intersecting genes was discovered. Six hub genes were identified as possible biomarkers for RA after a lasso analysis was performed on the data. Three hub genes, CKS2, CSTA, and LY96, were found to have high diagnostic value using ROC curve analysis. They were shown to be closely related to the concentrations of several immune cells. RT-PCR confirmed that the expressions of CKS2, CSTA and LY96 were distinctly upregulated in RA‐HFLS cells compared with HFLS cells. More importantly, knockdown of CKS2 suppressed the proliferation of RA‐HFLS cells. Overall, to help diagnose and treat RA, it’s expected that CKS2, CSTA, and LY96 will be available, and the aforementioned infiltration of immune cells may have a significant impact on the onset and progression of the disease.
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Introduction

Rheumatoid arthritis (RA) is a common chronic inflammatory joint disease characterized by persistent synovial hyperplasia and progressive destruction of joint cartilage and bone (1, 2). It is well recognized that RA can lead to decreased functional status, disability, and increased mortality (3). Around 1% of the population suffers from RA at any given time, and females are more likely than males to be affected (4, 5). The exact pathophysiology of RA is still not well understood. Studies have shown that it may be linked to immune system variables, environmental factors, genetics, and other factors (6, 7). Key aspects of RA’s pathogenesis, including lymphocyte infiltration and development of fibroblast-like synoviocytes (FLS) in the synovial fluid, have received major study attention (8, 9). Accordingly, it is imperative to investigate the molecular pathways that underlie the disease and find diagnostic biomarkers for RA in order to improve treatment outcomes for people with RA.

As more and more publicly available high-throughput data in worldwide were developed, an unanswered question has arisen: How can we leverage these large-scale data effectively to gain a full understanding of various diseases at the molecular levels (10, 11)? Human life is enriched by machine learning (ML), which is the scientific study of algorithms and statistical models (12). ML is particularly important in the identification of the potential biomarkers for the diagnosis and prognosis of human diseases, which is why it is being studied more and more in this sector (13, 14). A number of studies have used numerous markers to develop prediction models for early diagnosis in clinical patients, with mixed results (15, 16). However, prior researches have found that the accuracy of these models, which are comprised of predictive biomarkers, as well as their application scope, are significantly limited by the sample size (17, 18). The weighted gene co-expression network analysis (WGCNA) and the least absolute shrinkage and selection operator (LASSO) algorithms are widely used in bioinformatics analysis and exhibit an important in clinical application of various fields (19, 20). However, their application in screening potential biomarkers for RA was rarely reported.

In this investigation, we aimed to discover the major biomarkers related to the course of RA and how they connect to immune cell infiltration. We used two microarray datasets of RA that were retrieved from the GEO datasets. The study of differentially expressed genes (DEGs) was carried out between the RA and the controls. To filter and discover diagnostic biomarkers of RA, machine-learning techniques were applied. As a result of this study, for the first time, the fraction of immune cells in samples of RA and normal tissues was quantified using ssGSEA (single-sample gene set enrichment analysis). Moreover, we investigated the association between the biomarkers identified and the infiltrating immune cells in order to lay the groundwork for future studies.



Materials and Methods


Data Collection

The mRNA expression profile (Number: GSE17755 and GSE93272) was obtained from the GEO database (https://www.ncbi.nlm.nih.gov/geo/). GSE17755 contained blood samples of 99 RA patients and 45 healthy controls. GSE93272 contained blood samples of 232 RA patients and 43 healthy controls. The expression analysis of mRNA profile was detected by GPL1291 and GPL570.



Cell Incubation and Transfection

HFLS and RA‐infected HFLS (RA‐HFLS) were obtained from Cell Applications, Inc. DMEM containing 10% fetal bovine serum, 1% penicillin/streptomycin, and 5% CO2 was used to keep the cells at 37°C in an incubator. Lipo 3000 transfection reagent(Thermo Fisher Scientific, MA, USA) was used to deliver the CKS2 siRNA (siCKS2) and its negative control into RAHFLS.



Quantitative Real-Time PCR (qRT-PCR)

Based on manufacturer’s instructions, we extracted total RNA from cells using the TRIZOL reagent (Invitrogen, Carlsbad, CA, USA). The Reverse Transcription Kit was used to reverse-transcribe one microgram of total RNA into cDNA for use in the qRT-PCR assay (Takara, Dalian, China). With the use of the Fast Real-time PCR 7500 System(Applied Biosystems, Foster City, CA, USA), we were able to determine gene expression. After two minutes at 50°C, the PCR reaction was subjected to 40 cycles of 95°C for 15 seconds, followed by one minute at 60°C. The GAPDH gene was amplified to serve as an internal control. The relative quantification values for CKS2 were calculated by the 2-ΔΔCt method. The primers were as follows: CKS2 sense: 5’-TTCGACGAACACTACGAGTACC-3’; CKS2 antisense: 5’- GGACACCAAGTCTCCTCCAC-3’; GAPDH sense: 5’-AGAAGGCT-GGGGCTCATTTG-3’; GAPDH antisense: 5’-AGGGGCCATCCACAGTCTTC-3’.



Cell Proliferation Assay

Cells were harvested and detachable with 0.25 percent trypsin during the logarithmic growth phase. In 96-well plates, the cells were planted at a density of 2×103 cells per well. Each well was incubated at 37°C for an additional 2 h after incubation for 0, 24, 48, 72 and 96 hours with sterile Cell Counting Kit-8 solution (15μL). Finally, an optical density (OD) value measurement at 450 nm was performed using a Thermo Multiskan MK3 reader (Thermo Fisher, Schwerte, Germany).



Identification of Differentially Expressed Genes (DEGs)

It was normalised using RMA and the DEGs were evaluated using a limma R tool for GSE17755 dataset. Raw signals from the analysis were log2 transformed after quantile normalisation. [log2FC| > 1] and a false discovery rate of 0.05 were used to identify DEGs in this study.



Construction of Gene Co-Expression Network

WGCNA is a bioinformatics analytical method that is used frequently to explore effectively the relationships between genes and phenotypes (21). The WGCNA tool in R was used to build a weighted co-expression network for the GSE17755 dataset’s expressing data before a subset of genes with absolute deviations greater than 25% from the median were selected for further investigation. The “goodSampleGenes” function was used to verify the data’s integrity. PickSoftThreshold was used to select and verify an optimum soft threshold (b). In order to find modules based on topological overlap, the matrix data were transformed into an adjacency matrix, and then clustered. Clustering dendrograms were generated after the computation of module eigengene (ME) and merging of related modules in the tree based on ME. Using phenotypic data and modules, the importance of genes and clinical data was assessed, and the relationship between models and modules was examined.



Screening of the Critical Genes

Candidate hub genes were chosen from a pool of genes with the greatest degree of connection among modules. Absolute GS values tend to be greater in genes having biological importance. The criteria (absolute values of GS > 0.20 and MM > 0.80) were used to screen potential hub genes. LASSO is a regression-based methodology permitting for a large number of covariates in the model, and importantly has the unique feature penalizing the absolute value of a regression coefficient (22). In order to identify the final hub genes, we used the ‘glmnet’ package of R software to run LASSO analysis on the candidate hub genes and DEGs. Analysis of the levels of genes in RA samples and normal samples was carried out using box plots. The levels of hub genes that identify RA samples from healthy samples were assessed using ROC curves. In addition, a different dataset (GSE93272) was used to validate the levels of hub genes and diagnostic value.



Immune Cells Infiltration Analysis

ssGSEA in the “GSVA” R package was used to analyse the immune infiltration of RA (23). Immune cells and hub gene expression were then correlated using Spearman’s correlation.



Functional Enrichment Analysis

R packages “clusterProfiler” and “enrichplot” were used to perform GO assays, KEGG assays, and GSEA of DEGs with a statistically significant difference of at least P< 0.05 (24, 25). Gene sets with P 0.05 and a FDR q-value 0.05 were considered highly enriched in the MsigDB datasets for GSEA.



Statistical Analysis

Statistical analyses and graphs were generated using GraphPad Prism version 5.0 (La Jolla, CA, USA) or R.4.1.1 (R Core Team, Massachusetts, USA). By using the Student t-test, we were able to determine the differences between groups. Hub genes’ diagnostic accuracy was tested using ROC curves. For all tests, p-values of < 0.05 were interpreted as statistically significant.




Results


Identification of DEGs in RA

To explore the possible biomarkers for RA, data from a total of 99 RA and 48 control samples from GSE17755 were retrospectively analyzed in this study. A total of 21 DEGs were discovered, and all of them showed significant increases in expressions (Figures 1A, B).




Figure 1 | The dysregulated genes in RA from GSE17755 was shown in (A) Volcanic map and (B) Heat map.





Functional Enrichment Analysis of DEGs

For a better understanding of the biological processes and signal pathways linked with RA DEGs, researchers used GO and KEGG analyses. The results of GO assays revealed that DEGs were mainly enriched in ATP synthesis coupled electron transport, mitochondrial ATP synthesis coupled electron transport, respiratory electron transport chain, cytochrome complex, mitochondrial respiratory chain complex IV, respiratory chain complex, structural constituent of ribosome, cytochrome-c oxidase activity and heme-copper terminal oxidase activity(Figures 2A, B). The outcomes of KEGG assays revealed that DEGs were mainly enriched in pathways involved in Ribosome, Chemical carcinogenesis-reactive oxygen species, Coronavirus disease- COVID-19, Oxidative phosphorylation and Huntington disease (Figures 3A, B). In addition, the results of GSEA assays were shown in Figures 4A, B.




Figure 2 | (A, B) GO term analysis of DEGs.






Figure 3 | (A, B) KEGG term analysis of DEGs.






Figure 4 | Enrichment analyses via gene set enrichment analysis. (A) Enriched in control group. (B) Enriched in treat group.





Screening and Verification of Diagnostic Markers

Using WGCNA analysis, we were able to construct four exceptional coexpression modules. Multiple modules were shown to be associated with RA, as evidenced by the module-trait correlation studies (Figure 5A). This data was represented as heat maps, with turquoise (six genes) showing the strongest link to RA of all the modules studied thus far, as well as that of healthy controls (Figures 5B-D). Then, six overlapping features (CKS2, UQCRQ, NDUFA4, EVI2A, CSTA and LY96) between the group of DGEs and the group of turquoise were ultimately selected (Figure 5E). Moreover, The LASSO regression approach was used to narrow down the six overlapping features, and six variables were identified as diagnostic biomarkers for RA (Figures 6A, B). The distinct upregulation of CKS2, UQCRQ, NDUFA4, EVI2A, CSTA and LY96 were observed in RA samples compared with normal samples (Figure 7). To further confirm the expressing pattern of the above six genes in RA, we further analyzed GSE93272, and found that only CKS2, UQCRQ, EVI2A, CSTA and LY96 were highly expressed in RA compared with normal samples (Figures 8A, B). However, the expression of NDUFA4 remained unchanged between RA samples and healthy samples (Figure 8C). Analysis of the AUC values of the six hub genes was used to evaluate their sensitivity and specificity for RA diagnosis in ROC curve analysis. The AUC values of six genes were greater than 0.85, which suggested that these genes were highly diagnostic for RA (Figure 9). Using the GSE93272 dataset, the diagnostic usefulness of the six hub genes listed above was further confirmed for clinical purposes. CKS2, CSTA and LY96 had AUC values > 0.75 (Figure 10A), whereas the UQCRQ, NDUFA4 and EVI2A had an AUC value <0.7 (Figure 10B). Our findings highlighted the potential of CKS2, CSTA and LY96 used as novel diagnostic biomarkers for RA patients.




Figure 5 | Construction of WGCNA modules. (A) He module-trait relationship heat map. RA was strongly linked to the turquoise module. (B) Distribution of average gene significance in the modules related to RA. (C, D) Associations between module membership and gene importance is depicted in a scatter plot. (E) The Overlapping genes between DEGs and the MEturquoise module.






Figure 6 | Establishment of diagnostic biomarkers by LASSO regression analysis. (A) LASSO coefficient profiles of the six genes in RA. (B) The log (lambda) sequence was used to construct a coefficient profile diagram. The LASSO model’s optimal parameter (lambda) was chosen.






Figure 7 | The expressing pattern of six genes in RA samples and normal samples from GSE17755. ***p < 0.001.






Figure 8 | (A–C) The expressing pattern of six genes in RA samples and normal samples from GSE93272. *p<0.05, ***p<0.001. ns represents no significance.






Figure 9 | ROC assays for six genes based on GSE17755.






Figure 10 | (A, B) ROC assays for six genes based on GSE93272.





Immune Cell Infiltration and Its Associations With Diagnostic Genes

The ssGSEA algorithm was used to examine the association between RA and healthy controls in terms of differences in immune cell infiltration. Figure 11A showed the GSE17755 datasets’ distribution of 28 immune cells. We observed a distinctly higher infiltration of Activated.CD4.T.cell, Activated.CD8.T.cell, Activated.dendritic.cell, Eosinophil, CD56dim.natural.killer.cell, MDSC, Macrophage, Mast.cell, Neutrophil, Regulatory.T.cell, Type.17.T.helper.cell, Type.2.T.helper.cell, Memory.B.cell, Central.memory.CD4.T.cell in RA than in normal specimens, indicating that they play a critical role in developments of RA (Figure 11B). Furthermore, correlation analysis confirmed positive correlations of many types of immune cell infiltration with the expression of CKS2, CSTA and LY96 (Figure 11C).




Figure 11 | Assays of immune landscape related to RA. Heatmap (A) and violin plot (B) exhibiting the distribution of 28 immune cells in normal samples and RA samples. (C) The associations between immune cell infiltration and six hub genes. *p < 0.05, **p < 0.01, ***p < 0.001.





Impact of CKS2 on RA‐HFLS Cell Proliferation

To further demonstrate whether CKS2, CSTA and LY96 exhibited a dysregulated level in RA, we performed RT-PCR and found that the expression of CKS2, CSTA and LY96 was distinctly upregulated in RA-HFLS cells compared with normal HFLS cells (Figures 12A-C). Next, we decreased CKS2 expression by the use of siRNA in RA‐HFLS cells. RT-PCR demonstrated the distinct down-regulation of CKS2 in RA‐HFLS cells (Figure 12D). In addition, the proliferation of RA‐HFLS upon CKS2 silence were examined by CCK-8. As displayed in Figure 12E, knockdown of CKS2 suppressed the proliferation of RA-HFLS cells.




Figure 12 | The expression of CKS2, CSTA and LY96 in RA cells and the potential functions. (A) CKS2, (B) STA, and (C) LY96 was highly expressed in RA-HFLS cells compared with normal HFLS cells. (D) RT-PCR confirmed the distinct down-regulation of CKS2 in RA-HFLS cells after the transfection of si-CKS2. (E) CCK-8 assays revealed that knockdown of CKS2 suppressed the proliferation of RA-HFLS cells.**p < 0.01.






Discussion

RA is the most commonly diagnosed systemic inflammatory arthritis (26). An untreated RA may exhibit a distinct impact on the quality of life of patients, potentially leading to disability (27). A better understanding of the molecular level of illness detection and treatment is inevitable. Biomarkers that are related with rheumatoid arthritis have been identified. However, the precise mechanism of gene regulation that leads to disease progression has not yet been fully understood (28, 29).

In this study, we analyzed GSE17755 datasets and identified 21 DEGs in RA. Interesting, all 21 DEGs were highly expressed in RA, suggesting them as positive regulator factors in progressions of RA. Then, our group carried out KEGG assays using the 21 DEGs, finding that they were mainly enriched in pathways associated with Ribosome, Chemical carcinogenesis-reactive oxygen species, Coronavirus disease – COVID-19, Oxidative phosphorylation and Huntington disease. Then, we screened 6 possible diagnostic biomarkers for RA, based on WGCNA analysis and LASSO regression algorithm, including CKS2, UQCRQ, NDUFA4, EVI2A, CSTA and LY96. As a data reduction method and an unsupervised classification method, the WGCNA is a hybrid (19). Numerous synthetic gene groups (or modules) are reduced to a handful of easily interpreted gene responses. The use of machine learning-based algorithms in clinical decision-making is widespread (30, 31). Clinical efficacy has been proven for LASSO, one of the most often utilised algorithms. The diagnostic classifier constructed by the LASSO methods and WGCNA has been frequently used in many diseases, such as esophageal cancer, acute coronary syndrome and Sepsis (32–34). However, its application in RA was rarely.

After, we screened six possible biomarkers. Then, we further confirmed their diagnostic using GSE93272 datasets, and further demonstrated CKS2, CSTA and LY96 as critical biomarkers for RA based on the results of ROC assays. Cyclin-dependent kinase regulatory subunits 1 (CKS1) and 2 (CKS2) belong to a family of highly conserved small (9 KDa) cyclin-dependent kinase (CDK)-binding proteins that are involved in the modulation of the cell cycle (35, 36). CKS2 has previously been found to have a significant role in early embryonic developments and somatic cell division (37). However, its function in RA has not been investigated. Similar, the expression and function of CSTA and LY96 in RA also remained largely unclear. In this study, we further used the ssGSEA algorithm to analyze the infiltration of 28 immune cells in RA samples. Compared with normal samples, RA samples had distinctly higher levels of Activated.CD4.T.cell, Activated.CD8.T.cell, Activated.dendritic.cell, Immature.dendritic.cell, Gamma.delta.T.cell, Eosinophil, CD56dim.natural.killer.cell, MDSC, Macrophage, Mast.cell, Neutrophil, Regulatory.T.cell, Type.17.T.helper.cell, Type.2.T.helper.cell, Memory.B.cell, Central.memory.CD4.T.cell. CD8 infiltration in synovial tissues was revealed to be a predictor of RA progression and the existence of antibodies against citrullinated peptides by one investigation (38, 39). Moreover, our group found that the expressions of CKS2, CSTA and LY96 were related to the levels of many immune cells, highlighting their potential used as therapeutic targets for RA.

Finally, we performed RT-PCR to confirm the expressions of CKS2, CSTA and LY96 in RA-HFLS cells and normal HFLS cells. Our findings were consistent with the results from GEO datasets. The levels of CKS2, CSTA and LY96 were distinctly upregulated in RA-HFLS cells compared with normal HFLS cells. Moreover, we decreased the CKS2 expressions by introducing si-CKS2 or their NC cells into RA‐HFLS. Then, the results of CCK-8 assays revealed that knockdown of CKS2 distinctly suppressed the proliferation of RA-HFLS cells. Our findings further demonstrated CKS2 as a therapeutic target for RA.

Although we integrated a number of bioinformatics approaches and statistical methodologies, and performed diverse studies to uncover the diagnostic biomarkers, significant limitations should be noted. Firstly, this was a retrospective study, and thus it lacked new clinical samples and data. Secondly, the biological activities of the identified genes and the connections between those genes and RA have not been completely researched. Finally, the analysis relies solely on GEO databases. To support our findings, we would benefit from additional data from other sources.



Conclusion

Overall, we integrated multiple bioinformatics tools and identified three critical diagnostic genes in RA. In addition, three critical diagnostic genes infiltrating the immune microenvironment were identified in this research, which could function as novel markers and immune therapeutic targets. However, Further research is needed to support our findings that they may act as therapeutic targets for RA.
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Mitochondria get caught in the crossfire of coronavirus disease 2019 (COVID-19) and antiviral immunity. The mitochondria-mediated antiviral immunity represents the host’s first line of defense against viral infection, and the mitochondria are important targets of COVID-19. However, the specific manifestations of mitochondrial damage in patients with COVID-19 have not been systematically clarified. This study comprehensively analyzed one single-cell RNA-sequencing dataset of lung tissue and two bulk RNA-sequencing datasets of blood from COVID-19 patients. We found significant changes in mitochondrion-related gene expression, mitochondrial functions, and related metabolic pathways in patients with COVID-19. SARS-CoV-2 first infected the host alveolar epithelial cells, which may have induced excessive mitochondrial fission, inhibited mitochondrial degradation, and destroyed the mitochondrial calcium uniporter (MCU). The type II alveolar epithelial cell count decreased and the transformation from type II to type I alveolar epithelial cells was blocked, which exacerbated viral immune escape and replication in COVID-19 patients. Subsequently, alveolar macrophages phagocytized the infected alveolar epithelial cells, which decreased mitochondrial respiratory capacity and activated the ROS–HIF1A pathway in macrophages, thereby aggravating the pro-inflammatory reaction in the lungs. Infected macrophages released large amounts of interferon into the blood, activating mitochondrial IFI27 expression and destroying energy metabolism in immune cells. The plasma differentiation of B cells and lung-blood interaction of regulatory T cells (Tregs) was exacerbated, resulting in a cytokine storm and excessive inflammation. Thus, our findings systematically explain immune escape and excessive inflammation seen during COVID-19 from the perspective of mitochondrial quality imbalance.
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Introduction

Coronavirus disease 2019 (COVID-19) is an acute respiratory syndrome caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) infection (1) Patients with COVID-19 manifest a range of varying severity, ranging from no symptoms (asymptomatic) to severe pneumonia, which can progress to acute respiratory distress syndrome, metabolic acidosis, septic shock, coagulopathy, organ failure, and even death (2). According to the World Health Organization, the cumulative numbers of confirmed cases and deaths reported worldwide have exceeded 433 and 5.9 million until April 2022, respectively, since its outbreak in 2019 (3, 4). The disease is still spreading with more than 5,00,000 new confirmed cases and nearly 20,000 deaths per day. Thus, the spread of SARS-CoV-2 is still a serious Public Health Emergency of International Concern. Therefore, it is essential to investigate the pathological reactions involved in and immune mechanisms underlying the effects of COVID-19.

SARS-CoV-2 is an enveloped positive-strand single-stranded RNA virus of the family Coronaviridae, which binds to human angiotensin-converting enzyme 2 or human dipeptidyl peptidase 4 with its receptor-binding domain of the S protein (5). After SARS-CoV-2 enters the cell, it efficiently replicates and produces offspring. In patients with COVID-19, the most common presentation in the chest computed tomography scan is ground glass shadows distributed in one or both peripheral lung and subpleural regions, and reticular and/or interlobular septal thickening and consolidation (6). These signs are closely related to the alveolar edema and inflammatory response caused by SARS-CoV-2 infection (7). Tissue biopsies and autopsies have revealed pathological manifestations such as alveolar edema, hyaline membrane formation, multinucleated enlarged cell deposition, and diffuse thickening of the alveolar wall in the lungs of COVID-19 patients (8).

Recent studies have suggested that COVID-19 should be considered a vascular disease (9). In addition to lung injury, patients with COVID-19 also show obvious characteristics of vascular damage, including endothelial cell inflammation in the pulmonary artery, extensive thrombosis, and microvascular lesions (2). Electron microscopic analysis has shown the presence of virus particles in lymphocytes and vascular endothelial cells, indicating that the vascular injury and blood immune response may be directly related to cytotoxic invasion by the virus (10). Cytokine storm (CS) has also been observed in the blood of patients with moderate or severe COVID-19; strong systemic symptoms have been noted in such cases. In the absence of timely and effective treatment, CS can lead to the systemic inflammatory syndrome, multiple organ dysfunction, and even death (11). Many cytokines, such as interleukin (IL)-6, IL-1, IL-10, tumor necrosis factor-α, and interferon (IFN)-γ (12), and various types of cells, including macrophages, neutrophils, eosinophils, lymphocytes, and basophils, are involved in CS (13). However, the relationship between the CS in the blood and the lung injury caused by SARS-CoV-2 has not yet been clarified.

Mitochondria are organelles that constitute key components of human innate immunity and energy metabolism. Mitochondrial quality control factors, including mitochondrion-related gene expression, mitochondrial functions, and related metabolic pathways, regulate the processing and turnover of native proteins to control protein import, signaling cascades, mitochondrial dynamics, lipid biogenesis the proper function of mitochondria. Thus, mitochondrial quality control mechanisms are important in integrating mitochondria into the cellular environment (14). Recent research has shown that SARS-CoV-2 can inhibit the innate immune response of the human body and that mitochondria comprise one of the first lines of defense against SARS-CoV-2 infection (15). Compared with other viruses, such as respiratory syncytial virus, seasonal influenza A virus, and human parainfluenza virus, SARS-CoV-2 is the only virus that can reduce mitochondrion-related protein expression (16). SARS-CoV-2 can colonize mitochondria and interact with mitochondrial protein translocation mechanisms to target its coding products to the mitochondria (17); this process enables inhibition of the degradation of viral proteins and host misfolded proteins (including mitochondrial proteins) and is, therefore, crucial for viral replication and escape from host innate immunity (16). This phenomenon partly explains why COVID-19 causes more severe effects in older people and people with mitochondrial metabolic dysfunction (17). Although studies (17, 18) have reported that mitochondria are intricately involved in COVID-19 etiopathogenesis, the specific manifestations of mitochondrial damage in patients with this disease and the relationship between this damage and COVID-19 occurrence and development have not been systematically clarified.

This study aimed to clarify the process involved in immunopathological changes, such as immune escape, and the cell fate in COVID-19 by studying the expression and translocation of mitochondrion-related genes in lung tissue and the process involved in the lung–blood interaction in COVID-19. Therefore, we performed in-depth analysis of a set of single-cell datasets of the lung tissue as well as two sets of transcriptome datasets of the peripheral blood from COVID-19 patients and systematically detected the changes in mitochondrion-related gene expression, mitochondrial functions as well as related metabolic pathways to lay the foundation on using mitochondrial quality control as the main intervention for COVID-19.



Materials and Methods


Processing of Data Obtained From the Gene Expression Omnibus Dataset

Single-cell RNA-seq datasets pertaining to human lung tissue were obtained from a Gene Expression Omnibus (GEO) dataset (GSE171524), including data for frozen lung specimens obtained from 19 patients with COVID-19 and 7 control patients for whom short postmortem interval autopsies had been performed. Two RNA-seq datasets pertaining to human blood samples were obtained from two GEO datasets (GSE157103 and GSE152641). The GSE157103 dataset includes data for 126 plasma and leukocyte samples from hospitalized patients with or without COVID-19 (n = 100 and 26, respectively). The GSE152641 dataset includes data for peripheral blood samples from 24 healthy controls and 62 prospectively enrolled patients with community-acquired lower respiratory tract infection by SARS-CoV-2 within the first 24 h of hospital admission.



Single-Cell RNA-Seq Data Processing

Single-cell RNA-seq data were analyzed using a NovaSeq 6000 sequencing system (Illumina, USA). Unique molecular identifier tools were used to identify the whitelist of the cell barcodes. Single-cell gene expression matrices were generated using the Celescope software (version 1.7.2, Singleron, Germany). The transcripts were aligned to the human GRCh38 reference genome, which was appended with the entire SARS-CoV-2 genome (GenBank, MN908947.3) as an additional chromosome to the human reference genome (19). Cells with more than 200 detected genes and a mitochondrial unique molecular identifier rate of less than 30% were considered to have passed cell quality control. Subsequently, principal component analysis was performed for the scaled data to determine the top 2,000 highly variable genes and top 10 principal components, as well as for tSNE and UMAP construction (20). The main cell types were identified by manual annotation of the genes differentially expressed between the clusters. The positive markers for each cluster were identified on the basis of a previous study (19), with a minimal fraction of 25% and log-transformed fold change threshold of 0.25.



Bulk RNA-Seq Data Processing

Raw reads were trimmed using the GeneChem cloud analysis platform. The trimmed reads were mapped to the hg19 genome using HISAT2 (version 2.0.4), thereby generating sam files, which were then converted to bam files using SAMtools (version 1.6). HTSeq (version 0.11.0) was used to calculate the read count for each gene. DEGs were identified using the R package DESeq2 (version 1.26.0), with a cutoff of adjusted p-value < 0.05 and |log2FC| > 1.



Annotation of Gene Functions

To investigate the potential biological functions of mitochondrial DEGs in individuals with or without COVID-19, the “clusterProfiler” package (version 3.16.1) in R was used to perform the GO analysis, KEGG analysis, and GSEA (21). We performed GSVA using the “GSVA” R package to estimate the biological function of different clusters, which estimates the variations in pathway activity over a sample population in an unsupervised manner (22). Significantly enriched pathways were filtered using an adjusted p-value of <0.05.



Estimation of Immune Cell Fractions

The abundance of immune cells was determined by cell type identification via “CIBERSORT,” an algorithm that combines support vector regression from purified leukocyte subsets. The bulk RNA-seq data were uploaded to the CIBERSORT website (https://cibersortx.stanford.edu/), and the LM22 signature gene matrix served as an input of the “CIBERSORT” algorithm. Correlations between gene expression and the immune infiltrate abundance were estimated using the “Gene” module. Additionally, the “SCNA” module was used to examine the correlation between somatic copy number alterations and immune infiltrate abundance.



Statistical Analysis

The statistical analysis was performed using R (version 3.6.1; R Foundation for Statistical Computing, Vienna, Austria), complemented by IBM SPSS Statistics 24.0 (IBM, Inc., Armonk, NY, USA). All statistical tests were two-sided, and a p-value <0.05 was considered statistically significant. Other statistical methods were described within the related results and Figure legends.




Results


The Cellular Landscape of Lung Tissue From Patients With COVID-19

The cell types in the lung tissue are complex. For in-depth analysis of lung tissue lesions from patients with COVID-19, we selected a single-cell RNA-sequencing (RNA-seq) dataset of lung tissue from patients with COVID-19 (GSE171524), which includes data on the frozen lung specimens obtained from 19 patients with COVID-19 and 7 control patients with short postmortem interval autopsies. We identified nine main cell types by using the uniform manifold approximation and projection (UMAP) method: epithelial cells (n = 30,070 cells), myeloid cells (n = 29,632 cells), fibroblasts (n = 22,909 cells), endothelial cells (n = 5,386 cells), T and natural killer lymphocytes (n = 16,751 cells), lymphocytes and plasma cells (n = 7,236 cells), neuronal cells (n = 2,017 cells), mast cells (n = 1,464 cells), and antigen-presenting cells (primarily dendritic cells; n = 849 cells) (Figure 1A). The disease sorting results showed that the cell types and counts in the lung tissue of COVID-19 patients significantly differed from those of non-COVID-19 patients (Figure 1B). In the lung tissue of patients with severe COVID-19, the myeloid cell count significantly increased (p=0.0024) and the epithelial cell count significantly decreased (p=0.0059) (Figure 1C). Further analysis of immune-related cell subsets revealed that the increase in myeloid cells was mainly due to the large increase in the alveolar macrophage count (p=0.0033) (Figure 1D) and that the macrophage functions in the COVID-19 group may also be significantly different from those in the non-COVID-19 group (Figure 1E). Assays of non-immune–related cell subsets indicated that the decrease in epithelial cells was mainly due to the considerable decrease in type II alveolar epithelial cell (AT2) count (p=0.0182) (Figure 1F); it was found that the transformation from AT2 to type I alveolar epithelial cells (AT1) may be blocked in the lung tissue of patients with COVID-19 (Figures 1F, G).




Figure 1 | Single-cell atlas and cell subset fractions in the lung tissue from COVID-19 patients. (A) Main clusters and respective cell-type assignments in the uniform manifold approximation and projection (UMAP). (B) Origins of cells with same embedding in COVID-19 (n = 19) and non-COVID-19 (n = 7) lungs. (C) Fraction of main cell types in COVID-19 and non-COVID-19 lungs. (D) Fraction of immune cell subsets in COVID-19 and non-COVID-19 lungs. (E) UMAP and corresponding group assignments of the macrophages analyzed. (F) Fraction of non-immune cell subsets in COVID-19 and non-COVID-19 lungs. (G) UMAP and corresponding group assignments of the epithelial cells analyzed, including AT2 and AT1.





Aberrant Macrophage Transformation Was Influenced by Mitochondrial Dysfunction in the Lung Tissue of COVID-19 Patients

To analyze the changes in the alveolar macrophage count and functions in COVID-19 lung tissues, we performed dimensionality reduction clustering and subgroup annotation of the macrophages. Seven subsets were identified using the t-distributed stochastic neighbor embedding (tSNE) method: monocytes, transition monocytes, infiltrating macrophages, regulatory macrophages, primary macrophages, mature macrophages, and active macrophages (Figure 2A). The first three subsets belonged to the macrophage infiltrating trail, whereas the last three subsets belonged to the macrophage activating trail (Figure 2B).




Figure 2 | Immune macrophage transformation in the lung tissue from COVID-19 patients. (A)T-distributed stochastic neighbor embedding (tSNE) projection highlighting immune macrophage transformation trails. Red arrow represents macrophage infiltrating trail and blue arrow represents macrophage activating trail. (B) tSNE of representative markers RNA expression showing macrophage transformation trails. (C) Upregulated mitochondrial differentially expressed genes (mito-DEGs) of macrophage subsets in COVID-19. (D) Downregulated mito-DEGs of macrophage subsets in COVID-19. (E) Statistical analysis of mito-DEGs, accompanied by the transformation of macrophage infiltrating and activating trails.



To analyze the mitochondrial damage in the alveolar macrophages of patients with COVID-19, we first searched for all mitochondrion-encoding genes and mitochondrial function–regulating genes from the Gene Set Enrichment Analysis (GSEA), Gene Cards, and UniProt databases and merged them into a complete mitochondrion-related gene cluster comprising 1,513 genes (Table S1). We screened mitochondrial differentially expressed genes (mito-DEGs) in at least 3 macrophage subsets and identified 31 upregulated mito-DEGs (HIF1A, HSPA1A, HSP90AA1, TYMP, HSPD1, SQSTM1, SOD2, SLC44A1, IDH1, HSPE1, GLUL, ATP6V1C1, ANXA6, TSPO, MTUS1, MRPS6, LRRK2, IFI27, GLS, GK, ATP13A3, VAT1, SLC25A6, RPS3, RALA, MT-CO2, GPX4, GABARAP, DDTT4, CYBSA, and ATP6AP1) (Figure 2C) and 27 downregulated mito-DEGs (PRKN, ACSM3, WWOX, MT-ND1, MHP2, IGF1, ANK2, ACSM1, NUBPL, MTERF1, FOXO3, VRK2, TRAK1, SGK1, OPA3, MTHFD1L, MT-ND2, MT-CO1, KMO, IMMP2L, ECHDC2, DECR1, ATG7, ACSS3, ACSM6, ACACB, and RDH13) (Figure 2D). Gene expression analysis of macrophage subsets revealed that the mito-DEGs in the macrophage infiltrating trail were gradually upregulated, whereas those in the macrophage activating trail were gradually downregulated (Figure 2E). These results suggested that alveolar macrophage transformation is closely related to the expression of mitochondrion-related genes in patients with COVID-19.

The changes in mito-DEGs in different macrophage subsets are directly reflected in the bubble chart provided in Figure 3A; after SARS-CoV-2 infection, HIF1A expression significantly increased and PRKN expression significantly decreased (Figure 3B) in all the macrophage subsets. Based on these mito-DEGs, we further analyzed the mitochondrial functions of macrophage subsets by using GSEA-based pathway enrichment analysis. The key pathways involved in mitochondrial quality regulation, such as mitochondrial oxidative phosphorylation, mitochondrial autophagy, and apoptotic mitochondrial changes, were generally enriched in most macrophage subsets in patients with COVID-19 (Figure S1). Gene set variation analysis (GSVA) further showed that the mitochondrial pathway activity in the macrophage activating trail was much higher in patients with COVID-19 (Figure 3C). Activated macrophages are a subset of innate alveolar macrophages; they have antigen-presenting characteristics and can phagocytize virus-infected alveolar epithelial cells, which may play an important role in the repair of lung tissue injury. The mitochondrial pathway activity in the macrophage infiltrating trail was lower in patients with COVID-19 (Figure 3C). Infiltrating macrophages may belong to the exogenous macrophage subsets produced by the lung’s damaged blood immune cells.




Figure 3 | Mitochondrial functions of macrophage subsets in COVID-19 lung tissues. (A) Bubble chart of upregulated mito-DEGs of macrophage subsets in COVID-19. (B) Bubble chart of downregulated mito-DEGs of macrophage subsets in COVID-19. (C) GSVA of mitochondrion-related pathways in macrophage subsets in COVID-19.





Impaired Alveolar Epithelial Regeneration Was Influenced by Excessive Mitochondrial Fission and MCU Destruction in the Lung Tissue of COVID-19 Patients

To investigate alveolar epithelial regeneration in patients with COVID-19, we performed subset analysis and found that the two typical alveolar epithelial cell subsets, AT2 and AT1, were clearly distinguished in the non-COVID-19 group; by contrast, in patients with COVID-19, the cellular properties of the AT2 and AT1 subsets gradually converged, leading to their transformation to mitochondrion-damaged alveolar epithelial cells (Figure 4A).




Figure 4 | Alveolar epithelial regeneration in COVID-19 lung tissues. (A) UMAP and corresponding group assignments of AT2 and AT1 in COVID-19. C: COVID-19 group; NC: Non-COVID-19 group. (B) Heat map of top 30 upregulated mito-DEGs in AT2 during COVID-19. (C) Heat map of top 30 upregulated mito-DEGs in AT1 during COVID-19. (D) Statistical analysis of mito-DEGs in AT2 and AT1 during COVID-19. (E) GO pathway enrichment analysis in relation to mito-DEGs in AT2 and AT1 during COVID-19. (F) Venn diagram showing the intersection mito-DEGs from AT2, AT1, and active macrophages during COVID-19.



To examine the link between alveolar epithelial regeneration and mitochondrial damage in patients with COVID-19, we separately analyzed the mito-DEGs of the AT2 and AT1 subsets in patients with COVID-19 (Figures 4B, C). We identified 38 mito-DEGs that showed consistent changes in expression in the AT2 and AT1 subsets in patients with COVID-19. The mito-DEGs upregulated in AT2 and AT1 included the following: 13 mitochondrion-coding genes (mitochondrial COX subunits, i.e., MT-CO1, MT-CO2, and MT-CO3; mitochondrial NADH subunits, i.e., MT-ND1, MT-ND2, MT-ND3, MT-ND4, MT-ND4L, MT-ND5, and MT-ND6; and ATP synthases, i.e., MT-ATP6, MT-ATP8, and MT-CYB) and 20 mitochondrial function regulatory genes (HSPD1, HSPA1A, SQSTM1, MUC1, SFN, BIRC3, TKT, BNIP3L, RACK1, MRPS6, TNFSF10, YWHAG, CTTN, NDUFS1, MRPS25, ME1, XIAP, MRPL14, BCL2L1, and VPS13C). The mito-DEGs showing downregulation in the AT2 and AT1 subsets included MCU, TP53BP2, JUN, PRKG1, and NR4A1. In addition, some mito-DEGs were reversely altered in the AT2 and AT1 subsets (e.g., LRRK2, PID1, SOD2, CLIC4, and ERBB4) or showed altered expression in the AT2 or AT1 subset in patients with COVID-19 (Figures 4B–D). It should be noted that the general upregulation of mitochondrion-encoding genes suggested that the alveolar epithelial cells of patients with COVID-19 would have excessive mitochondrial fission, resulting in a large increase in the number of damaged mitochondria, and the decrease in MCU expression suggested that the mitochondrial calcium transport channels of alveolar epithelial cells were disrupted in patients with COVID-19 (Figure 4D).

Functional enrichment analysis also established that several key aspects of mitochondrial quality regulation, such as mitochondrial organization, apoptotic mitochondrial changes, mitochondrial membrane permeability, mitochondrial membrane potential, mitophagy, mitochondrial calcium homeostasis, and cytoskeleton regulation, were impaired to various degrees (Figure 4E). The Kyoto Encyclopedia of Genes and Genomes (KEGG) annotation results further showed that the damaged mitochondrial clearance and degradation pathways in alveolar epithelial cells were significantly inhibited, resulting in the accumulation of large amounts of mitochondrion-damaged alveolar epithelial cells in patients with COVID-19 (Figure S2). The accumulation of damaged mitochondria in the AT2 subset was mainly due to inhibition of apoptotic mitochondrial changes (Figure S2A), whereas the accumulation in the AT1 subset was mainly due to inhibition of the mitophagy pathway (Figure S2B).

The mito-DEGs in the AT2, AT1, and active macrophage subsets are shown in the Venn diagram in Figure 4F; the main genetic signatures of active macrophages that phagocytized virus-infected epithelial cells were found to be increased expression of HIF1A, TYMP, SOD2, LRRK2, HSPA1A, HSPD1, SQSTM1 (p62), MRPS6, SLC25A6 (ANT), GPX4 and decreased expression of PRKN, FOXO3. In addition, the decreased expression of mitochondrion-encoding genes, such as MT-ND1, MT-ND2, and MT-CO1, were also found in active macrophages after phagocytosis of virus-infected alveolar epithelial cells (Figure 4F).



Irregular Distribution of Immune Cells Was Affected by the Mitochondrial IFI27-Mediated IFN Immune Response in the Blood Samples of COVID-19 Patients

To analyze mitochondrial damage in the blood immune cells of patients with COVID-19, we selected two bulk RNA-seq datasets (GSE157103 and GSE152641) of peripheral blood from patients with this disease. The GSE157103 dataset contains information on the blood leukocyte samples from 100 patients with severe COVID-19 and 26 patients without COVID-19. The GSE152641 dataset contains information on the peripheral blood samples from 62 patients with COVID-19 and whole blood samples from 24 healthy controls. The differential expression analysis of mitochondrion-related genes is shown in Figures 5A, B. The Venn diagram shows that the following 14 mitochondrion-related genes were upregulated in the blood of patients with COVID-19 in both datasets: IFI27, IFIH1, IFIT2, IFI6, OAS1, XAF1, IFIT3, CMPK2, RSAD2, GLDC, CCNB1, TYMS, CDK1, and OLFM4 (Figure 5C). KEGG annotation showed that these significantly upregulated mitochondrion-related genes were closely related to the blood immune response after viral infection. Gene Ontology (GO) functional enrichment analysis showed that these significantly upregulated mitochondrion-related genes were closely related to viral immune response pathways, such as the type I IFN signaling pathway, the pathways involved in the response to virus and viral genome replication, and mitochondrial dysfunction pathways such as those involved in mitochondrial ATP synthesis and apoptotic mitochondrial changes (Figure 5D). Among the 14 mitochondrion-related genes showing upregulation in the blood samples, IFI27 showed significantly upregulated expression in the infiltrating macrophage subsets of patients with COVID-19 (Figures 2C, 5E), suggesting that IFI27 is involved in the blood immune response and in the lung–blood interaction process after viral infection.




Figure 5 | Expression of mitochondrion-related genes in the blood of patients with COVID-19. (A) Heat map of mito-DEGs in blood leukocytes from GSE157103. (B) Heat map of mito-DEGs in the whole blood from GSE152641. (C) Venn diagram showing the intersection mito-DEGs between these two GSE datasets. (D) Functional enrichment analysis of mito-DEGs in blood from patients with COVID-19. GO analysis and KEGG annotation are both listed. (E) Venn diagram showing the intersection mito-DEGs between blood and macrophages in COVID-19.



To examine the blood immune response of patients with COVID-19 and its relationship with IFI27, we used CIBERSORT to analyze the landscape of immune cells in the blood of patients with COVID-19. GSE157103 dataset analysis showed that the proportions of naïve B cells and regulatory T cells (Tregs) decreased, whereas the proportions of memory B cells, plasma cells, and activated dendritic cells increased in the blood of patients with COVID-19 (Figures 6A, B). Furthermore, GSE157103 dataset analysis showed that the proportions of naïve B cells, CD8+ T cells, and Tregs decreased, whereas those of plasma cells, resting natural killer cells, monocytes, activated dendritic cells, and neutrophils increased in the blood of patients with COVID-19 (Figures 6C, D).




Figure 6 | CIBERSORT analysis of immune cell count in the blood of patients with COVID-19. (A) Distribution proportion of immune cells in each sample from GSE157103. (B) Statistical analysis of various immune cell types in blood leukocytes from patients with COVID-19 and non-COVID-19 patients in GSE157103. (C) Distribution proportion of immune cells in each sample from GSE152641. (D) Statistical analysis of various immune cell types in whole blood from patients with COVID-19 and non-COVID-19 patients in GSE152641. (E) Correlation analysis between IFI expression and immune cell content in GSE157103. (F) Correlation analysis between IFI expression and immune cell content in GSE152641.



To determine whether the IFI27-mediated IFN immune response affects the counts of blood immune cells in patients with COVID-19, we analyzed the correlation between IFI27 expression and the abovementioned significantly altered immune cell counts. IFI27 expression was negatively correlated with the naïve B cell and Treg counts and positively correlated with the plasma cell counts in the blood of patients with COVID-19 (Figures 6E, F). The abovementioned results suggested that IFI27 expression upregulation in the blood immune cells of patients with COVID-19 accelerated the differentiation of naïve B cells into plasma cells and the infiltration of Tregs into alveoli.




Discussion

This study noted the severe mitochondrial quality imbalance in the lung tissue and blood immune cells of patients with COVID-19, which played a key role in viral immune escape and cell turnover. Our findings indicated that the mechanism underlying the damage caused by the virus was as follows: (1) In alveolar epithelial cells infected by SARS-CoV-2, there exists excessive mitochondrial fission, inhibition of mitochondrial degradation pathway and destruction of MCU calcium channel, thereby resulting in decreased AT2 counts and blocking the transformation of AT2 to AT1. The accumulation of many mitochondrion-damaged alveolar epithelial cells exhibit an impaired immune response, enhancing viral immune escape and replication. (2) In alveolar macrophages that swallow virus-infected alveolar epithelial cells or are directly infected by SARS-CoV-2, the low mitochondrial respiratory ability and the subsequently activated mitochondrial ROS-HIF1A pathway aggravate the pro-inflammatory response of lung tissue in patients with COVID-19. The infected alveolar macrophages further release high levels of IFN into the blood. (3) In blood immune cells of patients with COVID-19, the IFN release activates mitochondrial IFI27 and destroys mitochondrial energy metabolism in T and B cells, thereby promoting the plasma cell differentiation and lung–blood shuttle of Tregs, and eventually leading to cytokine storm and excessive inflammation (Figure 7).




Figure 7 | Schematic showing the systemic pathological changes in the lung and blood specimens of patients with COVID-19.



Under normal circumstances, host cells rapidly respond to invading viruses by coordinating the functions of various organelles after viral infection (23). However, during highly invasive/aggressive viral infection, including that with SARS-CoV-2, the immune response function of organelles is controlled by the virus and is used to avoid the antiviral response, enhancing the ability of virus replication, and cause immune escape. Recent studies have shown that the viral structural proteins of SARS-CoV-2 can be translated and inserted into endoplasmic reticulum–mitochondrial contacts. Viral RNA synthesis is associated with endoplasmic reticulum and mitochondrial membrane modifications, and double-membrane vesicles produced by the endoplasmic reticulum and mitochondria may be central hubs for viral RNA synthesis and replication (24). Travaglini et al. detected the protein products of SARS-CoV-2 using affinity purified mass spectrometry and found that three nonstructural proteins (NSP4, NSP8, and ORF9c) were enriched in mitochondrial ribosomes, suggesting that mitochondria are one of the important target organelles of SARS-CoV-2, which disrupts host cell function (25). Miller et al. showed that SARS-CoV-2 could mask the reactive oxygen species (ROS) produced during cellular energy metabolism by inhibiting mitochondrial respiratory chain complex I, resulting in inability to activate cells to produce immune resistance (16). Ajaz et al. showed that abnormal mitochondrial pentose phosphate metabolism in host cells could enhance viral RNA replication and viral pathogenicity and help evade antiviral responses (26). In the current study, we found that multiple key factors affecting mitochondrial quality, such as mitochondrial coding and regulation of gene expression, mitochondrial function, and related metabolic pathways, were impaired to different degrees in various types of tissue cells in patients with COVID-19, indicating that mitochondria play a critical role in the immune response of host cells to SARS-CoV-2.

We found significant changes in the expression of mitochondrion-related genes in the lung tissue and blood of patients with COVID-19. The specific alterations were as follows: In alveolar macrophages, the expression of 31 mitochondrion-related genes such as HIF1A, SQSTM1, SOD2, IDH1, TSPO, LRRK2, and GPX4 was upregulated and the expression of 27 mitochondrion-related genes such as PRKN, ATG7, FOXO3, MT-ND1, MT-ND-2, MT-CO1, and OPA3 was downregulated. In lung epithelial cells, the genes that were simultaneously upregulated in the AT2 and AT1 subtypes included 13 mitochondrion-encoding genes (e.g., genes encoding the COX subunit, NADH subunit, and ATP synthase, etc.) and 20 mitochondrial function–regulating genes (e.g., HSPD1, HSPA1A, SQSTM1 and BNIP3L, etc.); the genes that were simultaneously downregulated in the AT2 and AT1 subtypes included MCU, TP53BP2, JUN, PRKG1, and NR4A1. In blood leukocytes, 14 mitochondrion-related genes, namely, IFFI27, IFIH1, IFIT2, IFI6, OAS1, XAF1, IFIT3, CMPK2, RSAD2, GLDC, CCNB1, TYMS, CDK1, and OLFM4, were upregulated. Our study systematically describes the specific changes that occurred in mitochondrion-related genes in the lung tissue of patients with COVID-19 and during lung–blood interaction. It also provides data supporting the requirement for further analysis of the important role of and specific regulatory mechanism underlying mitochondrial quality imbalance in immune escape and cell outcome in patients with COVID-19.

SARS-CoV-2 has been reported to first invade ciliated cells in the proximal airways and AT2 cells in the gas-exchange zone of the distal lung (5, 27). AT2 cells are progenitor cells of the lung epithelium and precursor cells of AT1 and can, therefore, regulate lung epithelial cell homeostasis via self-renewal and differentiation, maintain alveolar tension by secreting pulmonary surfactant, and support efficient gas exchange at the lung–blood interface (28). After mild inflammatory stimulation or viral infection, AT2 cells can present antigens to T cells to initiate T cell responses (29) and maintain alveolar function by increasing citrate synthase expression, upregulating the expression of the mitochondrial biogenesis–related gene PPARGC1A (PGC-1α), and promoting mitochondrial apoptosis and other approaches for maintaining alveolar function (30). However, our current study showed that the AT2 count significantly decreased in the lung tissue of patients with COVID-19. The conversion of AT2 to AT1 was blocked, which may be an important reason for the body’s failure to mount an immune response against SARS-CoV-2. In addition, mitochondrial calcium uptake plays an important role in the conversion of AT2 to AT1, and MICU1-MCU channels represent important mechanisms for regulating the differentiation of AT2 to AT1 cells (31). In our current study, we found that MCU expression was significantly downregulated in both AT2 and AT1 cells in patients with COVID-19, suggesting that the destruction/blocking of MCU channels in alveolar epithelial cells by SARS-CoV-2 infection may be a potential mechanism underlying the blocking of AT2 to AT1 conversion.

Our study showed that the expression of mitochondrion-encoding genes was upregulated and that of the mitochondrial biogenesis–related gene PPARGC1A (PGC-1α) was downregulated in the alveolar epithelial cells of patients with COVID-19. These findings suggested that the mitochondria in alveolar epithelial cells from such patients exhibit excessive fission without additional biogenesis, resulting in a considerable increase in the number of damaged mitochondria. Moreover, our findings showed that, after SARS-CoV-2 infection, multiple key aspects of mitochondrial quality regulation, such as mitochondrial morphological features, mitochondrial apoptosis, and mitochondrial membrane potential, are affected in lung epithelial cells. In patients with COVID-19, the JUN-MCL1-mediated mitochondrial apoptosis pathway is inhibited in AT2 cells and the PRKN-FOXO3-mediated mitophagy pathway is inhibited in AT1 cells. The abovementioned results suggested that, because damaged mitochondria cannot be effectively degraded and cleared via apoptosis or mitophagy, many mitochondrion-damaged lung epithelial cells cannot initiate the damage repair mechanism of the host in the lung epithelial cells of patients with COVID-19, resulting in COVID-19 immune escape, which accelerates the viral replication process.

Alveolar macrophages are yolk sac–derived heterogeneous mononuclear phagocytes with complex ontogeny and reside in the alveolus pulmonis. When infection is initiated, these cells are responsible for early pathogen identification, inflammation initiation and regression, and tissue damage and repair (32). In alveolar tissue, cleaning of residual, such as virus or damaged cells, depends on macrophages to swallow and transfer to local lymph nodes, thus triggering immune protection (33). However, in the lung tissue of patients with severe COVID-19, macrophages have been found to be infected by SARS-CoV-2, as indicated by the presence of viral nucleocapsid proteins (34), and these macrophages aggravate the damage in concert with the virus itself (35). In our current study, we found that HIF1A expression significantly increased in the alveolar macrophages of patients with COVID-19. Zhu et al. (36) also noted upregulation of HIF1A expression in the alveolar lavage fluid of patients with COVID-19, consistent with our findings. High HIF1A levels can promote glycolysis in alveolar macrophages, inhibit mitochondrial function, and aggravate proinflammatory responses and lung tissue damage (37). In virally infected animal and cell models, inhibiting the HIF1A pathway can promote the proliferation of reparative macrophages, which is conducive to tissue repair and homeostasis after infection and increase in survival rate.

Our current study also showed that the alveolar macrophages in patients with COVID-19 have two developmental trajectories. The expression level of mitochondrion-related genes was upregulated, consistent with the maturation process of infiltrating macrophages, whereas that of active macrophages was gradually downregulated. Thus, SARS-CoV-2 infection may have a greater impact on the mitochondrial pathway activity of active macrophages. This effect is probably due to the recognition and phagocytosis of virus-infected lung epithelial cells; expression of mitochondrion-encoding genes such as MT-ND1, MT-ND2, and MT-CO1 decreased in active macrophages, whereas that of mitochondrion-regulatory genes such as SOD2, SQSTM1 (p62), and LRRK2 increased. The decreased expression of the mitochondrion-encoding genes suggested that mitochondrial spare respiratory capacity decreased in the alveolar macrophages of patients with COVID-19 (37). Furthermore, increased expression of the mitochondrion-regulatory genes, such as SOD2, SQSTM1 (p62), and LRRK2, activated the oxidative stress pathway of macrophages and led to production of large amounts of ROS, which helped stabilize HIF1A (38–40). These results suggest that activation of the macrophage ROS-HIF1A pathway due to phagocytosis of apoptotic lung epithelial cells or directly due to viral infection may be pivotal in aggravating the pro-inflammatory response in lung tissue.

Some studies have shown that macrophages infected with SARS-CoV-2 release T cell chemokines, thereby attracting many T cells into the lungs and promoting T cell activation and proliferation (35, 41). T cells produce large amounts of IFN, which induces the release of many inflammatory factors by alveolar macrophages into the blood. However, they also induce the death of infected macrophages and spread to the microvasculature to recruit monocytes into the lungs, where the cells rapidly differentiate into alveolar macrophages, thereby leading to positive feedback regulation. In our current study, we noted decrease in the counts of naïve B cells and Tregs and increase in the counts of plasma cells and activated dendritic cells in the blood of patients with COVID-19. The differential expression of mitochondrion-related genes in these cells suggests that this process may be closely related to the type I IFN immune response to virus. A large amount of IFN is produced by infected blood immune cells; it activates effectors such as IFI27 to fight the virus (42). In addition, IFI27, which is located in the mitochondria, plays an important role in regulating mitochondrial energy metabolism, such as the tricarboxylic acid (TCA) cycle and respiratory chain uncoupling (43). Our study showed that IFI27 expression significantly increased in alveolar invasive macrophage subsets and blood immune cells in patients with COVID-19 and played an important role in the disproportion of peripheral blood immune cells and lung–blood interaction. These results suggest that IFI27 can be used as a mitochondrial immune marker to evaluate the degree of viral infection and cell turnover in patients with COVID-19 (44).

Mitochondrial quality is extremely important for B cell transformation. When mitochondrial quality is excellent, B cells tend to undergo type transformation; however, when the mitochondrial quality is imbalance, they undergo differentiation to plasma cells (45). We found that the proportion of naïve B cells decreased and that of plasma cells increased in patients with COVID-19, suggesting that the mitochondrial damage to blood B cells caused by SARS-CoV-2 infection accelerates the differentiation of B cells to plasma cells (effector B cells). T cell dysregulation is closely related to COVID-19 severity. Tregs are regulatory CD4+ T cell subsets that maintain peripheral immune tolerance (46). Tregs play a key role in maintaining immune homeostasis and inhibiting excessive inflammatory responses by inducing other immune cell activation, proliferation, and effector functions (47). They have been found to alleviate virus-induced pneumonia and acute lung injury by inhibiting CS in respiratory virus infection (48, 49). On the basis of our findings, it can be presumed that the CS and excessive inflammatory response caused by the decrease in Tregs in the blood of patients with severe COVID-19 may be the main reasons for the poor prognosis of patients with severe COVID-19.

The limitations of this study are as follows: (1) Owing to the stringent experimental requirements of SARS-CoV-2–related research, we could not perform the relevant animal or cell experiments. (2) The current available public datasets have less accurate prognostic information and have scattered information regarding related biochemical indicators on patients with COVID-19, which are insufficient for determining the correlation between mitochondrial–related genes and organ functions or prognosis of patients with COVID-19. We plan to perform further research after identifying more detailed datasets with multiple organ indexes when available. (3) Currently, a SARS-CoV-2 mutant strain, that is, Omicron, has been identified (50). Further studies are required to determine whether the mutant viruses cause differing degrees of mitochondrial damage in the lung tissue and blood immune cells. We will continue to follow up on detailed information and related sequencing data of patients infected with the original virus or with different mutants.

In conclusion, our study emphasizes that mitochondria get caught in the crossfire of COVID-19 and immunity, and systematically explains the reasons for the immune escape and excessive inflammation noted during COVID-19 from the perspective of mitochondrial quality imbalance in lung tissue and lung–blood interaction. Further studies should be performed to develop mitochondrial quality control as the main intervention for functional protection of critically affected organs, for example, in the lungs of patients with COVID-19.
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Supplementary Figure 1 | GSEA-based pathway enrichment analysis in relation to the macrophage subsets in COVID-19. (A) Macrophage infiltrating trails, including monocytes, transition monocytes, and infiltrating macrophages. (B) Macrophage activating trails, including primary macrophages, mature macrophages, and active macrophages.

Supplementary Figure 2 | Representative KEGG annotation in relation to mito-DEGs in AT2 and AT1 during COVID-19. (A) Apoptosis pathway (KEGG: hsa04210) enriched by mito-DEGs in AT2. (B) Mitophagy pathway (KEGG: hsa04137) enriched by mito-DEGs in AT1.


Supplementary Table 1 | Cluster lists of 1,513 mitochondrion-related genes.
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Herpesviruses belong to large double-stranded DNA viruses. They are under a wide range of hosts and establish lifelong infection, which creates a burden on human health and animal health. Innate immunity is the host’s innate defense ability. Activating the innate immune signaling pathway and producing type I interferon is the host’s first line of defense against infectious pathogens. Emerging evidence indicates that the cGAS-STING signaling pathway plays an important role in the innate immunity in response to herpesvirus infections. In parallel, because of the constant selective pressure imposed by host immunity, herpesvirus also evolves to target the cGAS-STING signaling pathway to inhibit or escape the innate immune responses. In the current review, we insight on the classical cGAS-STING signaling pathway. We describe the activation of cGAS-STING signaling pathway during herpesvirus infections and strategies of herpesvirus targeting this pathway to evade host antiviral response. Furthermore, we outline the immunotherapy boosting cGAS-STING signaling pathway.
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1 Introduction

Herpesviruses belong to double-stranded DNA viruses with virions ranging in size from 120 to as much as 260 nm (1). They are ubiquitous worldwide and under a wide range of hosts, infecting almost all vertebrates, including humans, mammals, birds, and reptiles (2). The Herpesviridae family comprises three subfamilies: alphaherpesvirinae, betaherpesvirinae, and gammaherpesvirinae, composed of 115 viruses (3). Herpesviruses included in the alphaherpesvirinae subfamily have a wide range of hosts, a short reproduction cycle, rapid spread, and can destroy host cells. These viruses are reported to establish latent infections in sensory ganglia. Characteristics of the betaherpesvirinae subfamily members are markedly different from those of members of the alphaherpesvirinae subfamily. These viruses tend to latently infect lymphoreticular cells, secretory glands and kidneys. The hosts for members of the gammaherpesvirus subfamily often span different families. These viruses usually specifically infect T or B lymphocytes (4). Herpesviruses are ancient viruses that co-evolved with their hosts, and following exposure, they establish a lifelong infection that burdens human health and animal health (5). However, only fetuses and immunocompromised hosts usually exhibit severe clinical symptoms after herpesviruses infection (3). Notably, a few herpesviruses have certain interspecies transmission abilities: one kind of livestock and poultry may infect several types of virus, and one virus may also infect several animals, and even transmission infection between humans and animals occurs (6). The role of the innate immune system during herpesvirus infections is a worthy but grossly understudied aspect that calls for much more attention.

Innate immune system is the host’s first and most rapid line of defense in recognizing pathogens. It works by activating multiple intra- and extracellular signaling pathways to defend against pathogenic infection and protect organisms (7). Host recognition of pathogens relies on the pattern recognition receptors (PRRs) and their ligands, which include the conserved pathogen structures, pathogen-associated molecular patterns (PAMPs) and the newly reported host-derived damage-associated molecular patterns (DAMPs). Nucleic acids, lipoproteins, or polysaccharides associated with pathogenic structures are common PAMPs. In contrast, DAMPs are usually associated with cellular exposure to stress, and are therefore also known as alarmins (8, 9). Among infectious agents, viruses have a wide range of ecosystem impacts as an intracellular specialized pathogen and pose a serious threat to all living organisms (10, 11). Different PRRs are present in host cells to recognize viral nucleic acids (DNA or RNA). DNA is predominantly targeted by DNA-dependent activator of interferon response factors (DAI), cyclic GMP-AMP synthase (cGAS), absent in melanoma 2 (AIM2), interferon-gamma-inducible protein 16 (IFI16), interferon-inducible protein X (IFIX), and Toll-like receptors (TLRs) (7, 9, 12). Interestingly, TLR9 exclusively recognizes unmethylated DNA with CpG-motifs (CpG DNA) (9, 13). Viral RNA is mainly sensed by RIG-I-like receptors (RLRs) and some Toll-like receptors (TLR3/7/8) (14, 15).

cGAS plays a prominent role in viral DNA sensing and is rapidly activated by cytosolic DNA. Subsequently, the activated cGAS promotes the synthesis of 2’, 3’-cGAMP. Then 2’, 3’-cGAMP activates a protein located on the endoplasmic reticulum (ER), stimulator of interferon genes (STING) (16, 17). Subsequently, STING mediates several downstream signaling cascades to protect the host from pathogen invasion (18). Numerous studies have suggested that the cGAS-STING signaling pathway, mainly responsible for cytoplasmic DNA sensing, plays an important role in host innate immunity against viruses. In addition to recognizing and sensing DNA virus infection, this pathway has been reported to be involved in restricting the infection of RNA viruses (9, 19).. At the same time, because of the constant selective pressure imposed by host immunity, viruses are also evolving to target the cGAS-STING signaling pathway to inhibit or evade the host immune response (7, 11). Numerous recent studies have shown that the cGAS-STING signaling pathway is an ideal target for therapeutic intervention in diseases, especially in cancer and tumors (20–23), which may provide new ideas for combating herpesvirus.

In the current review, we insight on the classical cGAS-STING signaling pathway. Then we describe the activation of cGAS-STING signaling pathway during herpesvirus infections and strategies of herpesvirus targeting this pathway to inhibit and evade the host antiviral response. Finally, we outline the immunotherapy enhancing cGAS-STING signaling pathway.



2 Signaling in the Classical cGAS-STING Signaling Pathway

cGAS-STING signaling pathway is one of the important pattern recognition and effector pathways in host innate immunity. The signaling of classical cGAS-STING signaling pathway is generally thought to consist of three main phases: nucleic acid-sensing, intracellular signal transduction, and immune response activation (Figure 1).




Figure 1 | The classical cGAS-STING signaling pathway. The green arrows indicate the activation of this pathway and induction of the IFN-I response. The yellow arrow indicates the synthesis of cGAMP. The blue arrow indicates the phosphorylation of IRF3. Protein phosphorylation is depicted as P. The question mark indicates that the specific mechanism has not been elucidated.




2.1 Nucleic Acid Sensing

Viral DNA is sensed by specific sensor proteins which mainly present in the cytoplasm of host cells. Sensor proteins recognize viral DNA and activate an innate immune response against the virus (9). cGAS is one of the most important DNA sensors, and in particular its ability to induce type I interferon (IFN-I) responses has been well documented (24, 25). The DNA-sensing and enzymatic activity of cGAS were first described in 2013 (25, 26). cGAS belongs to the nucleotidyltransferase family, and uses purines or pyrimidines to synthesize linear or cyclic dinucleotide or trinucleotides to activate downstream signaling molecules (27). cGAS is activated by double-stranded DNA (dsDNA) and recognizes dsDNA in a length-dependent manner. cGAS binding to short dsDNA less than 20 bp results in incomplete formation of cGAS dimers, which prevent the formation of stable complexes. On the contrary, binding to large fragments of dsDNA induces high affinity of cGAS for the target nucleic acid and the formation of a network of cGAS-DNA oligomers (24, 28, 29). cGAS binds directly to dsDNA through its zinc-ribbon domain. Subsequently, its conformation changes and induces its enzymatic activity. Then, cGAS utilizes its enzymatic function to catalyze adenosine triphosphate (ATP) and guanosine triphosphate (GTP) into a second cyclic messenger, 2’, 3’- cGAMP (11, 30). cGAS has been reported to bind to single-stranded DNA (ssDNA), but only induces small amounts of cGAMP (31). Hybrid DNA and RNA, as well as stem-like ssDNA, can also activate cGAS, but with lower potency (9). In addition, cGAS can bind to dsRNA, but this does not induce cGAMP production (24).



2.2 Intracellular Signal Transduction

STING is an important junctional protein in the cGAS-STING signaling pathway and is the downstream ligand of cGAMP. STING utilizes its amino-terminal transmembrane domain to anchor it to the ER membrane, with the carboxyl terminus projecting into the cytoplasm (32). With or without ligand, STING exists as a dimer on the ER membrane (33–36). When cGAMP is synthesized, the STING dimer binds to a molecule of cGAMP through hydrophobic interactions and hydrogen bonding (33, 34). Then STING undergoes conformational change, activation and release of the carboxy-terminal tail (CTT) domain, which resembles a TANK binding kinase 1 (TBK1) substrate and permits recruitment of the downstream TBK1 (37). The complex of cGAMP and STING will be transferred from the ER to the Golgi apparatus by the ER-Golgi intermediate compartment (ERGIC) to further recruit TBK1 (38). Subsequently, the CTT domain exposed by STING is inserted into the groove formed between the kinase domain and scaffold dimerization domain (SDD) of TBK1 dimer, which is tightly bound (39, 40). TBK1 in turn promotes the phosphorylation of the CTT domain, which causes the recruitment of the interferon regulatory factor 3 (IRF3) (41).



2.3 Immune Response Activation

The recruited IRF3 forms a dimer after phosphorylation by TBK1. It then enters the nucleus to induce transcription of IFN-I (42). Triggering the IFN response is the most important function of the cGAS-STING signaling pathway. However, studies have confirmed that this pathway has functions not related to IFN (10). In inflammation, the cGAS-STING signaling pathway is associated with activation of the nuclear factor-kB (NF-κB) pathway. Although the exact mechanism is currently unknown, STING and TBK1 are indispensable for inducing NF-κB signaling pathway (43, 44). In addition, there are three other downstream responses of cGAS-STING signaling pathway have been reported: mitogen-activated protein kinase (MAPK) pathway, autophagy, and the unfolded protein response (UPR) (45–47).




3 The cGAS-STING Signaling Pathway in Herpesvirus Infections

The cGAS-STING signaling pathway is activated during herpesvirus infections (Figure 2). As herpesviruses co-evolved with hosts, some members of viruses have acquired their unique mechanisms and strategies to evade innate antiviral immunity, which mainly interferes with different factors in the cGAS-STING signaling pathway (Table 1 and Figure 2).




Figure 2 | Strategies of cGAS-STING signaling pathway activation and virus evasion during herpesvirus infections. Black letters represent herpesviruses. Red letters indicate the proteins of these viruses. Green letters indicate cellular proteins that favor cGAS-STING signaling pathway activation.




Table 1 | Herpesvirus evasion of innate immunity via cGAS-STING signaling pathway.




3.1 Activation of the cGAS-STING Signaling Pathway During Herpesvirus Infections

The cGAS-STING signaling pathway is critical to drive the initial IFN-I response and limite herpesvirus infection. Multiple herpesviruses have been shown to trigger this pathway, including herpes simplex virus-1 (HSV-1), oncolytic herpes simplex viruses (oHSV), pseudorabies virus (PRV), human cytomegalovirus (HCMV), mouse cytomegalovirus (MCMV), Kaposi’s sarcoma-associated herpesvirus (KSHV) (63, 67–72). HSV-1 is the most widely reported member associated with cGAS-STING signaling pathway in various studies.

In addition to being directly activated by viral DNA, the cGAS-STING signaling pathway can undergo different modifications for optimal signaling of HSV-1 infection, including ubiquitination and phosphorylation. E3 ubiquitin ligases, TRAF6 and RINCK (also known as TRIM41), promotes ubiquitination and activation of cGAS in IFN-I production during HSV-1 infection. IFN-β production is inhibited in TRAF6-knockdown cells infected with HSV-1. IFN-I production also is inhibited the RINCK−deletion cells upon HSV-1 infection, which is associated with the phosphorylation of TBK1 and IRF3 (73, 74). TRIM9s, believed to function as E3 ubiquitin ligases, are also identified as positive IFN-I regulators. Upon cellular sensing of HSV-1 DNA, TRIM9s undergo ubiquitination, and promote the recruitment and activation of TBK1, leading to IRF3 activation and IFN-I production (75). Deubiquitinases (DUB) also play an important role in the cGAS-STING signaling pathway. The ovarian tumor deubiquitinase 5 (OTUD5) can target STING to cleave its polyubiquitin chain and promote its stability. In cells with knockdown of OTUD5, degradation of STING in the HSV-1 triggered cGAS-STING signaling pathway is accelerated, thereby inhibiting IFN-I production (76).

Other cellular proteins also contribute to activating the cGAS-STING signaling pathway during HSV-1 infection. Heterogeneous nuclear ribonucleoprotein A2B1 (hnRNPA2B1) is a newly identified intranuclear DNA sensing protein. hnRNPA2B1 binds intranuclear viral DNA and transfers it to the cytoplasm during HSV-1 infection. It then activates TBK1 to promote the expression of downstream antiviral genes (77). ZCCHC3, a CCHC-type zinc-finger protein, positively regulates cGAS. Upon HSV-1 infection, binding of ZCCHC3 to viral DNA promotes cGAS binding to DNA, thereby facilitating cGAS activation. Conversely, ZCCHC3 deficiency leads to suppression of downstream antiviral gene expression triggered by viral DNA, which makes it easier for the virus to proliferate in the host (78). The nonreceptor tyrosine kinase CSK is also important for sensing of DNA viruses in the cGAS-STING signaling pathways. Deletion of CSK inhibits the expression of multiple downstream antiviral genes in the cGAS-STING pathway, including ifnb1, ifvn4, and isg56. Following HSV-1 infection, CSK phosphorylates STING at Y240 and Y245 after the phosphorylation of STING at S366 by TBK1 (79). β-arrestin 2, a multifunctional adaptor, promotes the clearance of HSV-1 and vesicular stomatitis virus (VSV) and virus-induced production of IFN-β in macrophages. β-arrestin 2 targets cGAS and promotes dsDNA-cGAS interactions as well as cGAMP production to induce STING expression and innate immune responses (80). A recent study reported that Mn2+ is a positive regulator of cGAS. Mn2+ promotes dsDNA binding to cGAS and increases the enzymatic activity of cGAS, which is beneficial to cGAS sensing low concentration of dsDNA. Furthermore, Mn2+ also promotes cGAMP binding to STING and increases the activity of STING. In the Mn-deficient mouse model, the production of antiviral factors is deprived, which is more conducive to viral infection and replication (81).



3.2 Evasion of the cGAS-STING Signaling Pathway by Herpesvirus

Herpesviruses are remarkable pathogens, which encode at least 70 functional proteins. The member known to encode the largest number proteins is HCMV that encode about 170 proteins. They can efficiently utilize their proteins and host components to evade host immunity and achieve proliferation and egress. With the in-depth study of herpesvirus-host interactions, we have understood how herpesviruses evade the cGAS-STING signaling pathway (Table 1 and Figure 2).


3.2.1 Alphaherpesviruses Evade the cGAS-STING Signaling Pathway

HSV-1 is the first virus reported triggering the cGAS-STING signaling pathway, and it encodes many proteins targeting this pathway to inhibit the host antiviral responses (82–84). HSV-1 tegument protein UL46 targets TBK1, and inhibits TBK1 dimer formation and its interaction with IRF3. Ultimately, it inhibits the activation of IRF3 and the production of IFN-I. UL46-deficient HSV-1 enhances the production of IFN-I and inhibits viral replication. Not surprisingly, the proliferation of UL46-deficient HSV-1 is stronger in TBK1-deficient cells (48). It has been proven that HSV-1-encoded UL41 inhibits host perception of the virus by targeting cGAS. The detailed mechanism is that UL41 has RNase activity to degrade cGAS. Deletion of UL41 promotes activation of the IFN-β promoter and production of IFN-β (49). UL37, another tegument protein of HSV-1, also targets cGAS to escape the host antiviral response. UL37 has been shown to have a deamidating effect, which disrupts the catalytic function of cGAS by deamidating it to inhibit the synthesis of cGAMP. Deamidase-deficient HSV-1 triggers a strong immune response in mice, leading to inhibition of viral replication (50). UL24 of HSV-1, an essential protein that promotes herpesvirus replication. It was demonstrated that UL24 inhibits the activation of the promoters of IFN-β and interleukin-6 (IL-6), thus facilitating HSV-1 evasion of antiviral responses and achieving efficient viral proliferation (51). The VP24 of HSV-1 is a newly identified protein that inhibits the production of IFN-β. VP24 inhibits the expression of DNA-induced IFN-β and the activation of the IFN-β promoter in the cGAS-STING signaling pathway. The specific mechanism is that VP24 impaires IRF3 activation and IFN-I production by disrupting the interactions between TBK1 and IRF3 (52). HSV-1 tegument protein VP22 acts as an antagonist of the IFN-I pathway. VP22 interacts with cGAS and inhibits the enzymatic activity of cGAS from evading innate immune responses persistently (53). VP1-2 of HSV-1 is a protein with DUB activity that interacts directly with STING. VP1-2 promotes the deubiquitination of STING to evade antiviral responses, especially in the brain. VP1-2 DUB activity deficient HSV-1 promotes IFN-stimulated gene expression and IFN production, and inhibits the replication of this virus. This is due to promoted ubiquitination of STING and phosphorylation of TBK1 as well as IRF3 (54). Another protein with DUB activity, HSV-1 ubiquitin-specific protease (UL36USP), is thought to primarily inhibits the activation of the IFN-β promoter to evade host antiviral responses by targeting cGAS and STING (55). HSV-1 inhibits IFN-I induction in human macrophages via the conserved herpesvirus protein ICP27. ICP27 targets TBK1 and STING in the cGAS-SING signaling pathway. The activity of TBK1 is important for this process (56). γ134.5 of HSV-1 directly interacts with STING to inhibit the activation of TBK1. During viral infection, the γ134.5 protein disrupts the transport of STING from the ER to the Golgi apparatus, which leads to downregulation of IRF3 and IFN responses (57). β-catenin is a crucial protein that promotes the expression of IFN-I. US3 encoded by HSV-1 inhibits IFN-I production by hyperphosphorylating β-catenin via its kinase activity (58).

In animal herpesviruses, research into the mechanisms of evasion of the cGAS-STING signaling pathway is just beginning. There are limited reports. PRV is a DNA virus that seriously affects the health of the pig industry worldwide. The proteins of PRV inhibit the production of IFN-I by targeting IRFs in the cGAS-STING pathway. PRV UL13 potently inhibits IFN-β production by phosphorylating IRF3 and disrupting IRF3 binding to downstream factor promoter (59). Another study showed that UL24 of PRV inhibits the production of IFN-β by targeting IRF7. UL24-deleted PRV strain significantly increased the transcription levels of IFN-I in PK-15 cells (60).



3.2.2 Betaherpesviruses Evade the cGAS-STING Signaling Pathway

Not only alphaherpesviruses can use their proteins to escape host innate immunity through the cGAS-STING signaling pathway, but some members of the betaherpesvirinae subfamily have also evolved their escape mechanisms. Tegument protein UL82 plays an important role in immune evasion of HCMV, which directly targets STING for inhibition of innate antiviral responses. UL82 facilitates the replication of HCMV. Conversely, inhibition of UL82 expression or deletion of UL82 results in high levels of intracellular antiviral genes. UL82 inhibits the STING signaling pathway by interacting with STING and iRhom2 and by disrupting the binding of STING to TRAPb to prevent the transfer of STING to the Golgi apparatus. In addition, UL82 inhibits the recruitment of downstream signaling molecules (TBK1 and IRF3) (61). MCMV m152 protein targets the IFN-I response by inhibiting STING-mediated IRF signaling (62).



3.2.3 Gammaherpesviruses Evade the cGAS-STING Signaling Pathway

The proteins of several gammaherpesviruses have been reported to inhibit the cGAS-STING signaling pathway. The viral IFN regulatory factor 1 (vIRF1) of KSHV was shown to be an important negative regulator of STING. vIRF1 blocks the interactions of STING with TBK1 and then inhibits the phosphorylation and activation of STING to suppress cGAS-STING-mediated antiviral immunity (63). The latency-associated nuclear antigen (LANA) encoded by KSHV is also one of the proteins that facilitate viral escape. LANA inhibits the clearance of KSHV from host cells by directly binding to cGAS to inhibit the phosphorylation of TBK1 and IRF3 (62). KSHV tegument protein, ORF52, also directly targets cGAS to inhibit its enzymatic activity and inhibit the sensing of viral DNA (64). In the murine gammaherpesvirus 68 (MHV68) infection model, deletion of ORF64 DUB has been shown to inhibit viral replication and proliferation. And mutation of the ORF64 DUB active site also diminishes the ability of the virus to establish latent infection in mice. However, this phenomenon does not occur in mice lacking STING, which indicates that MHV68 mainly escapes the host immune responses by inhibiting the function of STING through the ORF64 DUB (65). Meq, the major oncoprotein encoded by Malik’s disease virus (MDV), is also a negative regulatory protein of STING. Overexpression of Meq significantly inhibits antiviral responses. In contrast, knockdown of Meq significantly increased the expression levels of antiviral genes and IFN-β in cells infected with MDV. The specific mechanism is that Meq blocks the recruitment of downstream TBK1 and IRF7 to the STING complex to inhibit IFN-β production (66).





4 Immunotherapy Boosting cGAS-STING Signaling Pathway

The cGAS-STING signaling pathway is indispensable for the sensing of herpesvirus in host innate immunity, which makes this pathway an important candidate target for the therapy of herpesvirus infections. In fact, numerous studies have explored the immunotherapy targeting cGAS-STING signaling pathway, especially in tumor and cancer treatment, showing great therapeutic potential. Immunotherapy boosting the cGAS-STING pathway mainly includes STING agonist, improved delivery system and combination therapy. We outline these therapeutic approaches below, which may provide new ideas for against herpesvirus infections.


4.1 STING Agonist


4.1.1 Cyclic Dinucleotide

Cyclic dinucleotides (CDNs) have been verified as a class of cGAS-STING signaling pathways agonist involved in the immune system in prokaryotic cells and mammalian cells. CDNs consist of cyclic di-GMP (cdGMP), cyclic di-AMP (cdAMP), cyclic AMP-GMP (cGAMP) (20). cGAMP is one kind of the most classical CDNs, including 2’, 3’-cGAMP, 2’, 5’-cGAMP, 3’, 3’-cGAMP and 3’, 5’-cGAMP. CDNs have various applications in antitumor immunity (20–23). For instance, intra-tumoral injection of 2’, 3’-cGAMP significantly retards tumor growth in B16F10 mice (85).

Except for natural CDNs, synthetic CDNs with better properties are developed in recent years, such as ADU-S100 and ADU-V19. ADU-S100 (ML RR-S2 CDN), also known as MIW815, is a dithio CDN with high affinity to human STING. Therefore, it becomes the first STING agonist to enter clinical trials for advanced metastatic solid tumors or lymphomas. ADU-V19 (RR-S2 cGAMP) is similar to ADU-S100 and targets human STING (21).



4.1.2 Non-CDN Agonist

Recent studies indicate that non-CDN agonists also play an important pharmacological role in immunotherapy targeting the cGAS-STING signaling pathway. 5,6-dimethylxanthenone-4-acetic acid, also named DMXAA or ASA404, is a flavonoid. DMXAA is a STING non-CDN agonist and is found to be selective for STING. In T cells of B6 mice, the IFN-I response is considerably enhanced after treatment with DMXAA (86). However, DMXAA is not effective in phase III trials in patients with non-small cell lung cancer (87). Together, DMXAA induces mice STING rather than human STING to enhance the innate immune response, which may be caused by the structural differences between the two STINGs. Amidobenzimidazole (ABZI) is another STING non-CDN agonist. After dimerization of ABZI (di-ABZI) with a 4-carbon butane linker, the binding affinity of di-ABZI to STING is significantly enhanced (22).




4.2 Improved Delivery System

cGAS-STING agonists are usually soluble, susceptible to enzymatic hydrolysis, and negatively charged, limiting their therapeutic efficacy (21). Therefore, efficient biomaterial delivery systems are essential to optimize the therapeutic strategy and enhance the biotherapeutic efficacy of these agonists. There are a variety of cGAS-STING agonist delivery systems, three of which have been extensively studied: nanocarrier, microparticle, and hydrogel.

Liposome is the first FDA-approved nano-biotherapeutic carrier. Liposome nano-delivery systems containing STING agonists can target specific cells for cell activation. Liposome nanoparticles encapsulating cdGMP target to draining lymph nodes. The therapeutic efficacy of the nano-delivery system is considerably improved in murine compared with cdGMP alone (88). Polymer nanoparticle is another promising nano-delivery system. Studies have demonstrated that synthetic polymeric nanocarrier, PC7A NP, induces robust immune response through the cGAS-STING pathway in mice (89).

Microparticle, a recently developed STING agonist delivery system, include tumor cell-derived microparticle (TMP) and acid-sensitive acetylated dextran (Ace-DEX) polymer microparticle (Ace-DEX MP) (21). TMPs are microparticles produced by apoptotic cancer cells that promote the production of IFN-I by activating the cGAS-STING signaling pathway. Ace-DEX MP is another MP delivery system and is a powerful subunit vaccine delivery system. Ace-DEX MPs encapsulating 3’, 3’-cGAMP in combination with a soluble TLR7/8 agonist elicit robust cytokine responses in mouse bone marrow-derived dendritic cells (90). Another study showed that in influenza vaccine, Ace-DEX MPs containing 3’, 3’-cGAMP induce the strongest antibody production and immune responses in vivo (91).

Hydrogel is another common delivery system that forms viscoelastic gels by binding and retaining water. Cross-linked hyaluronic acid (HA) hydrogel loaded with 2’, 3’-cdAM (PS)2 (Rp,Rp) significantly enhances the therapeutic effect of tumors (92). cGAMP-loaded linear HA hydrogel promotes the IFN-I production in macrophages (21, 93). Matrigel is a thermally responsive hydrogel. Matrigel combined with a STING agonist is beneficial for the treatment of localized tumors in mice with head and neck squamous cell carcinoma (94). STINGel is a peptide hydrogel for intra-tumoral CDN delivery. In mice with oral cancer, CDN-loaded STINGel activates the cGAS-STING pathway to promote immune response (95).



4.3 Combination Therapy

STING agonists and optimized delivery systems target and activate the cGAS-STING signaling pathway to promote immunotherapy of tumors and other diseases. However, a growing body of research has shown that combination immunotherapy targeting the cGAS-STING signaling pathway maximizes the efficacy of STING agonists in immunotherapy of disease and reduce drug negative impacts.


4.3.1 STING Agonist Vaccine Adjuvant

Appropriate adjuvants play a major role in enhancing the specific immunity of vaccines. To increase the effectiveness of vaccines, various adjuvants have been developed to promote innate immunity. Among them, STING agonists have shown potential as adjuvants in vaccinology. STINGVAX (ML-RR-S2-CDA) is believed to be the first cancer vaccine to utilize a STING agonist as an adjuvant, which comprises cancer cells secreting granulocyte-macrophage colony-stimulating factor and ADU-S100 (22). STINGVAX shows strong antitumor effects in mouse models (20, 22, 23). Another study showed that using 2’, 3’-cGAMP as an adjuvant of the recombinant hemagglutinin (rHA) influenza vaccine increases rHA-specific antibody titers in adult mice (96). Furthermore, influenza vaccine using 3’, 3’-cGAMP as an adjuvant elicits potent immune response with protection against lethal influenza challenge (91).



4.3.2 Combination With Chemotherapy

Synergistic administration reduces the required dose of each drug and narrows the side effects of drugs. STING agonists combined with other chemotherapy drugs have achieved good efficacy in anti-tumor. DMXAA synergistically promotes cell death in mouse sarcomas when treated with cyclophosphamide (20). The combination of the chemotherapy drug fluorouracil (5FU) and cGAMP was beneficial in reducing colon cancer tumor activity (97). Importantly, side effects of both cyclophosphamide and 5FU are reduced. In addition, paclitaxel and carboplatin can be combined with STING agonists to produce better therapeutic effects (98, 99).



4.3.3 Combination With Immune Checkpoint Blockade and Other Therapies

Usually, immune checkpoint blockers (ICBs) target cytotoxic T lymphocyte-associated protein 4 (CTLA4) and programmed cell death 1 (PD-1) or its ligand PD-L1 (23). Combination therapy of STING agonists and ICBs has attracted considerable attention in recent years. cGAMP combined with anti-CTLA4 and anti-PD-1 mAb treatment inhibits tumor growth (100). Moreover, cdGMP combined with anti-CTLA-4/PD-1, and dithio-cdGMP combined with anti-PD-L1 have been verified to enhance the anti-tumor effect of ICB therapy (20). STING agonists are also combined with radiotherapy, chimeric antigen receptor T cell therapy and surgery to achieve better therapy outcomes (22, 23). Indeed, the combination of STING agonists with multiple immunotherapies tends to induce the strongest immune responses, which may be one of the main strategies for treating diseases in the future.





5 Conclusions and Future Perspectives

In the current review, we describe the cGAS-STING signaling pathway in herpesvirus infections and outline the immunotherapy boosting this pathway. The cGAS-STING signaling pathway is essential for immunological defense of the host against herpesvirus infections. In parallel, herpesviruses also evolves to target the cGAS-STING signaling pathway to inhibit or escape the host innate immune response, thereby promoting their replication. Given the importance of the cGAS-STING signaling pathway in the sensing of herpesvirus in innate immunity, it is an attractive antiviral strategy to develop and utilize immunotherapy that enhances the cGAS-STING signaling pathway. In addition, since our review is limited to the classical cGAS-STING signaling pathway in herpesvirus infections, exploring the potential crosstalk between this pathway and other pathways of the innate immune system during viral or other pathogenic infections may be a matter of great interest in the future, such as MAPK pathway and autophagy.
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Due to viral envelope glycoprotein D binding to cellular membrane HVEM receptor, HSV-1 can infect certain dendritic cells, which becomes an event in the viral strategy to interfere with the host’s immune system. We previously generated the HSV-1 mutant strain M6, which produced an attenuated phenotype in mice and rhesus monkeys. The attenuated M6 strain was used to investigate how HSV-1 infection of dendritic cells interferes with both innate and adaptive immunity. Our study showed that dendritic cells membrane HVEM receptors could mediate infection of the wild-type strain and attenuated M6 strain and that dendritic cells infected by both viruses in local tissues of animals exhibited changes in transcriptional profiles associated with innate immune and inflammatory responses. The infection of pDCs and cDCs by the two strains promoted cell differentiation to the CD103+ phenotype, but varied transcriptional profiles were observed, implying a strategy that the HSV-1 wild-type strain interferes with antiviral immunity, probably due to viral modification of the immunological phenotype of dendritic cells during processing and presentation of antigen to T cells, leading to a series of deviations in immune responses, ultimately generating the deficient immune phenotype observed in infected individuals in the clinical.
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Introduction

Herpes simplex virus 1 (HSV-1), a member of the alpha group in the herpesvirus family and the agent of oral and genital herpetic diseases (1, 2), has long been a public health concern due to its significance for clinical treatment and pandemic control (3, 4). The disease caused by this agent and its clinical outcomes has substantial effects on the quality of human life (5, 6) due to the complicated mode of viral infection in the human body, as various virus-encoded proteins enable interaction with the immune system during infection (7–9). Previous data suggested that viral proteins could have different interference effects targeting various cells involved in innate and adaptive immunity, including dendritic cells and lymphocytes, and shape the immune response and pathological outcomes (10–13). Dendritic cells, as important innate immune cells, function not only in phagocytosis and uptake of antigens from infected epithelial tissues and presentation to T cells (14, 15) but also in regulation of the relationship between innate immunity and inflammatory reactions for further activation of adaptive immunity (16, 17). Reported data indicated that HSV is capable of infecting some dendritic cells and replicating in those cells. This event is due to the viral envelope glycoprotein D binding to the HVEM receptor in the membrane dendritic cells (18, 19). Based on these findings, a study tracing HSV-1 infection discovered that not only was viral antigen in tissues phagocytized by activated dendritic cells with infected epithelial cells and transferred to lymph nodes for antigen presentation to T cells, but that infected dendritic cells also carried the complete virion to T cells for antigen transfer during the infection process (20, 21), which raised the logical question of how and to what extent dendritic cells infected with HSV-1 could influence the differentiation process and the activationof T cells through specific antigen presentation. Our previous work showed that HSV-1 infection in HVEM-/- mice elicited a disparate immune response phenotype in comparison with that in wild-type mice (unpublished data) and suggested that viral infection of dendritic cells could interfere with innate immune cells, activating adaptive immunity, although the role of dendritic cells in this process is unknown. In the current work, we used the attenuated HSV-1 strain M6, with gene modifications, as a control (22), investigated the possible mechanism of the altered immunological phenotype induced by infected dendritic cells in mice, and explored the relationship of this alteration with the development of specific antiviral immunity during HSV-1 infection. All of the results suggested that viral infection of dendritic cells is an important factor that interferes with the immune response.



Material and Methods


Animal and Ethics

Four-to six-week-old female Balb/c mice were purchased from Vital River (Beijing, China) and housed in a specific pathogen-free facility at the Institute of Medical Biology. The room temperature was maintained at approximately 25°C during the experiments. Food and water were readily available. All animals were fully under the care of veterinarians at the Institute of Medical Biology (IMB), Chinese Academy of Medicine Science (CAMS). All animal experiments were performed according to the National Institutes of Health Guide for the Care and Use of Laboratory Animals, with approval from the Institutional Animal Care and Use Committee of the IMB, CAMS (approval number: WSP 201803014).



Cell Culture

The Vero African green monkey kidney cell line (ATCC, Manassas, Virginia, USA) and the KMB17 cell line (IMB, CAMS, Yunnan, China) were cultured in minimum Eagle’s medium (MEM; Thermo Fisher Scientific, Waltham, Massachusetts, USA) supplemented with 10% fetal bovine serum (FBS; HyClone, GE Healthcare, Chicago, Illinois, USA), 10% 100 U/mL penicillin and 100 mg/mL streptomycin. JASWII dendritic cells (ATCC, Manassas, Virginia, USA) were cultured in MEM Alpha (Thermo FisherScientific, Waltham, Massachusetts, USA) supplemented with 20% fetal bovine serum (FBS; HyClone, GE Healthcare, Chicago, Illinois, USA), 10% 100 U/mL penicillin and 100 mg/mL streptomycin, and 5 ng/mL murine GM-CSF (HY-P7361, MCE, USA), and the cells were maintained at 37°C with 5% CO2. The culture medium was changed to MEM (MEM Alpha) supplemented with 2% FBS after viral infection.



Virus

The HSV-1 wild-type (WT) strain 8F (23) and the HSV-1 mutant strain M6 (22) were used in the experiments. The mutants were verified by PCR and sequencing of PCR products.



Animal Experiment Design

Balb/c mice were randomly divided into three groups (Figure S1).

In group A, the mice were infected with a low dose (2×104 PFU) of the wild-type (WT) or attenuated M6 strain via the intranasal route. The mice were observed and weighed every day. The nose, brain, spinal cord, trigeminal ganglion, and inguinal lymph nodes were obtained at 3, 7, 14, 21, and 28 days after viral infection (dpi), followed by viral load detection. At 14, 21, and 28 days post-infection, the blood was obtained for neutralizing antibody testing, and the spleen was subjected to lymphocyte separation for ELISpot assays. At 28 days post-infection, all infected mice were challenged with a lethal dose (1×105 PFU) of the WT strain via the intranasal route and observed and weighed every day.

In group B, the mice were infected with 1×105 PFU of the WT or M6 strain via the intranasal (IN) route, intradermal (ID) route and intramuscular (IM) route. At 36, 48, and 72 hours post-infection (hpi), tissues (nose, muscle, and skin) from the infected site were obtained for immunofluorescence detection, viral load detection, and qRT-PCR cytokine detection.

In group C, for the transfusion experiment, CD11c+ DC cells were obtained from healthy mice’s skin and infected with WT or M6 (MOI=1) in vitro. At 24 hpi, the in vitro-infected CD11c+ DC cells (1×105 cells per mouse), washed with PBS three times, were transfused into 100 healthy mice through the tail vein, respectively. Then, the mice were observed and weighed daily. The spleen, brain, spinal cord, trigeminal ganglion, and inguinal lymph nodes were obtained at 1, 3, 7, 14, 21, 28, and 56 days after adoptive transfer, followed by viral load detection, and at 1, 3, and 7 days inguinal lymph nodes were obtained to detect changes in cytokine levels. At 21 and 28 days after adoptive transfer, the spleen was subjected to lymphocyte separation for ELISopt assays. At 28 days post-transfused, 25 infected mice in each group were challenged with a lethal dose (1×105 PFU) of the WT strain via the intranasal route and observed and weighed every day. At 28 days after the challenge, blood was obtained for neutralizing antibody testing.



Virus Infection of JASWII-Dendritic Cells

Virus-infected JASWII-dendritic cells (or HVEM-specific antibody blocked, rabbit anti-TNFSF14 antibody, BS-2462R) infected with the wild-type strain or attenuated M6 strain were tested for virus proliferation at 8 to 72 h at a MOI=0.1; after infected 12, 24, 36, and 48 h, the cells were used to detect cytokines.



RT–PCR and qRT–PCR

The viral loads in the tissues were determined by qPCR with absolute quantification. Based on the methods performed by Ryncarz AJ et al. (24), the binding site designed by the primer was located in the HSV-1 gG gene region, and the gG gene was constructed on the p-GMT plasmid as a standard DNA sample. The primers were F: TCCTSGTTCCTMACKGCCTCCC and R: GCAGICAYACGTAACGCACGCT. Viral genomic DNA was extracted from tissues using an AxyPrep™ Body Fluid Viral DNA/RNA Miniprep kit (Central Avenue Union City, CA, USA). The TaqMan probe (Sangon Biotech, Shanghai, China) had the sequence 5’-6FAMCGTCTGGACCAACCGCCACACAGGTTAMRA. The reactions were performed using Premix Ex Taq™ (Probe qPCR; TaKaRa, Dalian, China) on a CFX96 Connect Real-Time System (Bio-Rad, Hercules, CA, USA).

For the relative expression of cytokines in tissues and cells, total RNA was extracted with TRIzol-A+ Reagent (Cat# DP421, Tiangen) according to the manufacturer’s protocol. Gene expression was expressed as the fold-change (2−ΔΔCt) relative to the levels in samples from PBS-injected mice or virus-uninfected cells used for calibration. The reactions were performed using a One-Step SYBR Prime Script™ PLUS RT-PCR kit (TaKaRa, Dalian, China). The specific primers used are listed in Table S1.



Virus Titration

The virus titer was determined following standard protocols, as described previously (25). In brief, the virus was subjected to gradient dilution and added to 96-well plates containing 104 Vero cells in each well, and the cells were cultured at 37°C with 5% CO2 for 7 days.



Neutralization Assay

A neutralization assay was performed following standard protocols. Briefly, the diluted serum (1:4, 1:8, 1:16, 1:32, and 1:64) and the virus were mixed with a titer of 100 times the 50% cell culture infectious dose (CCID50)/100 μL and incubated at 37°C for 2 hours. Vero cells were then added to 96-well plates and incubated at 37°C, and the CPE of the virus was observed after 1 week.



IFN-γ-Specific and IL-4-Specific ELISpot ASSAY

The spleen was isolated under sterile conditions, and the splenic lymphocytes were divided into lymphocyte suspensions according to the instructions of the lymphocyte separation solution (Dakewe Biotech, Beijing, China). For the ELISpot assay, the mouse IFN-γ (or IL-4) ELISpot kit (MABTECH Inc., Cincinnati, OH, USA) was used for the manufacturer’s protocol. Briefly, a plate was conditioned and seeded with splenic lymphocytes (104 cells per well) before adding 10 μg of stimulant (two peptides: gB498-505, SSIEFARL; and ICP6 822-829, QTFDFGRL) (Sangon Biotech, Shanghai, China). Then, the cells were incubated at 37°C for 30 h. After that, the cells and medium were removed, and the plate was developed. The colored spots were counted using an automated ELISpot reader (CTL, Cleveland, OH, USA) (22).



Immunofluorescence and Confocal Microscopy

Skin, nose, and muscle tissue from immunized mice were collected and immediately frozen in liquid nitrogen. According to the manufacturer, the tissue sections were embedded in OCT (Tissue-Tek OCT Compound 4583, Sakura) and sliced on a cryostat at a 5 µm thickness (CM1850, Leica) protocol. The tissue sections were fixed with 4% paraformaldehyde solution for 20 min and blocked with 5% bovine serum albumin (BSA) at 37°C for 2 h. The sections were sequentially incubated with a primary rabbit anti-HSV-1 antibody (Thermo) at 4°C overnight, washed three times with TBST buffer (0.15 M NaCl, 20 mMTris-HCl, 0.05% Tween 20, pH 7.4), and then incubated an Alexa Fluor 647-conjugated donkey anti-rabbit IgG secondary antibody (Invitrogen) at 37°C for 0.5 h to detect the viral antigen. DCs were detected with a rat anti-CD11c antibody (Abcam, Cat# ab33483) and Alexa Fluor 488-conjugated donkey anti-rat IgG secondary antibody (Invitrogen). All cell nuclei were detected with DAPI. Fluorescence was visualized and analyzed using a confocal microscope (TCS SP2, Leica).



Isolation of Lymphocytes From Mouse Skin

Back skin tissues dissected from euthanized mice were placed into dishes and cut into 0.2mm2 pieces with scissors. The pieces of tissue were transferred into 100 mm dishes and incubated with a digestion solution containing 2.5 mg/mL collagenase I (Cat # C0130, Sigma), 2.5 mg/mL trypsin (Cat # 27250018, Thermo Fisher Scientific), and 1 U/mL DNase I (D8071, Solarbio) in Roswell Park Memorial Institute (RPMI) 1640 medium for 2 h at 37°C. The digested supernatant was filtered through a 70 μm cell strainer to obtain a single-cell suspension. Skin lymphocytes were isolated by centrifugation in lymphocyte separation solution (Dakewe Biotech, Beijing, China). CD11c-positive dendritic cells were enriched with the EasySep Mouse CD11c Positive Selection Kit (Stemcell, Cat# 18780) for subtype sorting.



Bone Marrow-Derived Dendritic Cells

Murine bone marrow (BM) cultures were initiated at 1×106 cells/mL in Roswell Park Memorial Institute (RPMI) 1640 complete medium (Cat#R8758, Sigma) containing 20 ng/mL GM-CSF (HY-P7361, MCE, USA) and 10 ng/mL IL-4 (HY-P70644, MCE, USA). Cells were collected following 6-7 days of culture.



Flow Cytometry Analysis and Cell Sorting

Skin and spleen lymphocytes were cultured in Roswell Park Memorial Institute (RPMI) 1640 medium (Cat #R8758, Sigma) supplemented with 10% fetal bovine serum (FBS; HyClone, GE Healthcare, Chicago, Illinois, USA), 10% 100 U/mL penicillin and 100 mg/mL streptomycin, and the cells were maintained at 37°C with 5% CO2. To sort the pDCs subgroup, first use the B cell positive selection kit to isolate B cells (EasySep™ Mouse CD19 Positive Selection Kit, Catalog #18754). Then, the liquid passing through the column of B cell positive selection was performed by EasySep Mouse CD11c Positive Selection Kit (Stemcell, Cat# 18780) to enrich DCs cells. The CD11c-positive DCs were washed three times with PBS, and then added 10μL fluorophore-conjugated antibody (PerCP/Cy5.5-CD103 (Cat#121416), PE/Cy7-CD11c (Cat#117318), FITC-CD11b (Cat#101206), PE-CD45R (Cat#103208) and APC-CD8α (Cat#100712) purchased from BioLegend). The cells were stained for 30 min at 4°C and washed twice prior to flow cytometric analysis (LSR Fortessa, BD) and to sort (Influx, BD).



TranscriptomeAnalysis of Dendritic Cells

The skin CD103+ dendritic cells were sorted by flow cytometry and infected with WT and M6 (MOI=0.1) at 24, 48, and 72hpi. At the same time, a control group (CD103+ DCs) without viral infection was established. According to the manufacturer’s instructions, total RNA was extracted using TRIzol (Cat # DP421, Tiangen). RNA quantity and integrity were evaluated using the NanoDrop system and a Bioanalyzer, and the samples were prepared according to Illumina’s instructions and sequenced (Gene Denovo Biotechnology Co., Guangzhou, China). Genes with 2-fold or greater changes in expression at P< 0.05 in the Kyoto Encyclopedia of Genes and Genomes (KEGG) analyses were selected and grouped into functional categories. The raw sequence data were deposited in the Sequence Read Archive under BioProject number PRJNA834578.



Statistical Analysis

All the data are expressed as the mean value with the standard error of the mean. Significant differences between groups were analyzed by two-way ANOVA (GraphPad Prism; GraphPad Software, San Diego, CA, USA), and P< 0.05 was considered to indicate statistical significance.




Results


The Attenuated HSV-1 Mutant Strain M6 Leads to an Effectual Immune Response in Comparison With the Wild-Type Strain

Our previous published work showed that this M6 strain was capable of leading to an immunoprotective effect after inoculation in mice via nasal spray, with indicators of neutralizing antibodies, specific T cell responses with IFN-γ and IL-4 production 4 to 8 weeks after inoculation in the mice, and clinical protection, including a lower viral load in tissues and mild pathologic injuries observed during virus challenge (22). Here, we further compared the characteristics of the immune responses and pathologic injuries elicited by the M6 and wild-type strains in Balb/c mice and found first that mild clinical manifestations, including weight loss and death rate, were observed in the M6 group compared to the wild-type strain group (Figures 1A, B); second, the viral load assay in various tissues from sacrificed animals at different times post-inoculation did not show obvious proliferative peaks in the M6 group (Figure 1C); and third, the neutralizing antibody assay and ELISpot detection of specific T cell responses of mice showed that the M6 strain elicited a no less strong response than by the wild-type strain (Figures 1D, E). Further observation of the mice inoculated with the M6 or wild-type strain in the viral challenge test suggested different clinical outcomes in the two groups (Figures 1F, G), with decreased body weight and a higher death rate in the group inoculated with the wild-type strain. These results identified the M6 strain as an attenuated strain that induces mild pathologic injury in mice and better immunogenicity, eliciting an immunoprotective effect. This result is significant compared to the wild-type strain for investigating the relationship between HSV-1 infection in dendritic cells and the development of antiviral immunity.




Figure 1 | The mutated strain M6 produced a more effective immune response than the wild-type strain. Bodyweight (A) and survival rate (B) of mice infected with the attenuated HSV-1 mutant M6 (circle) and the wild-type strain (square) via nasal spray. (C) Viral loads in the nose, brain, spinal cord, trigeminal ganglion, and inguinal lymph node after infection with M6 (circle) and WT (square), as determined by RT–qPCR. (D) The HSV-1 neutralizing antibody titer in mice infected with M6 (black square), WT (white square), and Mock (gray square). (E) The ELISpot responses show IFN-γ- and IL-4-secreting cells among splenic lymphocytes after infection with M6 (black square), WT (white square), and Mock (gray square). Bodyweight (F) and survival rate (G) of mice immunized with M6 (circle) and WT (square) after wild-type viral challenge. The data are shown as the mean ± SEM based on data from three independent experiments. *P < 0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001. NS, no significance.





Differences in Infection Between the Wild-Type Strain and Attenuated M6 Strain in Cultured Mouse JAWSII-Dendritic Cells

Based on the disparate immunological phenotypes observed in mice infected with the wild-type strain and attenuated M6 strain, our work using cultured JAWS II-dendritic cells investigated the dynamic infection process with the two virus strains. The results indicated that the wild-type strain or the attenuated strain replicated in these dendritic cells with different efficiencies (Figure 2A), while the viral proliferation of both strains was inhibited in the cells treated with a specific antibody against HVEM (Figure 2A). Other viral load detection in these infected JAWS II-dendritic cells confirmed this finding (Figure 2B). The transcriptional profile analysis of some immune regulators and effectors in these infected cells via q-RT–PCR found that most immune molecules, including IFN-α, IFN-β, IFN-γ, IL-4, IL-10, IL-23, IL-27, and GMCSF, which are important for the activation of antiviral immunity, were consistently upregulated in the infected cells by the attenuated strain (Figure 2C), while the expression of marker molecules for the maturation of dendritic cells, such as CD83 and CD40, are less activated in WT group than in M6 group (Figure 2E). However, no significant variation in these molecules was found in cells infected with the wild-type strain (Figures 2C, D). Interestingly, some inflammatory factors, such as IL-6, IL-12, and CXCL12, were upregulated in cells infected with the wild-type strain (Figure 2D). These results suggested the capacity of HSV-1 to infect certain dendritic cells and that dendritic cells respond differently to viral infection depending upon the virulence of the viral strain. Theoretically, this difference might impact the phenotype of antiviral immunity.




Figure 2 | The dynamic processes in JAWS II-dendritic cells infected with the wild-type strain and attenuated M6 strain. The replication (A) and viral load (B) of JASWII-dendritic cells infected with the wild-type strain (solid blue square and hollow square) and attenuated M6 strain (solid red circle and hollow circle). The M6+anti-HVEM antibody group is compared with the M6 group, and the WT+anti-HVEM antibody group is compared with the WT group. Transcriptional profile analysis of immune regulators and effectors (C, D) in JASWII-dendritic cells infected with the wild-type strain (gray and blue) and attenuated M6 strain (purple and orange). The relative expression levels of inflammatory cytokines in JAWS II dendritic cells were normalized to their levels in the blank control group (without viral infection and antibody) using the comparative Ct (ΔΔCt) method. The data are shown as the mean ± SEM based on data from three independent experiments. *P < 0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001.





HSV-1 Infection in Dendritic Cells Alters the Dynamic Process of the Innate Immune Response in Local Tissue

Based upon the observed characteristics of the immune response elicited by the attenuated M6 strain and the biological process of M6 infection in cultured dendritic cells, our work investigated the interaction of this strain or the wild-type strain and dendritic cells in infected mice and suggested interesting differences in the mouse groups inoculated with the two strains at the same infectious dose (105 CCID50/mouse). Observation of the nasal mucosa, intradermal and muscular tissues using a fluorescence microscope indicated that the attenuated M6 strain had a higher rate of antigenic colocalization with dendritic cells in three tissues at 36, 48, and 72 hours post-inoculation than the wild-type strain (Figures 3A–C). The viral load of the M6 strain in these infected tissues was lower than that of the wild-type strain in these tissues (Figures 3D, F, H). These results suggest that wild-type strain infection might attenuate the phagocytosis of viral antigen by dendritic cells in epithelial tissues via some unknown mechanisms. mRNA transcriptional profile assays of various immune-regulating molecules in these three tissues suggested that the two strains led to different profiles (Figures 3E, G, I), with some important molecules, including type 1 interferon (including IFN-α, IFN-β), IL-6 and TNF-α, showing significant differences in all tissues between the two groups (Figures 3E, G, I). The difference was significant in the nasal mucosa (Figure 3E). These results indicate that the characterized interaction of the HSV-1 wild-type strain and dendritic cells might be involved in the varied innate immune responses and inflammatory reactions in tissues, which might be relevant to specific antiviral immunity.




Figure 3 | The innate immune responses in local tissues after HSV-1 via different infection routes. Representative confocal fluorescence images of HSV-1 expression (red) and CD11c (green) after intranasal (IN) (A), intradermal (ID) (B) and intramuscular (IM) (C) administration of HSV-1 antigen at 36 h, 48 h and 72 hpi. The image on the right represents the colocalization rates of DC cells after intranasal (IN) (A), intradermal (ID) (B), and intramuscular (IM) (C) administration. White represents M6 infection, and black represents WT infection. Representative fluorescent cells in the white rectangle are shown at 20× magnification. The red scale bar is 100 µm, white scale bar is 5 µm. Statistical analysis of colocalization with both HSV-1 and DCs (marked by CD11c) compared to observations of 50 DCs randomly counted. Viral load in the nose (D), skin (F), and muscle (H) tissue of mice infected with M6 (circle) and WT (square) via different routes. Expression profiles of immune regulatory molecules in the nose (E), skin (G), and muscle (I) tissue of mice infected with M6 and WT. A heat map shows the dynamic gene expression profiles. Each column represents one dataset. The red color indicates the genes expressed at higher levels in the samples than those at 0 hpi, and the blue color indicates the genes expressed at lower levels. The darker the color, the more significant the change. The data are shown as the mean ± SEM based on data from three independent experiments. *P < 0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001. NS, no significance.





Infection With a Wild-Type Strain and Attenuated Strain in Dendritic Cells Leads to the Differentiation States With Disparate Biological Characteristics

The wild-type strain and attenuated strain are capable of infecting dendritic cells, and the available information about the immunological function of dendritic cells suggests the significance of the interaction between viral infection and various subpopulations of dendritic cells for understanding the immune response after HSV-1 infection. Dendritic cells with different surface markers were collected from normal Balb/c mice and cultured in vitro. Furthermore, these cells were infected with the wild-type strain or attenuated strain, and their surface marker molecules were detected at different time points of 24 and 48 hpi. The results suggested that both strains can not only infect plasmacytoid dendritic cells and conventional dendritic cells but also stimulate them to further differentiate to a state with a CD103+ phenotype (Figures 4A, B). Interestingly, the transcriptional profiles of some significant immune molecules of these infected CD103+ dendritic cells suggested that the cells infected with the attenuated M6 strain showed higher expression of the immune molecules than those in cells infected with the wild-type strain (Figure 4C and Figure S2), which seems to indicate that infection with the wild-type strain inhibits cellular immune activity, as these cells are involved in antigen presentation to T cells. Previous data showed that CD103+ dendritic cells possess powerful antigen presentation capacity (26). All of the data from our experiment suggested different interactions between the wild-type strain and attenuated strain, which implies a possible mechanism for the ineffective immune response in the infected population.




Figure 4 | M6- and WT-infected dendritic cells. (A) Flow cytometric sorting of dendritic cells from different tissues. (B) Rate of virus multiplication in dendritic cells with different surface markers after M6 and WT infection ((the viral load (24 or 48 h)-the viral load (0 h))/the viral load (0 h)). The black circle represents the data in spleen pDCs infected with the virus, the red square represents those in infected-spleen-cDC1, the blue triangle represents those in infected-spleen-cDC2, the green triangle represents those in infected-skin-CD103+ DC, the purple circle represents those in infected-skin-CD11b+ DC, and the brown circle represents those in infected-bone-marrow-pDCs. (C) mRNA expressions of key surface markers on dendritic cells infected with M6 (circle) and WT (square). The relative expression levels of key surface markers in dendritic cells were normalized to their levels in the blank control group (without viral infection) using the comparative Ct (ΔΔCt) method. The data are shown as the mean ± SEM based on data from three independent experiments. *P < 0.05, **P < 0.01, ***P < 0.001, ****P< 0.0001. NS, no significance.





Viral Infection in CD103+ Dendritic Cells Leads to Alteration of the Transcription Profile Related to the Immune Response

Based upon the characterized biological features of dendritic cells infected by the HSV-1 wild-type strain or attenuated strain, we analyzed the dynamic alterations in the mRNA profile of infected CD103+ cells at different time points after infection. The results suggested different alterations within the two groups and showed a consistently increasing number of upregulated differential genes in the two groups during the infectious process (Figure 5A). These data also suggested that the wild-type strain altered the transcriptional profile based upon its pathogenic effect on dendritic cells, even though its proliferation peak was lower than that of the attenuated M6 strain. The analysis suggested that these different genes were related to various cellular biological properties (Figure 5B), especially genes that play a role in immune regulation (Figure 5B). Further analysis found that the expression of genes related to cytotoxic effects mediated by NK cells, complement reactions, and the signaling pathways of Rap1, PI3K-Akt, and Hippo presented different patterns of alterations in dendritic cells infected with the M6 strain and wild-type strain (Figure 5C). Among these genes with varied expression, the abundance of genes related to the PI3K-Akt signaling pathway in the cells was upregulated gradually starting at 24 hours post-infection by the M6 strain and reached the highest degree of variation (Figure 5D), while this tendency was reversed in cells infected with the wild-type strain (Figure 5D). The differences in expressed genes between the groups were principally involved in T and B cells activation (Figure 5E), including CD28, Lck, and Tbx21.




Figure 5 | The change in the transcriptional profile of CD103+ dendritic cells infected with the wild-type strain and attenuated M6 strain. (A) The number of significantly differential genes in dendritic cells infected with M6 and WT. All the data of infected samples were compared with those of the control group (blank DCs without viral infection). The white square represents upregulated genes, and the black represents downregulated genes. The image on the right shows the Venn diagram of the differential genes of M6 and WT infection DCs at different times. The overlapping differentially expressed genes are shown as “core” between the M6-infected and WT-infected groups during the entire sampling period (24, 48, and 72 hpi). (B) Gene Ontology enrichment terms for differential genes in dendritic cells infected with M6 and WT, compared with the control group. Blue represents the analysis of biological progress, light yellow represents the analysis of molecular function, and orange represents the cellular component analysis. The histograms represent the number of GOs annotated as unique GO terms and presented in the below panel. (C) The pathways involved in immune-related differential gene expression for M6 and WT compared with the control group. Each row represents a pathway, and the samples are depicted in the columns. Red indicates the numbers of the differentially expressed genes in the more pathways, and green denotes those of the differentially expressed genes in the pathways that were less than the control. (D) Compared with the control, the number of significant differential genes involved in PI3k-Akt pathways after M6 and WT infection of dendritic cells. (E) Fold changes in the expression of differential genes in infected dendritic cells at different times compared with the control. A heat map and supervised hierarchical clustering analysis revealed 22 genes associated with T and B cells activation. Each row represents a gene, and the samples are depicted in the columns. Red indicates genes expressed at higher levels, and green denotes genes expressed at lower levels. The color bars represent log 2 of fold change.





Information Carried in Dendritic Cells Infected With HSV-1 is Insufficient to Establish Effective Antiviral Immunity

The above data revealed the immunologic features of dendritic cells infected with the HSV-1 wild-type strain and suggested the physiological role of dendritic cells, which enables their uptake of viral antigens and their transfer to lymph nodes for antigen presentation to T cells, might be modified to some extent. To investigate this possibility, we infected dendritic cells (CD11c) isolated from the skin of mice with the wild-type strain or attenuated M6 strain and transferred them to mice intravenously 24 hpi. The evaluation of these mice suggested that the viral load in some tissues of mice receiving dendritic cells infected with the wild-type strain 4 weeks after the transfer was higher than that of mice receiving cells infected with the M6 strain (Figure 6A), especially in the inguinal lymph nodes (Figure 6A). The detection of mRNA transcripts related to immune regulation in lymph node tissue revealed different expression profiles of genes related to T-cell activation in both groups (Figure 6B), and the expression of genes encoding marker molecules on the activated T-cell surface presented different trends in both groups (Figure 6C). Further IFN-γ-specific ELISpot assays against the viral gB protein to evaluate the T cell response showed higher counts in the M6 strain group than in the wild-type strain group (Figure 6D). In a viral challenge test via the nasal route, the two groups of mice receiving dendritic cells infected with the wild-type strain or the M6 strain showed obvious differences in body weight and death rate (Figure 6E), suggesting different capacities of immune defense against virus infection in the two groups of mice, which was supported by the different neutralizing antibody GMT values of the two groups (Figure 6F).




Figure 6 | Dendritic cells carrying HSV-1 antigen were adoptively transferred into mice. (A) As determined by RT-qPCR, viral load in the spleen, brain, spinal cord, trigeminal ganglion, and inguinal lymph node after DCs carrying M6 (circle) and WT (square) antigens transferred into mice. (B) The expression levels of genes associated with T-cell activation in inguinal lymph node tissue after transferring dendritic cells infected with WT (white square) and M6 (black square) compared with the control group (transferring uninfected DCs). Detection of the p105 subunit to represent the level of NF-κB and detection of the c-Jun subunit to represent the level of AP-1. The results are normalized by the endogenous GAPDH expression level. The expression levels were calculated using the comparative Ct (ΔΔCt) method by relative quantification. (C) The expression levels of genes associated with surface marker molecules after T cell activation in lymph node tissue after transferring dendritic cells infected with WT (white square) and M6 (black square) compared with the control group. The results are normalized by the endogenous GAPDH expression level. The expression levels were calculated using the comparative Ct (ΔΔCt) method by relative quantification. (D) The ELISpot responses show IFN-γ-secreting T cells among splenic lymphocytes after transferring dendritic cells carrying M6 (black square) and WT (white square) antigens. (E) Bodyweight and survival rate of mice subjected to transfer of dendritic cells carrying M6 (circle) and WT (square) antigens followed by wild-type challenge. (F) The titer of neutralizing antibody against HSV-1in transferred-DCs mice after being challenged with the wild-type strain. The samples were obtained at 28 dpi. The data are shown as the mean ± SEM based on data from three independent experiments. *P< 0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001. NS, no significance.






Discussion

Studies of the immune response in individuals infected with HSV-1 suggested the low efficacy of immune-mediated viral clearance in vivo and defense against viral reinfection due to the interference of various virus-encoded proteins in innate and adaptive immunity (27–29), leading to challenges in developing antiviral drugs and vaccines and highlights the need to elucidate the detailed mechanism of viral interference with the immune system. Both HSV-1 and HSV-2 were found to be able to infect dendritic cells due to membrane glycoprotein D binding to the HVEM receptor (30–33). This receptor, as a member of the TNF receptor family, can interact with the LIGHT molecule with the assistance of TNF-α from NK cells activated by IL-2 secreted from local tissues during inflammatory reactions (34, 35) and is involved in the differentiation and maturation of dendritic cells (34). During HSV-1 infection, this physiological process might be utilized to lead to not only the active phagocytosis of antigen from infected epithelial tissue by dendritic cells but also dendritic cell infection by the virus via gD protein binding to HVEM, which could be recognized as one viral strategy to disturb the host immune system (36). These data raised the question of what outcome could be induced by these infected dendritic cells in innate and adaptive immunity. M6, an attenuated strain, was used in our study since it could elicit significant immune protection in mice (22). We analyzed HSV-1 infection in mouse JAWS II-dendritic cells and the subsequent variations in the cellular immune phenotype. Furthermore, our study in mice investigated the variations in the innate immune response and inflammatory response induced by the wild-type strain and attenuated strain during infection of dendritic cells in local tissues and outlined some events induced by these variations during the process viral infection in detail. We aimed to elucidate the immunological mechanism occurring in individuals infected with HSV-1 who cannot eliminate the virus in vivo post-infection or prevent reinfection by comparing infection with wild-type and attenuated strains in dendritic cells. Our work not only identified HSV-1 infection in dendritic cells with the surface markers CD11c and CD11b in vitro and in vivo but also revealed that this infection enabled the stimulation of cellular differentiation to the CD103+ phenotype, which was described as being associated with a powerful capacity for antigen presentation (26). Interestingly, CD103+ cells infected with the wild-type and attenuated strains showed different transcriptional profiles of most immune regulators and effector molecules. Considering the efficiency of antiviral immunity elicited by the attenuated strain in animals, these results implied a strategy by which the HSV-1 wild-type strain interferes with the development of effective antiviral immunity, which is probably due to viral replication and associated with some viral-encoded proteins that modify the immunological phenotype of dendritic cells during antigen processing and presentation to T cells. Specific activation of T cells depends on the ability to accurately transfer antigenic information carried in dendritic cells to the T-cell population (37), and a small error in this process might lead to disruption of the immune response. The results obtained in our experiment on dendritic cells infected with the wild-type strain and attenuated strain and transferred to normal mice further suggested that the antigen information carried in infected cells by the wild-type strain did not work well in the recipient mice in comparison to that from cells infected with the attenuated strain.

All of the data support the conclusion that HSV-1 infection in dendritic cells based upon envelope glycoprotein D binding to HVEM is an important component of the viral infection strategy, with alterations in the phenotype of the active response of dendritic cells during recognition of viral antigens and transfer of antigen information to T cells from infected tissues via interference with the cellular transcription of various genes. The outcome of this event might lead to a series of deviations in the immune response, with a deficient immune phenotype in infected individuals in the clinic. However, the details of the mechanism need further investigation in the future.
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Introduction

Autophagy, a conserved lysosomal degradation pathway, can degrade intracellular waste, such as damaged organelles or misfolded proteins, to meet the metabolic needs of cells and maintain the homeostasis of the intracellular environment (1). In addition, autophagy also plays an essential role in immunity. First, autophagy can be induced by invading virus and provides a way for the host to limit or eliminate the intracellular virus; second, autophagy can also control inflammation by regulating interactions with natural immune signaling pathways, removing endogenous inflammasome agonists, and influencing the secretion of immune mediators; third, autophagy involves in antigen presentation and T polarization (2, 3).

The virus typically enters host cells via endocytosis and thus remains enclosed in the endosomes during the early stages of infection, making it difficult to identify by the host cellular autophagy. There is unknown how the virus can be specifically identified as selective autophagy cargo so as to be eliminated by host cellular autophagy and how does virus-induced autophagy occur in mammalian cells. Recently, Dong et al. found that the endosomal protein sorting nexin 5 (SNX5) is critically required for virus-induced, but not for other factor induced autophagy (4).



SNX5: A Protein Involved in Endosomes

As a member of the sorting nexin family, SNX5associates with the retromer, a complex of proteins that has been shown to be important in recycling transmembrane receptors from endosomes to the trans-Golgi network, and plays an important role in endosomal transport and protein sorting. SNX5 mainly contains two major domains: Phox homology (PX) domain and carboxy-terminal Bin, Amphiphysin, Rvs (BAR) domain, both of which are evolutionarily conserved domains. PX domain mainly recognizes the sorting motif of cargo (proteins to be sorted), and can help SNX5 to localize to the endosomal membrane of endocytosis pathway (5). SNX5-BAR domain mediates the biogenesis of cargo transport carriers and plays an essential role to sense and drive membrane bending (6, 7). SNX 5 is involved in endosomal sorting and is also related to PI signal pathway. SNX5 participates in caspase 9 mediated IGF2R retrieval mechanism (8) and forms a recycler complex with SNX4 and SNX17, which mediates the autophagosomal components recycling (ACR) process and helps the autophagosome membrane components on autophagy lysosomes to be recycled (9). In addition, SNX5 is also involved in the progression of cancers such as hepatocellular carcinoma (10) head and neck squamous cell carcinoma (11) and clear cell renal carcinoma (12).

Most of the virus, such as hepatitis B virus (13), SARS-COV-2 (14), influenza virus (15), and herpes virus (16)infect host cells via an endocytic vesicle. Only a small number of viruses infect host cells by means of genetic material injection, such as phages, and the targeted cells are generally cells with the cell wall and outer membrane (17). Recently, it has been found that SNX5 is involved in the virus-induced autophagy. SNX5 can inhibit virus replication in an autophagy-dependent manner and reduce the susceptibility and lethality of host cells (4).



SNX5 in Virus-Induced Autophagy

A team led by the late Beth Levine found that SNX5 is critically required for virus-induced, but not for basal or stress-induced autophagy through genome-wide short interfering RNA screens (4) (Figure 1). Sindbis virus (SIN) and a genetically engineered strain of herpes simplex virus type 1 (HSV-1) lacking the beclin 1-binding domain (BBD) of the HSV-1 neurovirulence protein ICP34.5 that cannot inhibit host autophagy (HSV-1ΔBBD) failed to induce autophagy after the knockout of SNX5 via CRISPR-Cas9, but this defect can be rescued by expressing the recombinant wild-type SNX5. These results suggest that SNX5 may be necessary for most virus-induced autophagy. Besides, they also found that SNX5 only had an effect on virus-induced autophagy, but had no effect on basal autophagy, starvation or mTOR-induced autophagy and bacterial heterophagy. Therefore, SNX5 is specifically required for virus-induced autophagy, and the role of SNX5 in virus-induced autophagy is unlikely to be related to its reverse transport function or other endocytosis function.




Figure 1 | Role of SNX5 in the antiviral process. SNX5 mainly contains two major domains: phox (PX) domain and BAR domain. PX domain mainly recognizes the sorting motif of cargo and binds to phosphatidylinositol-3-phosphate (PtdIns (3)P) or PtdIns (3,4)P2 to regulate the localization of SNX5 to the autophagosome membrane. SNX5-BAR domain mediates the biogenesis of cargo transport carriers and plays an essential role to sense and drive membrane bending. Therefore, SNX5 can promote the virus’s clearance, reduce the virus’s susceptibility and lethality to host cells and inhibit virus replication in an autophagy-dependent manner.



In vivo experiments showed that neonatal Snx5 knockout (Snx5-/-) mice were more susceptible to lethal infection with SIN, Chikungunya virus (CHIKV), or West Nile virus (WNV) virus than their wild-type littermates (Snx5+/+) (4). Whereas, there has no difference in mortality between Snx5+/+ and Snx5−/− mice when infection with autophagy-suppressive viral strains such as SIN or HSV-1ΔBBD, suggesting that SNX5 also plays an important antiviral defense function through autophagy in vivo (4).

Mechanistically, SNX5 can be selectively recruited to the endosomes containing virus particles, sensing membrane curvature, driving membrane bending and increasing membrane curvature through its BAR domain (Figure 1). The key mediator regulating the generation of PtdIns (3)P is ATG14-containing class III phosphatidylinositol-3-kinase complex 1 (PI3KC3-C1), which contains a component molecule ATG that can sense membrane curvature. With the change of membrane curvature, the activity of PI3KC3-C1 kinase and the efficiency of PtdIns (3)P production changed. Generally speaking, the greater the membrane curvature, the higher the activity of PI3KC3-C1 kinase and the higher the PtdIns (3)P generation efficiency. SNX5 can directly interact with PI3K complex 1 and regulate it through modulating membrane curvature on the low-curvature membrane structures, such as endosomes. By doing this, SNX5 can further promote the biogenesis of autophagy, and autophagosome formation by improving the activity of PI3KC3-C1 kinase and increasing PtdIns (3)P production. Besides, SNX5 can initiate the clearance of virus, reduce the susceptibility and lethality of virus to host cells. And it can inhibit virus replication in an autophagy dependent manner. The ability of SNX5 to change membrane curvature and PI3KC3-C1 kinase activity plays an essential role in virus-induced autophagy (4).



Discussion

Although autophagy plays an essential role in fighting virus infections and eliminating viruses. But, in some cases, the existence of autophagy may have a negative effect on the antiviral response of cells and even enhance the replication of some viruses. Therefore, SNX5 itself, which is necessary for virus-induced autophagy, is likely to be an accomplice of the virus in some cases. Besides, the endosomal membrane wrapping virus particles is also an accomplice to help the virus to escape host cell attack.

After the viruses entered into the lumen of endosomes or the endoplasmic reticulum (ER), they will get some cues, such as exposure to low pH or proteolytic cleavage, which will trigger changes in the virus particle, and the activated viruses can penetrate the vacuolar membrane, enter the cytoplasm or nucleus to replicate their genetic material, synthesize virus protein, and so on (17). The cytoplasmic retinoic acid-inducible gene I (RIG-I) receptor is activated after recognizing viral RNA and increases the expression of antiviral genes and antiviral activities such as type I interferons and inflammatory cytokine genes through cascaded reaction with downstream molecules. However, SNX5 can negatively regulate RIG-I-like receptor (RLR)-mediated antiviral signaling by inhibiting virus-induced RIG-I receptor expression and weakening the interaction between downstream molecule virus-induced signaling adaptor (VISA) and Tumor necrosis factor (TNF) receptor-associated factor 2/5 (TRAF2/5). Overexpression of SNX5 can inhibit the virus-induced activation of nuclear factor kB (NF-kB) and Type-I interferons (IFN) regulatory factor 3 (IRF3), which may lead to a decrease in the cell’s ability to fight viral infection (18).

Although, SNX5 is essential for virus-induced autophagy and can inhibit the transmission of the virus and reduce the harm of the virus to the host. It may be a double-edged sword for the hosts, considering that some viruses may kidnap the host’s autophagy process to serve its replication and transmission. Therefore, we should take this into account when we want to target SNX5 to against the virus. Our understanding of SNX5 in virus-induced autophagy is far from enough. For example, how does SNX5 only recognize endosomes that contain virus particles rather than other substances? In the future, it will be interesting to investigate how SNX5 can specifically “recognizes” virus-infected endosomes and promote the activity of autophagy. This will be an important step towards understanding how specificity is achieved in selective autophagy and how can we use this to against and to combat the spread of the virus, thereby reducing its damage to the host.
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Senecavirus A (SVA), also known as Seneca Valley virus, is a recently discovered picornavirus that can cause swine vesicular disease, posing a great threat to the global swine industry. It can replicate efficiently in cells, but the molecular mechanism remains poorly understood. This study determined the host’s differentially expressed proteins (DEPs) during SVA infection using dimethyl labeling based on quantitative proteomics. Among the DE proteins, DDX21, a member of the DEAD (Asp-Glu-Ala-Asp)-box RNA helicase (DDX) family, was downregulated and demonstrated inhibiting SVA replication by overexpression and knockdown experiment. To antagonize this antiviral effect of DDX21, SVA infection induces the degradation of DDX21 by 2B and 3C proteins. The Co-IP results showed that 2B and 3C did not interact with DDX21, suggesting that the degradation of DDX21 did not depend on their interaction. Moreover, the 3C protein protease activity was necessary for the degradation of DDX21. Furthermore, our study revealed that the degradation of DDX21 by 2B and 3C proteins of SVA was achieved through the caspase pathway. These findings suggest that DDX21 was an effective antiviral factor for suppressing SVA infection and that SVA antagonized its antiviral effect by degrading DDX21, which will be useful to guide further studies into the mechanism of mutual regulation between SVA and the host.
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Introduction

Senecavirus A (SVA), a nonenveloped single-strand positive-sense RNA virus, is the only member of the genus Senecavirus within the family Picornaviridae. As a serendipitous finding, it was first discovered in the cell line PER.C6 cultivating adenovirus-5-based vectors in 2002 (1). The genome of SVA is about 7.3 kb and encodes only one polyprotein, which follows the standard L-4-3-4 layout for picornavirus genomes. The polyprotein is processed into the structural and nonstructural proteins by proteases 2A and 3C, including the leader protein and three major protein regions (P1, P2, and P3) (2). Until 2014, only three complete genomic sequences of SVA were available in the National Center for Biotechnology Information databases (GenBank accession numbers NC_011349, DQ641257, and KC667560), and the biological properties and the pathogenicity of SVA for swine were unknown. In early 2015, numerous SVA strains were isolated and reported in vesicular disease outbreaks in Brazil, China, and Thailand (3). The diseased swine are characterized by severe vesicular and/or ulcerative lesions on the oral mucosa, snout, coronary bands, and hooves, which are indistinguishable from the clinical symptoms caused by the foot-and-mouth disease virus (FMDV) and vesicular stomatitis virus (VSV). From then, SVA was confirmed as the agent of the vesicular disease of swine and began to spread in many countries.

The hosts have developed highly efficient strategies to detect and control invading viruses to resist infection and maintain a normal physiological state. In contrast, most viruses have evolved strategies to evade host defenses and thus effectively infect and replicate in host cells. Increasing evidence suggests that SVA can escape the host’s antiviral effect in several ways for better infection and replication. For example, the 2B protein of SVA, whose secondary structures are similar to those of the picornaviruses, can act like a viroporin and likely enhance membrane permeability. It interacted with mitochondrial antiviral signaling (MAVS) and induced the degradation of MAVS depending on caspase-9 and caspase-3 to suppress the activation of the RLR pathway (4). Furthermore, the 3C protein of SVA inhibited antiviral type I IFN responses by targeting different host adaptors, including MAVS, Toll/interleukin 1 (IL-1) receptor domain-containing adaptor inducing IFN-β (TRIF), and TRAF family member-associated NF-κB activator (TANK).

Moreover, the SVA 3C protein reduces interferon regulatory factor 3 (IRF3) and IRF7 protein expression levels and phosphorylation and blocks the transcription of IFN-β, IFN-α1, IFN-α4, and ISG54 (5). More and more evidence indicated that 3C protein plays a crucial role in modulating virus and host gene expression by cleaving and degrading various host protein factors. Furthermore, the protease activity of 3C protein is required for these reactions (6). Therefore, the relationship between virus and host should be investigated to uncover the mechanisms of SVA antagonizing the host antiviral effect.

DEAD (Asp-Glu-Ala-Asp)-box RNA helicases (DDXs) are the largest family of evolutionarily conserved RNA helicases that are involved in a broad array of host processes, especially in antiviral immunity (7–9). DDX21, a member of the DDX family, possesses all the signature motifs required for DEAD-helicase function and contains atypical FRGQR repeats in its C-terminus. Furthermore, growing evidence suggests that DDX21 plays an important role in regulating host antiviral immunity. For example, DDX21 inhibits influenza viral RNA synthesis by binding to the PB1 polymerase subunit (10). Furthermore, DDX21 regulated the replication of FMDV by increasing IFN-β and IL-8 production in FMDV-infected cells. It also coprecipitates with FMDV IRES and restricts viral IRES-dependent translation and replication (11). Moreover, the infection process of human cytomegalovirus, human immunodeficiency virus, and dengue virus were also regulated by DDX21. However, the reciprocal regulation mechanism between DDX21 and SVA is still unclear.

Our study has determined changes in the host cell protein expression during SVA infection using dimethyl labeling-based quantitative proteomics. Among these proteins, the expression level of DDX21 was significantly downregulated during SVA infection, and the antiviral effect of DDX21 was also verified by overexpressing and knockdown experiments. Moreover, SVA 2B and 3C proteins induce the degradation of DDX21 via caspase to antagonize the antiviral activity of DDX21. The results helped study the interaction between host and virus.



Materials and Methods


Cells, Viruses, and Drug

Porcine kidney-15 (PK-15), human embryonic kidney (HEK293T) cells, and baby hamster kidney cells (BHK-21) cells were cultured in Dulbecco’s modified Eagle’s medium containing 10% fetal bovine serum (Gibco, Thermo Fisher Scientific, Waltham, MA, USA). Cells were maintained at 37°C with 5% CO2. The SVA virus (GenBank accession number: MZ375462) was used for all the experiments. The proteasome inhibitor MG-132, the lysosomal inhibitor chloroquine (CQ), and the caspase inhibitor carbobenzoxy-valyl-alanyl-aspartyl-[O-methyl]-fluoro-methyl ketone (Z-VAD-FMK) was purchased from Beijing Solarbio Science & Technology Co. Ltd.



Construction of Plasmids

The porcine DDX21 gene (GenBank accession number: XM_005657387.3) was amplified and cloned into pCAGEN (modified from pCAGGS) to generate pCAGEN-DDX21-HA. The other proteins of SVA were cloned into pCAGGS to generate pCAGGS-VP1-Flag, pCAGGS-VP2-Flag, pCAGGS-VP3-Flag, pCAGGS-2B-Flag, pCAGGS-2C-Flag, pCAGGS-3A-Flag, pCAGGS-3C-Flag, and pCAGGS-3D-Flag. All plasmids were constructed by homologous recombination with the NEBuilder® HiFi DNA Assembly Master Mix (New England Biolabs, Ipswich, MA, USA) according to the manufacturer’s instructions. Mutagenesis of SVA 3C protein was generated using overlap PCR and cloned into vector pCAGGS-3C-Flag (H48A), pCAGGS-3C-Flag (C160A, USA), and pCAGGS-3C-Flag (double-site mutation (DM) H48A-C160A). The primers used for gene amplification are listed in Table 1.


Table 1 | The sequence of primers and siRNAs used in the study.





Dynamics of SVA in PK-15 Cells

PK-15 cells were infected with SVA at a multiplicity of infection (MOI) of 0.5, and normal cells were set as the control. Cytopathic effects (CPEs) were observed at 12, 24, 36, 48, 60, and 72 h postinfection (hpi) under a microscope. Subsequently, the cell culture supernatant at different time points was collected to determine 50% tissue culture infective doses (TCID50). The viral titers were determined by the Reed–Muench method and expressed as TCID50/ml. Mean values and standard deviations were calculated from the results of three independent experiments. According to the flow chart, the cells infected or uninfected with SVA at 48 hpi were chosen for the following quantitative proteomics.



Sample Preparation, Digestion, and TMT Labeling

Mock- or SVA-infected PK-15 cells were cultured in 6-well plates for 48 hpi. The cells were then washed with cold phosphate-buffered saline (PBS), lysed by sonication in STD lysate buffer [4% (w/v) SDS, 100 mM Tris/HCl pH 7.6, 0.1 M DTT] (12), and quantified using a BCA assay. 200 ug of protein per sample for trypsin digestion using filter-aided sample preparation (FASP) (12), after trypsin digestion, the peptides were desalted on a C18 column and 40 μl of dissolution buffer was added after the lyophilization of peptides. The peptides were quantified by OD280. According to the manufacturer’s instructions, peptides were labeled using a TMT Reagent kit.



LC-MS/MS Analysis

Labeled samples were analyzed using an Easy-nLC 1200 nanoflow HPLC system (Thermo Fisher Scientific, Waltham, MA, USA). Buffer: solution A is 0.1% formic acid in the water, and solution B is 0.1% formic acid in acetonitrile in water (84% in acetonitrile). The sample was loaded by the autosampler onto the loading column (Thermo Scientific EASY column, 100 μm * 2 cm, 5 μm, C18) and then separated by an analytical column (Thermo Scientific EASY column, 75 μm * 10 cm, 3 μm, C18) with a flow rate of 250 nl/min. After chromatographic separation, the samples were analyzed by a Q Exactive mass spectrometer (13).



Quantitative Real-Time PCR

Total RNA was extracted with TRIzol (Thermo Fisher Scientific, Waltham, MA, USA). The PrimeScript™ 1st-Strand cDNA Synthesis Kit (TaKaRa, Dalian, China) was used for reverse transcription. The SYBR Premix Ex Taq™ (TaKaRa, Dalian, China) was used to quantify the mRNA levels of ZC3H11A, DDX21, IL-18, ZCCHC9, STAT1, OAS1, MX2, ZAP, and IFIT1. Relative expression levels were analyzed using the 2−ΔΔCt method, with glyceraldehyde-3-phosphate dehydrogenase (GAPDH) mRNA as a control. Primers are listed in Table 1.



Plasmid Transfection and Virus Challenge

To investigate the effect of DDX21 on SVA replication, BHK-21 cells cultured in 6-well plates were transfected with 2 μg of pCAGEN-DDX21-HA using X-treme GENE HP DNA reagent (Roche Applied Science, Penzberg, Germany). Next, 36 h posttransfection (hpt), the cells were infected with SVA at a MOI of 0.1. After inoculation for 1.5 h at 37°C, the supernatants were discarded, and the cells were washed three times with PBS. The supernatant was harvested at 12, 24, 36, and 48 hpi, and the cells were lysed using RIPA lysis buffer (Thermo Fisher Scientific, Waltham, MA, USA). Viral titers in the supernatants were determined using a microtitration assay. The amount of the VP2 protein was then detected in cell lysates by Western blotting (WB) using a rabbit anti-VP2 polyclonal antibody (1:1,000).



Western Blotting

Cell lysates were prepared by harvesting virus-infected or plasmid-transfected cells in RIPA or IP-lysate buffer at 4°C for 15 min containing 1 mM of phenylmethylsulfonyl fluoride and 1 mg/ml of protease inhibitor cocktail (Roche). After centrifuging at 12,000 rpm/min for 10 min, the supernatants of cell lysates were mixed with 5× sodium dodecyl sulfate-polyacrylamide gel electrophoresis (SDS-PAGE) sample loading buffer (Beyotime) and placed in boiling water for 5 min. The proteins were then separated by SDS-PAGE and transfected onto a nitrocellulose membrane. The membrane was blocked in 5% skim milk for 2 h at room temperature and then incubated with the indicated primary antibody for 1 h at room temperature. After washing three times with Tris-buffered saline with 0.1% Tween 20, the membrane was incubated with horseradish peroxidase-conjugated goat anti-mouse IgG (H+L) and/or goat anti-rabbit IgG (H+L) secondary antibody (1:5,000) for 1 h at room temperature. The target proteins were visualized by treating the membrane with Pierce ECL WB substrate (Thermo Fisher Scientific, Waltham, MA, USA). To quantify target proteins, their levels were normalized to the levels of β-actin.



RNA Interference

Three small interfering RNAs (siRNAs) against hamster DDX21 (GenBank No. XM_013113937.3) were synthesized by GenePharma (Shanghai, China). The sequence of siRNA is listed in Table 1. BHK-21 cells were seeded in 6-well plates and transfected with 100 pM of indicated siRNA or NC using Lipofectamine™ RNAiMAX transfection reagent (cat. No. 13778075; Thermo Fisher Scientific, Waltham, MA, USA). The cells were lysed in RIPA lysis buffer after 36 h of transfection, and the effects of siRNAs were analyzed by WB using an anti-DDX21 polyclonal antibody (cat. No. 10528-1-AP; Proteintech; 1:1,000). Next, efficient siRNA and NC were selected for transfection. At 36 hpt, the cells were infected with SVA at a MOI of 0.1. The supernatant and cells were harvested at 12, 24, 36, and 48 hpi and analyzed based on virus titers and WB.



Coimmunoprecipitation

HEK293T cells were cotransfected with 1.5 μg/well of DDX21-HA and 1.5 μg/well of 2B-Flag or 3C-Flag using X-tremeGENE DNA transfection reagent. At 24 hpt, cells were lysed with IP lysis buffer containing phenylmethanesulfonyl fluoride and a protease inhibitor cocktail at 4°C for 20 min. Approximately 10% of the lysate supernatant was used as an input control, and the remaining lysates were incubated with anti-Flag agarose beads for 8 h at 4°C. The beads were washed with the lysis buffer five times and then analyzed by WB with the indicated antibodies.



Cell Viability Assay

Cells at 104 were seeded into 96-well plates and treated with the proteasome inhibitor MG132 concentrations (0–50 μM), the caspase inhibitor Z-VAD-FMK (0–50 μM), or the lysosomal inhibitor CQ (0–100 μM) for 24 h, at five replicate wells per dilution. Subsequently, the 3-(4,5-dimethylthiazol-2-yl)-diphenyl tetrazolium bromide (MTT) assay (14) was used to detect cytotoxicity.



Statistical Analysis

All the experiments mentioned above were performed with three independent experiments. The GraphPad Prism software was used for statistical analysis by a two-tailed Student’s t-test. The data shown are three independent experiments’ means ± standard variations (SD).




Results


Virus Infection and Determination of Optimal Collection Time

PK-15 cells were infected with SVA at a MOI of 0.5, and the CPE began to appear at 36 hpi. Subsequently, the cell showed typical CPE, characterized as rounding, shrinkage, and detachment (Figure 1A). The virus titers of SVA almost reached the highest value at 48 hpi (Figure 1B). At 48 hpi, the CPE of the cells was typical, and the virus titers reached the peak, so the cells were collected and subjected to proteomics analyses by LC-MS/MS (Figure 1C).




Figure 1 | Experimental design for identifying candidate novel cellular factors in mock- and SVA-infected PK-15 cells. (A) PK-15 cells were infected with 0.5 MOI of SVA for 12, 24, 36, 48, 60, or 72 h. The virus-induced CPE was observed and recorded by the microscope. (B) PK-15 cells were infected with 0.5 MOI of SVA for 12, 24, 36, 48, 60, or 72 h, and the viral titers were determined by the TCID50 assay. (C) Schematic illustration of the sample preparation. PK-15 cells mock infected or infected by SVA at an MOI of 0.5 for 48 h were subjected to TMT-based proteomic analysis.





Proteomics Analysis of Host Proteins Upon SVA Infection

SVA infection affects various host cellular pathways. Knowledge of changes in host protein expression caused by SVA infection helps to understand the interaction between the virus and the host. Our study employed a dimethyl labeling-based quantitative proteomics strategy to characterize the host cell proteome changes upon SVA infection in PK-15 cells at 48 hpi. The results showed that 333 proteins were downregulated and 137 were upregulated in the cells infected with SVA. In contrast, the expression level of 5,122 proteins was not affected by SVA infection (Figure 2A). These results were also visualized by clustering the samples according to differential treatment (Figure 2B). To further verify the accuracy of the proteomics and the relationships of the differentially expressed proteins (DEPs) at the translational and transcriptional levels, the transcriptional level of some DEPs (STAT1, IFIT1, OAS1, ZAP, MX2, DDX21, IL-18, ZCCHC9, and ZC3H11A) were verified by qPCR. The results showed that the transcriptional and translational levels are almost identical to DEPs except for DDX21 during SVA infection (Figures 2C, D). The translational level of DDX21 was downregulated during SVA infection (Figure 2B). In contrast, the transcription level of DDX21 was upregulated in the SVA-infected cells (Figure 2C). Thus, the SVA infection inevitably affects the protein function of DDX21.




Figure 2 | Proteomic analysis of SVA-infected PK-15 cells. PK-15 cells were mock or SVA infected at a MOI of 0.5 and harvested at 48 hpi for proteomic analysis. (A) The Venn diagram represents the number of genes upregulated and downregulated in PK-15 cells in response to SVA infection. (B) Cluster analysis of the upregulated and downregulated genes with the greatest fold change values. Red indicates increased (infected/mock) gene expression, and blue indicates decreased expression. (C, D) Validation of TMT data by qRT-PCR analyses. ZC3H11A, DDX21, IL-18, and ZCCHC9 mRNA levels were upregulated, and STAT1, OAS1, MX2, ZAP, and IFIT1 mRNA levels were downregulated. Values are presented as means ± SD from three independent experiments.





DDX21 Restricts the Replication of SVA

To further examine the effects of DDX21 on SVA replication, DDX21 was overexpressed in the BHK-21 cells by transfecting them with pCAGEN-DDX21-HA. As shown in Figure 3A, when DDX21 was overexpressed, the VP2 protein levels of SVA were lower than those in the control cells, especially at 12–36 hpi. Furthermore, there was a significant difference in virus titers between cells transfected with pCAGEN-DDX21-HA or pCAGEN, with an approximate 0.5–1.0 log decrease in virus titers from 12 to 36 hpi (p < 0.05) (Figure 3B). By contrast, three specific siRNAs (siRNA-1651, siRNA-673, and siRNA1712) were synthesized to knock down the expression level of DDX21 in BHK-21 cells. The results suggested that siRNA-1651 had the best knockdown effect (Figure 3C). Thus, siRNA-1651 was used in the subsequent interference experiments. As shown in Figure 3D, the expression level of VP2 was increased upon transfection with siRNA-1651, especially 36 and 48 hpi, compared with those in NC-transfected cells. Virus titers in the culture supernatants of cells transfected with siRNA-1651 were also increased, which was consistent with the expression levels of the VP2 protein, with a significant difference at 36 and 48 hpi (p < 0.05; Figure 3E). These observations suggest that DDX21 is a cellular antiviral factor that represses SVA infection.




Figure 3 | DDX21 affects the replication of SVA. (A) BHK-21 cells were transfected with pCAGEN-DDX21-HA or pCAGEN. At 36 hpt, the cells were inoculated with SVA at an MOI of 0.1. The cells and supernatant were harvested at the indicated times, and the expression level of the VP2 protein of SVA was analyzed by WB with an anti-VP2 pAb. DDX21-HA was detected with an anti-HA mAb. β-Actin served as the internal reference. (B) Virus titers were calculated and expressed as TCID50/ml at the indicated times. (C) BHK-21 cells seeded in 6-well plates were transfected with siRNA-1651, siRNA-673, siRNA-1712, or negative control (NC) (50 pM/well). At 36 hpt, the cells were lysed and analyzed by Western blotting (WB) with an anti-DDX21 polyclonal antibody (mAb), and β-actin was probed as the internal reference. (D) Knocking down the expression of DDX21 promoted the replication of SVA in BHK-21 cells. BHK-21 cells were transfected with NC or siRNA-1651 at 50 pM. At 36 hpt, the cells were infected with SVA at a MOI of 0.1. The cells and the supernatant were harvested at indicated times. The cells were lysed and analyzed by WB using an anti-VP2 pAb. (E) The infectious virus titers in the supernatant were determined by a TCID50/ml assay. The statistical significance of differences was determined using a Student’s t-test (NS, not significant; *p < 0.05).





SVA 2B and 3C Degrade DDX21

As shown in Figure 3A, the expression level of DDX21-HA decreased gradually upon SVA infection, which was consistent with the proteomics results. Furthermore, the transcription level of DDX21 was upregulated during SVA infection. Therefore, we speculated that SVA infection could degrade DDX21. To verify this hypothesis, BHK-21 cells infected with SVA were lysed at 12, 24, 36, and 48 hpi, and the expression level of DDX21 was analyzed by WB. The results revealed that the expression of DDX21 decreased in SVA-infected cells with the prolongation of infection time (Figure 4A). Furthermore, to confirm which protein of SVA induces the degradation of DDX21, DDX21 was cotransfected with the protein of SVA. The results revealed that proteins 2B and 3C of SVA induced the degradation of DDX21 (Figure 4B). Furthermore, the 2B and 3C of SVA degraded DDX21 in a dose-dependent manner (Figures 4C, D).




Figure 4 | SVA degrades endogenous DDX21 during viral infection, and DDX21 is degraded by SVA 2B and 3C. (A) BHK-21 cells in 6-well plates were infected with SVA at a MOI of 0.1, cells were harvested at indicated times, and the expression level of endogenous DDX21 protein was analyzed by WB. (B) HEK293T cells in six-well plates were cotransfected with HA-DDX21 and Flag-VP1, VP2, VP3, 2B, 2C, 3A, 3C, or 3D, cells were harvested at 30 h, and the samples were analyzed by WB. (C, D) HEK293T cells were cotransfected with HA-DDX21 and different concentrations of Flag-2B or Flag-3C for 30 h. The cell lysates were analyzed by WB.





3C Protein of SVA Degrades DDX21 Depending on Its 3C Protein Protease Activity

The SVA 3C protein contained a conserved catalytic box with histidine (His) and cysteine (Cys) residues, which was essential for its protease activity (15). Single-site mutation H48A (3C-H48A) or C160A (3C-C160A) and double-site mutation H48A-C160A (3C-DM) were catalytically inactive (16). To detect whether 3C protease activity was involved in DDX21 degradation, HEK293T cells were cotransfected with plasmids encoding wild-type 3C protein (3C protein-WT) or its mutants, and HA-DDX21 for 30 h. The results showed that all 3C protein mutants losing protease activity failed to induce DDX21 to degrade (Figures 5A, C).




Figure 5 | SVA 3C protein targets DDX21 for degradation through its protease activity. (A) HEK293T cells were cotransfected with HA-DDX21 and 3C protein or 3C-H48A for 30 h. The cell lysates were prepared for Western blot analysis using the indicated antibodies. (B) HEK293T cells were cotransfected with HA-DDX21 and 3C protein or 3C-C160A for 30 h. The cell lysates were prepared for Western blot analysis using the indicated antibodies. (C) HEK293T cells were cotransfected with HA-DDX21 and 3C protein or 3C-DM for 30 h. The cell lysates were prepared for Western blot analysis using the indicated antibodies.





DDX21 Does Not Interact With SVA 2B and 3C Proteins

DDX21 was degraded by SVA 2B and 3C proteins, so we speculate that the 2B and 3C may interact with DDX21. To verify this hypothesis, we performed coimmunoprecipitation (Co-IP) assays to analyze the interaction between nonstructural proteins (2B and 3C) and DDX21. HEK293T cells were cotransfected with plasmids expressing HA-tagged DDX21 and Flag-tagged 2B or 3C proteins. Co-IP assays were performed with anti-Flag monoclonal antibody at 48 hpt. Interestingly, coimmunoprecipitation assays showed that DDX21 did not precipitate 2B and 3C proteins (Figures 6A, B).




Figure 6 | DDX21 does not interact with SVA 2B and 3C protein. (A) HEK293T cells were cotransfected with HA-DDX21 and 2B-Flag. (B) HEK293T cells were cotransfected with HA-DDX21 and 3C-flag. Coimmunoprecipitation (Co-IP) was performed using agarose beads conjugated with anti-Flag mAb agarose beads. Precipitated proteins were analyzed by WB using antibodies against the Flag and HA.





Effect of Inhibitors on the Viability of Cells

We examined the effects of different inhibitors on the growth of BHK-21 cells at 24 h by an MTT assay. As shown in Figures 7A, C, compared with the DMSO-treated group, MG132 (0–20 µM) and Z-VAD-FMK (0–20 µM) did not affect the cell viability. However, a concentration of 50 µM reduced the cell viability. In contrast, CQ (0–100 µM) did not affect cell viability. So, we choose the proteasome inhibitor MG-132 (10–20 µM), the caspase inhibitor Z-VAD-FMK (10–20 µM), and the lysosomal inhibitor CQ (50–100 µM) for subsequent experiments.




Figure 7 | DDX21 is degraded through the caspase pathway during SVA infection. Cells were treated with the indicated concentrations of inhibitors for 24 h. MTT method is used to detect BHK-21 cells cytotoxicity. (A) MG132. (B) Z-VAD-FMK. (C) CQ. (D–F) BHK-21 cells in six-well plates were incubated with different inhibitors and then infected with SVA at an MOI of 0.1. The cell lysates were analyzed by WB. MG132 was added at 10 to 20 µM, Z-VAD-FMK was added at 10 to 20 µM, and CQ was added at 50 to 100 µM. (G–I) BHK-21 cells were cotransfected with HA-DDX21 and 2B-Flag and then treated with different inhibitors. MG132 was added at 10 to 20 µM, Z-VAD-FMK was added at 10 to 20 µM, and CQ was added at 50 to 100 µM. The cell lysates were analyzed by WB. (J–L) BHK-21 cells were cotransfected with HA-DDX21 and 3C-Flag and then treated with different inhibitors. MG132 was added at 10 to 20 µM, Z-VAD-FMK was added at 10 to 20 µM, and CQ was added at 50 to 100 µM. The cell lysates were analyzed by WB. The statistical significance of differences was determined using a Student’s t-test (NS, not significant; **p < 0.01; ***p < 0.001).





2B and 3C Protein of SVA Degrade the DDX21 via the Caspase Pathway

To further confirm whether DDX21 was degraded upon virus infection, cells were treated with the proteasome inhibitor MG-132, the caspase inhibitor Z-VAD-FMK, and the lysosomal inhibitor CQ, followed by SVA for 36 h. As shown in Figures 7D–F, DDX21 degradation was inhibited after treatment with Z-VAD-FMK. Notably, CQ also seemed to inhibit the degradation of DDX21 (Figure 7F). However, viral protein expression was also inhibited after treatment with CQ, indicating that the inhibition of DDX21 degradation may be due to its severe inhibition of virus replication. Next, we investigated which pathways were involved in the degradation of DDX21 by 2B and 3C proteins. The results showed that 2B and 3C degraded DDX21 through the caspase pathway and not via the lysosome and proteasome pathways (Figures 7G–L). These results suggest that DDX21 was degraded through the caspase pathways.




Discussions

As an emerging infectious disease pathogen of swine, SVA has demonstrated its capacity to cause vesicular diseases, neonatal mortality, and persistent infection in pigs. Furthermore, it induces immunodepression in suckling piglets and effectively replicates in piglets’ tonsils, mesenteric lymph nodes, and spleen (17, 18). With SVA disease appearing in new countries each year, the virus has become a virus with a global prevalence (19). There must be a molecular mechanism by which SVA antagonizes host antiviral immunity. Although much work has been done in SVA research, there is currently no effective vaccine to control the disease. The interaction of SVA with the host immune response and the pathogenesis remains largely unknown, resulting in the continuous spreading of the disease.

Cell lines have been used as important tools to study virus–host interactions during viral infection. It allows the investigation of the host proteins and pathways involved in viral replication. SVA can infect a variety of cells, such as swine testis (ST), human embryonic kidney-293T, swine kidney (IBRS-2 and PK-15), and human lung cancer cells (NCI-H1299) and BHK-21 (20, 21). To explore the mechanism of SVA infection, the PK-15 cell line can be used as a model for evaluating SVA-induced innate immune signaling and the involved antagonistic effects caused by viral proteins (22). In this study, we screened several candidate cellular proteins in SVA-infected PK-15 by proteomic analysis. In total, 470 DEPs were verified, of which 333 were downregulated and 137 were upregulated. Among the DE proteins, four host proteins with antiviral effects on other viruses were used for screening (10, 23–25). Only DDX21 and IL-18 can suppress the expression of VP2 of SVA (date not shown). Interestingly, unlike IL-18, DDX21 decreased during SVA infection (Figure 2B), while the transcription level of DDX21 surprisingly increased (Figure 2C). Similar phenomena were previously reported for DDX21, DDX23, and DDX1, whose mRNA levels are higher in FMDV-infected cells than in mock-infected cells (11, 26, 27). The transcription level of DDX21 was inconsistent with the translation level, implying that SVA infection affects the function of DDX21. DDX21 is involved in a variety of cell functions, including transcription, protein translation, processing, and modification of pre-rRNA, mediating and sensing transcription during nucleotide stress, as well as regulating various innate immunity (28–31). Many studies have confirmed that DDX21 may act as an antiviral protein. It has been reported that DDX21 restricts infection and replication of several viruses, including the influenza virus, Borna disease virus (BDV), dengue virus (DENV), FMDV, and SARS-CoV-2 (10, 11, 28, 32, 33). To further verify the effect of DDX21 on the virus replication, overexpression and knockdown experiments of DDX21 were conducted. The results demonstrated that DDX21 could effectively inhibit SVA replication in BHK-21 cells (Figures 3A, E). However, many viruses have evolved general strategies to evade host defenses, such as influencing mRNA translation, protein localization, and cleaving or degrading host proteins (15, 34). In a natural infection, SVA can effectively replicate; therefore, we assumed that SVA could evade the antiviral effect by some means. During the overexpression experiments, we found that as the virus replicated, the expression of DDX21 dropped, which was consistent with the proteomics results. All of these suggest that SVA may escape the antiviral effect of DDX21 by degrading DDX21.

To investigate the mechanism of SVA degrading the DDX21, SVA and the viral proteins were used for verification. With the prolongation of virus infection, the more severe the degradation of DDX21 (Figure 4A). In addition, only the 2B and 3C proteins of SVA can induce the degradation of DDX21 (Figure 4B). With the increase of 2B and 3C proteins, the degradation of DDX21 was more significant (Figures 4C, D). The 2B and 3C proteins are important nonstructural proteins of SVA with multiple roles, especially in antagonizing host innate immunity. 2B protein can suppress type I interferon production by inducing the degradation of MAVS, indicating that 2B protein has the function of degrading and antagonizing innate immunity. It likely enhances membrane permeability, acting like a viroporin (4).

Furthermore, SVA 2AB protein promoted MARCHF8 and MAVS degradation to inhibit IFN-I signaling during SVA infection (35). In contrast, the 3C protein of SVA cleaves PABPC1 to promote viral replication through 3C protease activity (36) and 3C protein-induced hnRNP A1 degradation through its protease activity to promote virus replication (37). SVA suppressed the innate immune response and mediated host cell autophagy and apoptosis to improve viral replication through 2C and 3C proteins (38). Similar to other picornaviruses, the protease activity of the SVA 3C protein depends on a conserved catalytic box with Cys and His residues (16). When the Cys and His residues of 3C protein were mutated (H48A, C160A, or H48A/C160A), it failed to induce the degradation of DDX21, indicating that the degradation of DDX21 by 3C was dependent on protease activity. Since 2B and 3C proteins did not interact with DDX21, the degradation of DDX21 did not depend on their interaction (Figures 6A, B). Subsequently, we investigated the involvement of the lysosome, proteasome, and caspase pathways in SVA, 2B, and 3C protein-dependent degradation of DDX21. The results revealed that SVA, 2B, and 3C proteins use the caspase pathway to degrade DDX21 (Figure 7). Although infection with SVA after treatment of cells with CQ can alleviate the degradation of DDX21 (Figure 7F), it may be related to autophagy. As shown by Hou etal. (39), SVA infection induces autophagy in BHK-21 cells, and SVA utilizes autophagy machinery to promote its proliferation in BHK-21 cells. After treatment with CQ (a specific inhibitor of autophagosome-lysosome fusion), the VP1 protein expression and viral yields were appreciably reduced. Similarly, we obtained the same results as above after CQ treatment. Therefore, we speculated that the inhibition of DDX21 degradation might be due to inhibition of autophagy and decreased VP2 expression in SVA-infected BHK-21 cells. CQ did not alleviate the degradation effects of 2B and 3C proteins on DDX21, so we believe that the lysosomal pathway is not the main way for SVA to degrade DDX21 (Figures 7G–L).

In summary, we confirmed that DDX21 inhibits SVA replication. Furthermore, SVA can evade the antiviral activity of DDX21 by decreasing its expression through the 2B and 3C proteins of SVA. The degradation of DDX21 by 2B and 3C proteins depends on the caspase pathway. Moreover, SVA 3C protein can degrade DDX21 through 3C protease activity. Our findings provide new insight into the development of antivirals against SVA infection.
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Interferons (IFNs) including type I/III IFNs are the major components of the host innate immune response against porcine epidemic diarrhea virus (PEDV) infection, and several viral proteins have been identified to antagonize type I/III IFNs productions through diverse strategies. However, the modulation of PEDV infection upon the activation of the host’s innate immune response has not been fully characterized. In this study, we observed that various IFN-stimulated genes (ISGs) were upregulated significantly in a time- and dose-dependent manner in LLC-PK1 cells infected with the PEDV G2 strain FJzz1. The transcriptions of IRF9 and STAT1 were increased markedly in the late stage of FJzz1 infection and the promotion of the phosphorylation and nuclear translocation of STAT1, implicating the activation of the JAK-STAT signaling pathway during FJzz1 infection. In addition, abundant type I/III IFNs were produced after FJzz1 infection. However, type I/III IFNs and ISGs decreased greatly in FJzz1-infected LLC-PK1 cells following the silencing of the RIG-I-like receptors (RLRs), including RIG-I and MDA5, and the Toll-like receptors (TLRs) adaptors, MyD88 and TRIF. Altogether, FJzz1 infection induces the production of type-I/III IFNs in LLC-PK1 cells, in which RLRs and TLRs signaling pathways are involved, followed by the activation of the JAK-STAT signaling cascade, triggering the production of numerous ISGs to exert antiviral effects of innate immunity.
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Introduction

Porcine epidemic diarrhea (PED) is an acute and highly contagious enteric viral disease of swine caused by the porcine epidemic diarrhea virus (PEDV). Neonatal piglets are most susceptible to PEDV, characterized by severe acute watery diarrhea, vomiting, dehydration, high morbidity and high mortality (1–3). Since PED was first reported in England in 1971, the outbreak has occurred frequently in many pig-producing countries (4–10). Despite the availability of CV777-derived vaccines, outbreaks continued to increase, especially the highly virulent G2 PEDV re-emerged in China in 2010, followed by the first introduction into the United States in 2013, resulting in substantial economic losses to the pork industry worldwide (11–17). PEDV is an enveloped, positive single-stranded, plus-sense RNA virus that belongs to the genus Alphacoronavirus of the family Coronaviridae in the order Nidovirales (18). PEDV consists of about 28 Kb PEDV genome including a capped 5'-untranslated region (5'-UTR), a tailed 3'-UTR, and seven open reading frames (ORF), which encodes polymerase peptides pp1a, pp1ab, S glycoprotein, accessory protein ORF3, envelope (E), membrane (M) and nucleocapsid (N) (19, 20).

Antiviral innate immunity is regarded as the first line of defense against viral infection, and typical antiviral responses in host cells are mediated by type I interferons (IFNs), such as IFN-β (21). During viral infection and replication, RNA virus genomes replication produces double-stranded (ds) RNA, which can be recognized as a pathogen-associated molecular pattern by host pattern recognition receptors including RIG-I-like receptors (RLRs) in the cytoplasm or Toll-like receptors (TLRs) in endosomes (22, 23), leading to the synthesis and secretion of type I IFNs. Subsequently, the secretion of IFNs induces hundreds of IFN-stimulated genes (ISGs) through the Janus kinase (JAK)-signal transducer and activator of transcription (STAT) signaling pathway to act the antiviral effects (24, 25). In recent years type III IFNs have been identified as novel viral factors that target the downstream signaling pathways needed to amplify ISGs to establish a host antiviral state (26–28). Although type III IFNs bind to a receptor complex distinct from the type I IFNs receptor, type I and III IFNs have been reported to share a common downstream signaling pathway via JAK-STAT, leading to the induction of ISGs (29, 30).

Virus interactions with host innate immune responses drive mutual evolutionary changes, which result in the remarkable diversification of viruses and host antiviral responses (31). In the competition between virus and host cells, many viruses including coronavirus have evolved various strategies to evade or disrupt the antiviral immunity such as the type I and III IFNs (32, 33). Several viral proteins have been identified as IFN- I/III antagonists in members of the family Coronaviridae, including Middle East respiratory syndrome coronavirus (34, 35), mouse hepatitis virus (36, 37), severe acute respiratory syndrome coronavirus (SARS-CoV) (38) and SARS-CoV-2 (39–41), a novel emerging β-coronavirus that causes the coronavirus disease 2019 (COVID-19). PEDV belongs to α-coronavirus together with transmissible gastroenteritis virus (TGEV). Accumulating evidence showed that several PEDV proteins such as nsp1, nsp3, nsp5, nsp15, nsp16, and N could antagonize type I and/or type III productions through diverse molecular mechanisms (30, 42–45). Additionally, limited reports showed that PEDV could suppress IFNs production (43, 44, 46), but the detailed mechanism regarding IFNs inhibition remained elusive. More interestingly, some studies reported that ISGs were upregulated significantly during PEDV infection (47, 48), which were consistent with our previous results based on proteomics analysis. Therefore, further investigations are needed to elucidate the modulations of ISGs and IFNs responses in PEDV-infected cells. In the present study, we demonstrated that PEDV-infection induced IFN-I/III productions through RLRs and TLRs-mediated pathways to produce a large number of ISGs by activating the JAK-STAT signaling pathway to exert antiviral effects. This study provides new insight into understanding the modulation of host natural immune responses to PEDV infection.



Materials and methods


Cells and antibodies

Porcine kidney epithelial cells (LLC-PK1) used in this study were cultured in modified Eagle's medium (MEM, Life Technologies, 11095098) with 10% fetal bovine serum (FBS, Gibco, 10,099,141) at 37°C in a humidified atmosphere of 5% CO2. Swine testis epithelial cells (ST) and African green monkey kidney epithelial cells (MARC-145) were grown in Dulbecco' Modified Eagle's Medium nutrient (DMEM, Sigma-Aldrich, D6429) with 10% FBS at 37°C with 5% CO2. Anti-STAT1 antibody (14994) and anti-Phospho-STAT1 antibody (9167) were purchased from Cell Signaling Technology (CST). Anti-ISG15 antibody (ab285367) was purchased from Abcam. Anti-β-actin antibody (60,008–1), Horseradish peroxidase (HRP)-conjugated anti-mouse IgG antibody (SA00001-1), and HRP-conjugated anti-rabbit IgG antibody (SA00001-2) were obtained from Proteintech Group. The monoclonal antibody (Mab) against PEDV N protein was made in our laboratory (49). 4' 6-diamidino-2-phenylindole (DAPI, C1002) was purchased from Beyotime. poly(I:C) LMW (low molecular weight) was obtained from In vivoGen.



PEDV propagations and infections

PEDV G2 strain FJzz1 (GenBank accession no. MK288006) was previously isolated in Vero E6 cells in our laboratory (50, 51), and virus titers were determined by 50% tissue culture infective doses (TCID50). LLC-PK1 cells grown to approximately 90% confluence in 6-well plates were mock-infected with FBS-free MEM containing 10 μg/mL trypsin or infected with PEDV at the indicated multiplicity of infection (MOI). After incubation for 1 hour (h) at 37°C, LLC-PK1 cells were washed with phosphate-buffered saline (PBS) 3 times to remove the unattached viruses and maintained in MEM supplemented with 5 μg/ml trypsin at 37°C. ST and MARC-145 cells were mocked infected with FBS-free DMEM containing 10 μg/ml trypsin or infected with PEDV at an MOI of 0.01. After incubation for 1 h at 37°C, ST and MARC-145 cells were washed by PBS 3 times and maintained in DMEM supplemented with 10 μg/ml trypsin at 37°C. Then the cells were collected at the indicated time points for further analyses.



Quantitative Real-time PCR

According to the manufacturer's instructions, total RNA was extracted from PEDV-infected LLC-PK1, ST and MARC-145 cells using the RNeasy Mini kit (QIAGEN, 74104) For reverse transcription (RT)-qPCR analysis, one microgram of total RNA was transcribed to cDNA using the Revert Aid First Stranded cDNA Synthesis Kit (Thermo Fisher Scientific, K1622). The synthesized cDNA was then used as the template for quantitative PCR using SYBR Green PCR mix according to the manufacturer's instructions with a LightCycler system (Roche, Switzerland). The RT-qPCR-specific primers are listed in Table 1. The glyceraldehyde-3-phosphate dehydrogenase (GAPDH) gene was used for each experiment's internal control. Relative transcription levels of target genes were presented as fold changes relative to the respective controls using the 2-ΔΔCt threshold method.


Table 1 | Primer sequences in this study.





Western blotting analysis

LLC-PK1 cells infected with PEDV or mock-infected at the indicated time points were harvested and lysed on ice in RIPA Lysis and Extraction Buffer (Thermo Fisher Scientific, 89,901) supplemented with Protease Inhibitor Cocktail (Bimake, B14001) and Phosphatase Inhibitor Cocktail (Bimake, B15001) for 30 min. The cell lysates were then centrifuged at 4°C at 10,000 rpm for 10 min to remove insoluble components. Equal amounts of protein were resolved by 10% SDS-PAGE and electrophoretically transferred onto 0.2-μm nitrocellulose Western blotting membranes (GE Healthcare, 10,600,001). After blocking with 5% nonfat dry milk in tris-buffered saline-Tween (TBST) for 2 h at room temperature, the membranes were incubated with the anti-STAT1 antibody, anti-Phospho-STAT1 antibody, anti-ISG15 antibody, anti-N antibody or anti-β-actin antibody at 4°C overnight. After washing with TBST for 30 min, the membranes were incubated with the HRP-conjugated anti-rabbit IgG antibodies or HRP-conjugated anti-mouse IgG antibodies for 1 h at room temperature, followed by washing with TBST for 30 min. Signals were detected with chemiluminescence (Thermo Fisher Scientific, 34,580).



Immunofluorescence assay

LLC-PK1 cells seeded in 6-well plates were mock-infected or infected with PEDV at an MOI of 0.01 for 18 h, as described above. Then cells were fixed with 4% paraformaldehyde for 10 min at room temperature and permeabilized using 0.1% Triton X-100 for 10 min at 4°C. After three washes with PBS, the cells were sealed with 3% bovine serum albumin (BSA) in PBS for 1 h and then incubated with anti-STAT1 antibody and anti-N antibody, followed by secondary AF488-conjugated goat anti-rabbit IgG antibody and AF594-conjugated goat anti-mouse IgG antibody in the dark for 1 h. The cell nuclei were stained with 0.1% DAPI in the dark for 15 min at room temperature. Immunofluorescence images were captured with inverted fluorescence microscopy in the dark.



SiRNA-mediated interference

Small interfering RNA (siRNA) against pig RIG-I, MDA5, MAVS, MyD88, TRIF, and negative control (NC) siRNA referred to in the previous report were synthesized by GenePharma (Shanghai, China) (52). LLC-PK1 cells were seeded in 12-well plates, and transient transfections of siRNAs were performed using Lipofectamine™ RNAiMAX transfection reagent (13,778,075; Thermo Fisher Scientific) according to the manufacturer’s instructions. The interfering efficiency of siRNA was analyzed by RT-qPCR due to the lack of specific antibodies against pig RIG-I, MDA5, MAVS, MyD88 or TRIF. LLC-PK1 cells were transfected with specific siRNAs or NC siRNA, followed by PEDV infection, and the transcriptions of I/III IFNs and ISGs were analyzed by RT-qPCR. The siRNA sequences are listed in Table 2.


Table 2 | Short interfering RNA target sequences.





Statistical analysis

GraphPad Prism 6 (GraphPad, La Jolla, CA, USA) was used for statistical analyses. Statistical significance was assessed with the Student' t-test, and data are presented as mean ± SD for at least two independent experiments. Differences were considered statistically significant (Asterisks) when the P-value was less than 0.05.




Results


Proliferation characteristics of FJzz1 in LLC-PK1 cells

Vero cells are widely used as suitable cell models for PEDV isolation and propagation in vitro. However, Vero cells lost the capacity to produce type I IFNs due to a chromosomal deletion. Thus, Vero cells are considered less suitable for studies of PEDV-cell interactions, especially innate immunity, during PEDV infection. PEDV mainly infects the intestinal tract of piglets, where villous epithelial cells are regarded as the primary target cells in vivo for PEDV. Although IPEC-J2 is a line of porcine intestinal epithelial cells, its susceptibility to PEDV is controversial. LLC-PK1, as a kind of porcine kidney epithelial cell, is reported to be permissive to PEDV infection (30, 53, 54). To determine the proliferative kinetics of PEDV in LLC-PK1 cells, cytopathic effect (CPE), immunofluorescence assay (IFA) identification, viral protein expression, and multi-step growth curve were performed. As shown in Figure 1A, LLC-PK1 cells inoculated with FJzz1 developed visible CPEs at 18 h post-infection (hpi), while no CPEs were found in the mock-infected cells. In addition, LLC-PK1 cells infected with FJzz1 displayed specific green fluorescence when treated with a Mab directed against PEDV N protein, but no green fluorescence was observed in the mock-infected cells. Western blotting analysis further confirmed the productive and efficient infection of LLC-PK1 cells by FJzz1 (Figure 1B). Moreover, a multi-step growth curve of FJzz1 based on the TCID50 at different hpi was visualized. It showed that the titers of FJzz1 increased steadily during infection and reached a peak at 24 hpi (Figure 1C). Our results showed that FJzz1 could infect LLC-PK1 cells and have good proliferation, demonstrating that LLC-PK1 is an alternative cell line for studying innate immunity modulated by PEDV infection in vitro.




Figure 1 | Efficient replication of FJzz1 in LLC-PK1 cells. (A) CPE and immunofluorescence identification of PEDV replication in LLC-PK1 cells. LLC-PK1 cells were infected with FJzz1 at an MOI of 0.01, and a CPE was observed at 18 hpi. Then cells were fixed with 4% paraformaldehyde and stained with mouse anti-N MAb. Scale bar = 200 μm. (B) Expression of the N protein in FJzz1-infected LLC-PK1 cells was detected by Western blotting. LLC-PK1 cells were infected with PEDV at an MOI of 0.01, and Western blotting was conducted using anti-N MAb at 6, 12, 18, and 24 hpi, respectively. (C) Multi-step growth kinetics of FJzz1 in LLC-PK1 cells. LLC-PK1 cells were infected with FJzz1 at an MOI of 0.01. The cell lysates were collected at the designated times and titrated with a TCID50 infectivity assay.





FJzz1 infection induces the production of ISGs in LLC-PK1 cells

The interactions between PEDV and host cells have been studied previously in our laboratory using TMT relative quantitative proteomics method. The results showed that compared with mock-infected LLC-PK1 cells, ISGs including radical S-adenosylmethionine domain containing 2 (RSAD2; also known as viperin), 2',5'-Oligoadenylate synthetase 1(OAS1), the GTPase Mx proteins (Mx1 and Mx2), interferon-induced protein with tetratricopeptide repeats 1 (IFIT1), and ISG15 were upregulated significantly in FJzz1 infected LLC-PK1 cells (Supplementary Figure 1). To confirm the relative quantitative proteomics results, the transcriptional levels of ISGs were examined by RT-qPCR. As shown in Figure 2, after infection with FJzz1 at MOI of 0.01, the mRNA of ISGs climbed at 12 hpi and continued to upregulated for hundred times at 18 hpi and 24 hpi. By contrast, the mRNA of ISGs in mock-infected LLC-PK1 cells remained relatively stable at different time points. Furthermore, the mRNA expressions of ISGs induced by FJzz1 infection were upregulated in dose-dependent manners (Supplementary Figure 2). Together, these results suggest that FJzz1 infection induces the production of ISGs, and we speculate that FJzz1 infection may activate the IFNs signaling cascade.




Figure 2 | FJzz1 infection induced the production of ISGs in LLC-PK1 cells. LLC-PK1 cells were seeded in 12-well plates, followed by mock-infection or FJzz1 infection at an MOI of 0.01. Total cellular RNA was prepared at indicated times post-PEDV infection, and the mRNA levels of RSAD2 (A), OAS1 (B) Mx1 (C), Mx2 (D), IFIT1 (E), and ISG15 (F) were determined by RT-qPCR and normalized to that of porcine GAPDH. These data are representative of the results of at least two independent experiments and error bars represent standard deviations. Asterisks indicate statistical significance.*, P < 0.05; **, P < 0.01; ***, P < 0.001.





JAK-STAT signaling pathway is activated during FJzz1 infection

In general, IFNs recognition of IFN receptors on the surface of host cells activates the JAK-STAT signaling pathway to induce the production of numerous ISGs, which elicit antiviral and immune-regulatory activities. To investigate the effect of PEDV infection on the JAK-STAT signaling pathway, total RNA of FJzz1-infected LLC-PK1 cells was extracted at different time points, and RT-qPCR was conducted to explore the transcriptional levels of IRF9 and STAT1, the key molecules in the JAK-STAT signaling pathway. The results showed that the transcriptional levels of IRF9 and STAT1 were upregulated significantly at 12-24 hpi in time-dependent manners (Figures 3A, B). Western blotting analysis showed that compared with the mock-infected cells, both phosphorylated and non-phosphorylated forms of STAT1 as well as the expression of ISG15, were upregulated markedly in PEDV-infected cells, especially in the late stage of infection (18-24 hpi) (Figure 3C). STAT1 mediates the production of ISGs only when its nuclear translocation occurs from the cytoplasm to the nucleus. To understand the regulation of PEDV to the JAK-STAT1 signaling pathway, we then examined whether PEDV infection induced the STAT1 nuclear translocation. LLC-PK1 cells were mock-infected or infected with FJzz1, and another group of cells was treated with hIFN-α as a positive control, followed by co-staining with anti-STAT1 mAb and anti-PEDV N mAb. As shown in Figure 3D, STAT1 was mainly observed in the cytoplasm of mock-infected cells without hIFN-α treatment. After hIFN-α stimulation, STAT1 was mainly observed in the nuclei of mock-infected cells as anticipated. It is noteworthy that STAT1 could also be observed in the nuclei of FJzz1-infected cells, implicating the induction of STAT1 nuclear translocation by FJzz1 infection. Altogether, the JAK-STAT signaling pathway is activated during FJzz1 infection.




Figure 3 | JAK-STAT signaling pathway was activated during FJzz1 infection. (A, B) Transcriptional levels of IRF9 and STAT1 in PEDV-infected cells. LLC-PK1 cells were infected with FJzz1 at an MOI of 0.01, and total cellular RNA was prepared at the indicated times post-infection to determine the IRF9 (A) and STAT1 (B) mRNA levels by RT-qPCR. (C) Expression of the phosphorylated and non-phosphorylated forms of STAT1 and the downstream ISG15 in FJzz1-infected LLC-PK1 cells. LLC-PK1 cells were infected with FJzz1 at an MOI of 0.01, and Western blotting was conducted at the indicated times post-infection using an anti-STAT1 antibody, anti-Phospho-STAT1 antibody, and anti-ISG15 antibody, respectively. (D) FJzz1 infection-induced STAT1 nuclear translocation. LLC-PK1 cells were infected with FJzz1 at an MOI of 0.01 for 18 h. Cells were then fixed and stained with anti-STAT1 and anti-N antibodies for 1 h. Alexa Fluor 488-conjugated goat anti-mouse secondary antibody and Alexa Fluor 594-conjugated goat anti-rabbit antibody was used to visualize STAT1, and N. Nuclei were stained with DAPI. Scale bar = 100 μm. *, P < 0.05; **, P < 0.01; ***, P < 0.001.





FJzz1 infection induces the production of type I/III IFNs

To further explore the regulation of PEDV infection on the production of type I IFN, total RNA of FJzz1-infected LLC-PK1 cells was extracted at 6, 12, 18 and 24 hpi, and RT-qPCR was performed to examine the IFN-β transcription. As shown in Figure 4A, after infection with FJzz1 at MOI of 0.01, the mRNA of IFN-β climbed at 12 hpi and culminated at 24 hpi, indicating time-dependent induction of IFN-β. Meanwhile, the up-regulation of FJzz1 infection on the production of IFN-β was dose-dependent (Figure 4B), demonstrating that FJzz1 infection induces the IFN-β production, which was contrary to previous reports (43, 44, 46). To further determine the induction of IFN-β by PEDV infection, IFN-β responses were evaluated in FJzz1-infected cells including LLC-PK1, ST and Marc-145 simultaneously. The results showed that FJzz1 could induce IFN-β production in various cell lines. Meanwhile, FJzz1 infection could also enhance the poly(I:C) induced IFN-β production (Figures 4C–E), which was in line with our conclusion that FJzz1 infection induces the IFN-β expression. Type III IFNs play a crucial role in innate antiviral immunity, especially in mucosal immunity induced by intestinal viruses (55–57). Therefore, we also examined the type III IFNs responses in FJzz1-infected LLC-PK1 cells. Interestingly, the mRNA of type III IFNs including IFN-λ1, IFN-λ3 and IFN-λ4 in FJzz1-infected LLC-PK1 cells were upregulated significantly in time-dependent manners with those in mock-infected LLC-PK1 cells (Figures 4F–H). Altogether, FJzz1 infection induces the production of type I/III IFNs in LLC-PK1 cells.




Figure 4 | FJzz1 infection induced the production of type I and type III IFNs. (A) Transcriptional levels of IFN-β in PEDV-infected cells. LLC-PK1 cells were infected with FJzz1 at an MOI of 0.01, and total cellular RNA was prepared at the indicated times post-infection to determine the IFN-β mRNA level by RT-qPCR. (B) PEDV infection induced IFN-β production in a dose-dependent manner. LLC-PK1 cells were infected with different MOI (0.01, 0.1, 0.5) of FJzz1 for 18 h, and total mRNA was extracted to detect the IFN-β mRNA level by RT-qPCR. (C–E) PEDV infection induced IFN-β production in different cell lines. LLC-PK1 cells (C), ST cells (E), and MARC-145 cells (E) were infected with FJzz1 at an MOI of 0.01 for 12 h, followed by stimulation with poly(I:C) for 12 h, and total cellular RNA was extracted to detect the IFN-β mRNA level by RT-qPCR. (F–H) PEDV infection induced type III IFNs production. LLC-PK1 cells were infected with FJzz1 at an MOI of 0.01, and total cellular RNA was prepared at the indicated times post-infection to determine the mRNA level of IFN-λ1 (F), IFN-λ3 (G), and IFN-λ4 (H) by RT-qPCR. These data are representative of the results of at least two independent experiments and error bars represent standard deviations. Asterisks indicate statistical significance.*, P < 0.05; **, P < 0.01; ***, P < 0.001.





Both RLRs and TLRs signaling pathways mediated in the production of type I/III IFNs during FJzz1 infection

Antiviral responses in mammals are mediated by type I/III IFNs, which trigger hundreds of ISGs production through the JAK-STAT signaling pathway to establish the antiviral state. Upon virus infection, TLRs and RLRs signaling pathways may be activated. To determine whether TLRs and/or RLRs signaling pathways mediated in the production of I/III IFNs, transcriptional levels of the five key molecules including RIG-I, MDA5, MAVS, MyD88 and TRIF were detected. As shown in Figures 5A–E, transcriptional levels of RIG-I, MDA5, MyD88 and TRIF in FJzz1-infected LLC-PK1 cells were upregulated significantly at 12-24 hpi in a time-dependent manner, while the mRNA of MAVS did not change remarkably compared with that of the mock-infected LLC-PK1 cells. We speculated that both RIG-I/MDA5-mediated RLRs signaling pathway and MyD88/TRIF-mediated TLRs signaling pathway might be triggered by FJzz1 infection to produce type I/III IFNs. Specific siRNAs targeting RIG-I, MDA5, MAVS, MyD88, and TRIF, adaptor molecules in the RLRs and TLRs signaling pathways, were synthesized to verify this hypothesis. Transient transfection and RT-qPCR assays were conducted to assess the knockdown efficiency of each siRNA (Supplementary Figure 3). LLC-PK1 cells were transfected with each siRNA followed by PEDV infection to examine the transcriptional levels of type I/III IFNs under RLRs/TLRs signaling pathways interruption. The results showed that siRNAs targeting RIG-I, MDA5, and TRIF but not MAVS or MyD88 significantly reduced the mRNA of IFN-β (Figure 5F), demonstrating that RIG-I/MDA5-mediated RLRs signaling pathway and TRIF-mediated TLRs signaling pathway involved in the production of IFN-β during FJzz1 infection. Moreover, the transcriptional levels of IFN-λ including IFN-λ1, IFN-λ3 and IFN-λ4 were diminished markedly in cells transfected with siRIG-I, siMDA5, siMyD88 or siTRIF but not MAVS, compared with the siNC following FJzz1 infection (Figures 5G–I), demonstrating that RIG-I/MDA5-mediated RLRs signaling pathway and MyD88/TRIF-mediated TLRs signaling pathway involved in the production of type III IFNs during FJzz1 infection. Altogether, both RLRs and TLRs signaling pathways mediated in the production of type I/III IFNs during FJzz1 infection.




Figure 5 | FJzz1 infection induced the production of type I/III IFNs through RLRs and TLRs signaling pathways. (A–E) FJzz1 infection increased the production of RIG-I, MDA5, MyD88, and TRIF. LLC-PK1 cells were infected with FJzz1 at an MOI of 0.01, and total cellular RNA was prepared at the indicated times post-infection to determine the mRNA level of RIG-I (A), MDA5 (B), MAVS (C), MyD88 (D), and TRIF (E) by RT-qPCR. (F–I) RLRs and TLRs signaling pathways mediated in the production of type I/III IFNs. LLC-PK1 cells were transfected with 80 nM specific siRNA targeting RIG-I, MDA5, MAVS, MyD88, TRIF, or an NC siRNA for 24 h, and then cells were mocked or PEDV-infected (MOI=0.01). At 18 hpi, total cellular RNA was extracted to determine the mRNA level of IFN-β (F), IFN-λ1 (G), IFN-λ3 (H), and IFN-λ4 (I) by RT-qPCR. These data are representative of the results of at least two independent experiments and error bars represent standard deviations. Asterisks indicate statistical significance.*, P < 0.05; **, P < 0.01; ***, P < 0.001.





The expression of ISGs induced by FJzz1 infection depends on the production of type I/III IFNs

To further determine the effect of RLRs/TLRs signaling on PEDV-induced ISGs production, LLC-PK1 cells were transfected with specific siRNAs targeting adaptor molecules in the RLRs and TLRs signaling pathways such as RIG-I, MDA5, MAVS, MyD88 and TRIF, followed by FJzz1 infection, and the expression of various ISGs was analyzed by RT-qPCR. The results showed that knockdown of RIG-I, MDA5, MyD88, or TRIF significantly decreased FJzz1-induced ISGs mRNA expression, including RSAD2, OAS1, Mx1, Mx2, IFIT1, and ISG15 (Figures 6A–F). Interestingly, we noticed that the transcriptional levels of these ISGs did not decrease or even increase in cells transfected with siRNA targeting MAVS compared with cells transfected with siNC, which was consistent with the appreciable trends of the production of type I/III IFNs. These results further demonstrate that the RIG-I/MDA5-mediated RLRs signaling pathway and MyD88/TRIF-mediated TLRs signaling pathway are involved in the production of ISGs during FJzz1 infection. Considering the consistent production trends between ISGs and type I/III IFNs, we think the expression of ISGs induced by FJzz1 infection depends on the production of type I/III IFNs.




Figure 6 | RLRs and TLRs signaling pathways are involved in the production of ISGs during FJzz1 infection. LLC-PK1 cells were infected with FJzz1 at an MOI of 0.01 for 18 h, and total cellular RNA was extracted to determine the mRNA level of RSAD2 (A), OAS1 (B), Mx1 (C), Mx2 (D), IFIT1 (E), and ISG15 (F) by RT-qPCR. These data are representative of the results of three independent experiments and error bars represent standard deviations. Asterisks indicate statistical significance.*, P < 0.05; **, P < 0.01; ***, P < 0.001.






Discussion

The first line of defense against viral infection and replication is the innate immune system, in which ISGs are the major components for the establishment of a host antiviral state (58). Many ISGs have been reported to suppress viral replication through diverse mechanisms (59–63). In the present study, we found that the mRNA expressions of ISGs including RASD2, OAS1, Mx1, Mx2, IFIT1, and ISG15 in FJzz1-infected LLC-PK1 cells were upregulated significantly in dose-dependent manners, indicating that the innate immune responses mediated by ISGs were induced and activated by FJzz1 infection. Remarkably, RSAD2 and ISG15 were confirmed to inhibit CV777 replication in Vero E6 cells through functional analysis (64). Therefore, we speculated that the abundant ISGs induced by PEDV infection might display excellent antiviral activities. Although the invasion of PEDV could not induce efficient ISGs transcription in the early stage of infection (6 hpi), the mRNA of ISGs increased for hundred times in the late stage of FJzz1 infection (18-24 hpi) (Figure 2). Coincidently, the up-regulation induced by PEDV infection could also be found in other studies. For example, the mRNA expression of the Mx1 gene in PEDV-infected IPEC-J2 cells was significantly increased after 48 h of CV777 infection as measured by RT-qPCR, and the transcription trend of the Mx1 gene was parallel with the increase of viral RNA (65). In addition, several ISGs were identified to increase significantly in porcine jejunum tissues in response to a virulent strain of PEDV and its attenuated strain through comparative proteome analysis (47). Moreover, both endoribonuclease-deficient PEDV and wild-type PEDV infections induce robust expression of ISGs and proinflammatory cytokines in PK1 cells (30). However, PEDV proliferation was too fast that the adequate ISGs produced by host cells failed to inhibit PEDV replication in the late stage of infection. The interplay between PEDV infection and the host’s innate immune responses is so complicated that further investigations are needed to elucidate the modulation of ISGs during PEDV infection.

The production of ISGs mainly depends on the activation of the JAK-STAT signaling pathway, in which the recruited upstream signals activate JAK1 and Tyk2, leading to the phosphorylation of the STAT proteins, such as STAT1 and STAT2. Subsequently, phosphorylated STAT1 and STAT2 form heterodimers and then combine with IRF9 to form IFN-stimulated gene factor 3 (ISGF-3), a transcriptional complex that could translocate into the nucleus and bind to the IFN-stimulated response elements, resulting in the production of abundant ISGs (66, 67). In this study, we observed that the transcriptional level of STAT1 was increased in FJzz1-infected LLC-PK1 cells, and the consistent conclusion could also be reported in PEDV-infected Vero and IPEC-J2 cells in other studies (65, 68). Moreover, compared with the mock-infected group, both phosphorylated and non-phosphorylated forms of STAT1 were upregulated significantly in FJzz1-infected LLC-PK1 cells in time-depended manners. Conversely, Guo et al. demonstrated that STAT1 expression was markedly reduced in a proteasome-dependent manner without inhibiting STAT1 transcription in PEDV-infected Vero and IPEC-J2 cells (68). In our perspective, these conflicting results are most likely due to the different cell lines or the different PEDV strains. With these in mind, more integrated and detailed studies of strain-resolved or even single-cell-resolved responses to the JAK-STAT signaling pathway are needed to aid in understanding the modulations of host innate immune response to PEDV infection.

In terms of different cell lines involved in the interaction between host and PEDV infection, Vero cells are widely used as a suitable cell model for PEDV isolation and propagation in vitro (8, 69). However, they are not suitable for studies of PEDV-cell interactions, especially innate immunity during PEDV infection, because of the chromosomal defectiveness of type I IFNs (70, 71). Zhang et al. demonstrated that MARC-145, a subline of African green monkey kidney cells, was an alternative cell line that supports PEDV replication with typical CPE characterized by syncytium formation (43), which was similar to that in Vero cells. PEDV mainly infects the intestinal tract of piglets, where villous epithelial cells are regarded as the primary target cells in vivo for PEDV. IPEC-J2, a nonhomogeneous porcine intestinal epithelial cell line, was isolated from the jejunum of neonatal piglets. Although several studies reported the susceptibility of IPEC-J2 cells to PEDV (46, 68, 72), we found that IPEC-J2 cells possessed very low efficiencies of infection by PEDV through IFA and Western blotting experiments. Coincidentally, the controversial susceptibility of IPEC-J2 cells to PEDV was also reported in other studies (44, 73). Considering the species specificity and efficiency of infection, we determined to use LLC-PK1, a kind of porcine kidney epithelial cells, to study the innate immune responses upon PEDV infection. In this study, our results showed that FJzz1 could infect LLC-PK1 cells and have good proliferation, which was in line with other studies (30, 53, 54). Moreover, LLC-PK1 cells have been identified to have the ability to express a high level of ISGs and type I/III IFNs in this and other studies (30, 53), demonstrating that LLC-PK1 cells are a suitable cell model for the study of the interactions between innate immunity and PEDV infection in vitro. Recently, the nonhomogeneous IPEC-J2 cells were subcloned by limited serial dilutions to obtain a homogeneous cell population, named IPEC-DQ, which were susceptible to PEDV infection with high efficiency and expressed high levels of ISGs and type I/III IFNs (44, 45, 74). Therefore, IPEC-DQ cells may be the optimal cell model for the study of innate immunity possibly modulated by enteric coronavirus including PEDV and TGEV in the future.

To establish persistent infection, viruses have developed diverse molecular mechanisms to evade or disrupt the host’s innate immune response, particularly by inhibition or disruption of IFN signaling cascades (38, 75, 76). PEDV, as a member of the Coronaviridae, also encodes some proteins that serve as IFNs antagonists. PEDV papain-like protease 2 was reported firstly as a type I IFN antagonist, which negatively regulated RIG-I and STING mediated IFN-β expression (77). PEDV N protein antagonizes IFN-β production by sequestering the interaction between IRF3 and TBK1 (42), and PEDV-encoded 3C-like protease, nsp5 regulates its IFN antagonism by cleaving NEMO (78). It is worth noting that nsp1 can inhibit type I and III IFNs production by different molecular mechanisms (43, 44), indicating the important role of nsp1 in suppressing innate immunity upon PEDV infection. Moreover, PEDV nsp15 can directly degrade the RNA levels of TBK1 and IRF3 dependent on its endoribonuclease activity to suppress IFN production and constrain the ISGs, by which PEDV antagonizes the host innate response to facilitate its replication (79). Recently, a study reported that PEDV nsp7 antagonized IFN-α-induced IFN signaling by competing with KPNA1 for binding to STAT1, thereby revealing a new mechanism developed by PEDV to inhibit the type I IFN signaling pathway (80) These identified IFN antagonists may contribute to the delay of type I/III IFNs transcriptions in the early stage of PEDV infection. However, the present study showed that the mRNA of type I/III IFNs was upregulated significantly in a time-depend manner, suggesting that these antagonists could not limit the production of type I/III IFNs, especially in the late stage of infection. Further studies demonstrated that RLRs and TLRs-mediated pathways were involved in the high levels of type-I/III IFNs productions, which triggered abundant ISGs by activating the JAK-STAT signaling pathway. It is confusing that the adequate type-I/III IFNs and ISGs transcription failed to suppress PEDV replication in the late stage, although many type-I/III IFNs antagonists were highly expressed at the same time. Interestingly, this surprising phenomenon could also be found in TGEV infection (25). In this study, we proposed for the first time that FJzz1 did not suppress type-I/III IFNs induction at the early stage of infection and induced abundant type-I/III IFNs production in the peak of FJzz1 replication, which was contrary to several reports that PEDV infection inhibited type-I/III IFNs production (43, 44, 46). In our opinion, these differences may result from the different PEDV strains. So far, most of the strains used to study the interaction between PEDV and host innate immune responses have been concentrated in CV777, AJ1102, USA/Colorado/2013, and PC22A strains, which had 97.1%, 99.1%, 98.9%, and 98.9% nucleotide homology with FJzz1, respectively (Supplementary Table 1). Moreover, compared with the identified type I/III IFNs antagonists including nsp3, nsp15, and nsp16 of CV777 (77, 79, 81), nsp5, nsp7, and N of AJ1102 (42, 78, 80), nsp1, nsp14 and nsp15 of USA/Colorado/2013 (30, 43–45), as well as nsp16 of PC22A (82), many amino acid mutations occurred in those of FJzz1. We speculate that these mutations between FJzz1 and other PEDV strains may lead to the difference in modulations of host innate immune responses to PEDV infection, which should be confirmed by further experiments, including reverse genetic analyses. Meanwhile, we observed the induction of type-I/III IFNs in LLC-PK1 cells infected by FJzz1-F200 (Supplementary Figure 3), an attenuated FJzz1 strain that was obtained via serially passaging in vitro (51), suggesting that the attenuated FJzz1-F200 may have the potential for developing PEDV live-attenuated vaccines.

In summary, our data demonstrate for the first time that FJzz1 infection induces the production of type-I/III IFNs in LLC-PK1 cells, which depends on the mediation of RLRs and TLRs signaling pathways. Subsequently, the downstream JAK-STAT signaling cascade is activated, triggering the production of a large number of ISGs to exert antiviral effects. This study provides new insight into the interaction between PEDV and host’s natural immune responses.
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Supplementary Figure 1 | The comparison of the dysregulated proteins in FJzz1-infected LLC-PK1 cells. LLC-PK1 cells were mock-infected or infected with FJzz1 at an MOI of 0.01 for 18 h, and all cells were collected to perform the TMT labeled comparative proteomic analysis. The heatmap shows the relative expression level of the dysregulated proteins in both Mock- and FJzz1-infected LLC-PK1 cells (Log2 fold-change).

Supplementary Figure 2 | FJzz1 infection induced the production of ISGs in LLC-PK1 cells in a dose-dependent manner. LLC-PK1 cells were infected with different MOI (0.01, 0.1, 0.5) of FJzz1 for 18 h, and total cellular RNA was extracted to determine the mRNA level of RSAD2 (A), OAS1 (B), Mx1 (C), Mx2 (D), IFIT1 (E), and ISG15 (F) by RT-qPCR. These data are representative of the results of three independent experiments, and error bars represent standard deviations. Asterisks indicate statistical significance. ***, P < 0.001.

Supplementary Figure 3 | SiRNA interference. LLC-PK1 cells were transfected with 80 nM specific siRNA targeting RIG-I, MDA5, MAVS, MyD88, TRIF, or an NC siRNA for 24 h, and then cellular RNA was extracted for analysis of RIG-I (A), MDA5 (B), MAVS (C), MyD88 (D), and TRIF (E) mRNA levels by RT-qPCR. These data are representative of the results of three independent experiments, and error bars represent standard deviations. Asterisks indicate statistical significance. ***, P < 0.001.

Supplementary Figure 4 | The attenuated strain FJzz1-F200 infection induced the production of type I and type III IFNs. (A–D) Transcriptional levels of IFN-β, IFN-λ1, IFN-λ3, and IFN-λ4 in PEDV-infected cells. LLC-PK1 cells were infected with FJzz1-F200 at an MOI of 0.01, and total cellular RNA was prepared at 18 hpi to determine the mRNA level of IFN-β (A), IFN-λ1 (B), IFN-λ3 (C) and IFN-λ4 (D) by RT-qPCR. These data are representative of the results of three independent experiments and error bars represent standard deviations. Asterisks indicate statistical significance. ***, P < 0.001.

Supplementary Table 1 | Nucleotide and amino acid homology analysis of the FJzz1 strain.
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Seneca Valley virus (SVV), a non-enveloped positive single-stranded virus can cause vesicular disease in swine. However, the mechanisms by which SVV activates an innate immune response remain unknown. Mitofusin-2 (MFN2), a mitochondria-shaping protein regulating mitochondrial fusion and fission, plays a crucial role in innate immune responses. But, the roles of Mfn2 in SVV infection have not been elucidated. Here, we show that SVV inhibited Mfn2 expression and NLRP3 inflammasome, activating RIG-I/IRF7 signaling pathway to increase IFN-λ3 expression. Overexpression of Mfn2 inhibited RIG-I/IRF7 signaling pathway, thus decreasing IFN-λ3 expression and promoting SVV replication. Interestingly, overexpression of Mfn2 also activated NLRP3 inflammasome but did not inhibit SVV proliferation. That may mean the RIG-I/IRF7 signaling pathway plays a more important role in SVV proliferation in PK-15 cells. This study could provide important insights into the modulation of host metabolism during SVV infection and provide a strong theoretical basis for a better understanding of the pathogenic mechanism and immune activation mechanism of SVV.
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Introduction

Seneca Valley virus (SVV) is a positive single-stranded RNA virus belonging to the picornavirus family. The virus was discovered by accident in 2002 in a culture of adenovirus type 5 vectors in PER cell lines. C6, named Seneca Valley Virus 001 (SVV-001) (1). It is speculated that the agent may be introduced into cell culture through fetal bovine serum or porcine trypsin. The latter is considered more likely because abundant viruses serologically associated with SVV-001 have been isolated from pigs in the United States over the past 20 years (2). Studies on SVV-001 focused on its oncolytic activity in tumor therapy at first. In recent years, SVV infection in swine has been reported in the United States, Canada, Brazil, China and other countries (3–5). SVV infection can increase the mortality of newborn piglets and cause fluid-filled/ruptured vesicles and ulcerative lesions at the snout, coronary band, and hooves, as well as anorexia and lameness in adult pigs (6, 7). In 2015, the first Chinese SVV strain was isolated from pigs in Guangdong Province. Since then, more and more cases of SVV infection have been reported in other provinces of China and led to serious economic losses, indicating that SVV has spread rapidly and widely in China (8, 9).

An innate immune response such as retinoic acid-inducible gene I (RIG-I) like receptors (RLRs) signaling and inflammasomes is the first line of host defense in response to pathogens. According to the traditional paradigm, after the virus gets across the mucus, the virus can be sensed by the pattern recognition receptors (PRRs), triggering the production of interferons (IFNs) which induce the expression of hundreds of IFN-stimulated genes (ISGs) that block viral replication and further virus spread (10). Some PRRs, such as NACHT, LRR, PYD domains-containing protein 1 (NLRP1), NLRP3, NLR family CARD domain-containing protein 4 (NLRC4) and absent in melanoma 2 (AIM2), recruit apoptosis-associated speck-like proteins (ASC) and caspase-1 to form inflammasomes to initiate inflammation and some forms of cell death. Thus, participation in antiviral response (11). Numerous studies indicate that SVV disrupts the host defense system in virus-infected cells. Qian et al. (12) and Wen et al. (13) found that in human embryonic kidney 293T cells. SVV 2C and 3C protein induces cleavage of MAVS, TRIF, TANK and degradation of RIG-I, blocks activation of the RLR pathway and inhibits the production of type I interferon, meanwhile, SVV infection can induce host cell apoptosis to promote virus replication. In PK-15 cells, SVV 3Cpro reduces IRF3 and IRF7 protein expression to block the transcription of interferons (IFNs) such as IFN-β, IFN-α1, IFN-α4 and ISG54 to escape the host’s intrinsic innate immune system (14). In macrophages and pigs, SVV 3D binds with NLRP3 to activate the NLRP3 inflammasome, on the other hand, SVV 3D protein interacts with IKKα and IKKβ to induce NF-κB activation. Thus promoting IL-1 β transcription and secretion (15). Our previous studies have proved that SVV can activate innate immune response via RIG-I signaling pathway (16). However, the details on how SVV activates innate immunity are still not clear.

Mitofusin2 (Mfn2), a mitochondrial outer membrane that participates in the initial step of mitochondrial fusion and promotes the maintenance of cellular homeostasis (17, 18), regulates various other biological processes such as cell proliferation and cell death (19–21). Numerous studies have shown that Mfn2 is a key regulator of innate immune responses during viral infections. Earlier study reported that Mfn2 inhibited antiviral immune responses in hepatitis B virus related hepatocellular carcinoma (22). However, in HIV-1 Vpr infected HEK293 cells, Mfn2 overexpression can alleviating cell death via mediating ER-Mitochondria Interaction (23). Nonetheless the role of Mfn2 in SVV infecting PK-15 cells has not been studied yet.

Therefore, our studies were carried out to investigate the possible mechanisms of how Mfn2 affects immune response in PK-15 cells infection with SVV and find out the relationship between Mfn2, inflammasome and RIG-I signaling pathway. Our study provides a foundation and a new insight for future systematic exploring of SVV infection mechanism.



Materials and methods


Virus and cells

PK-15 cells (kept at Key Laboratory of Animal Disease and Human Health of Sichuan Province, Sichuan Agricultural University, Chengdu) were maintained in Dulbecco’s Modified Eagle’s Medium Nutrient Mixture (DMEM) (Gibco, USA), supplemented with antibiotics (100 units/ml penicillin and 100µg/ml streptomycin), and 10% fetal bovine serum (FBS) (Gibco, USA). The SVV was maintained at Key Laboratory of Animal Disease and Human Health of Sichuan Province, Sichuan Agricultural University, Chengdu. The virus was propagated in PK-15 cell with 2% FBS (Gibco, USA) added in the DMEM.



Transfection

The Mfn2 was cloned into vector pcDNA3.1 (kept at Key Laboratory of Animal Disease and Human Health of Sichuan Province, Sichuan Agricultural University, Chengdu). For transfection, the cells were transiently transfected with vector pcDNA3.1 or plasmids encoding Mfn2 using Lipofectamine 3000 (Invitrogen, 2185325) following the manufacturer’s protocols. Cell lysates were collected after 24 h to verify overexpression efficiency by western blot.



Western blot assay

After PK-15 cells were lysed, total proteins were extracted with RIPA buffer (Thermo Fisher Scientific) and Thermo Scientific Halt protease inhibitor cocktail. Protein concentration was measured by BCA protein assay kit (Thermo Fisher Scientific). Equal amounts of protein sample were loaded into 12% SDS-PAGE and transferred to nitrocellulose filter membranes. Then, the membrane was blocked in nonfat dry milk (5%) for 1 h at RT. Membranes were incubated with the primary antibodies overnight at 4°C followed by one hour of incubation using proper secondary HRP-conjugated antibodies (Bio-Rad) and development with ECL detection kit (GE Healthcare, Piscataway, NJ, USA). Then, the membranes were detected with Bio-Rad ChemiDoc XRS+System (Bio-Rad Laboratories, Inc., Hercules, CA, USA). The primary antibodies were RIG-I polyclonal antibody (CST, United States), anti-Phospho-IRF7 (Bioss, China), GAPDH (Abcam, United States), Rabbit Anti-ASC antibody (Proteintech, United States), cleaved Rabbit Anti-IL-1β antibody (CST, United States), Rabbit Anti-IL-18 antibody (CST, United States), Rabbit Caspase 1/p20/p10 Polyclonal antibody (proteintech, United States); Mfn2 polyclonal antibody (proteintech, United States) and NLRP3 polyclonal antibody (proteintech, United States). The second antibody was anti-Rabbit or mouse IgG-HRP (Sangon, China). At least three biological replicates were analyzed for each experiment.



RNA extraction and quantitative real-time PCR

RNAiso Plus (9109; Takara, China) was used for extracting the PK-15 cells total RNA following protocols provided by the manufacturer. RNA (1μg) was used to synthesize cDNA through Prim-ScriptTM RT reagent Kit (RR047A, Takara, China) following specific instructions. Primers were designed and synthesized by Sangon (Shanghai, China). The mRNA expression was measured with SYBR® Premix Ex TaqTMII (RR820A, Takara, China). The reactions protocol was 95°C for 10 min, followed by under 95°C for 10 min, under 60°C for 20 s, and under 72°C for 20 s. The qRT-PCR data were analyzed using the 2-ΔΔCT method (21). At least three biological replicates were analyzed for each experiment. The qRT-PCR primers were shown in Table 1.


Table 1 | Primer sequences of genes selected for analysis SVV replication.





ELISA assay

After treated with SVV for 24 h, the culture supernate was collected for IFN-λ1 and IFN-λ3 detection. Test was carried out according to the kit brochures operation (Enzyme Industrial Co., Ltd, China) and the spectrophotometric absorbance was assessed at 450 nm for IFN-λ1 and IFN-λ3.



Immunocytochemistry

Immunocytochemistry was performed to detect SVV proliferation in vitro. PK-15 cells were cultured in 24-well plates and treated with SVV for 24 h. After that, cells were washed with PBS and fixed with 4% PFA at RT for 10 min. Then, cells were incubated with 0.1% Triton X-100 at RT for 10 min followed by blocking with 1% BSA at RT for 1 h. Next, cells were incubated with rabbit anti-VP1 antibody (saved in our lab) overnight at 4 °C. After washing with PBS, cells were incubated with secondary antibodies rabbit IgG (Thermo Scientific) at RT for 1 h. Cells were analyzed using fluorescence microscopy (PhotoFluor LM-75, 89 North, Burlington, VT, USA). At least three biological replicates for each experiment were performed and representative images are shown.



Statistical analysis

Data are expressed as mean ± standard deviation. All statistical analyses were analyzed by GraphPad Prism (GraphPad Software, Inc). Unpaired T-test and One-way analysis of variance (ANOVA) were used to investigate the significance of differences between the experimental groups and the control group. p < 0.05 indicates statistical significance of the difference. Each experiment was repeated at least three times.




Results


SVV decreased Mfn2 expression and inhibited NLRP3 inflammasome activation

PK-15 cells were infected with SVV strain SVV-SC-01 at the multiplicity of infection (MOI) of 2 for 24 h. As shown in Figure 1, SVV decreased Mfn2 protein expression level (P < 0.05) in comparison with control group. At the same time, the NLRP3, ASC, caspase1/p10/p20, cleaved-IL-1β and IL-18 protein expression also decreased (P < 0.005) in SVV infection group when compared to control group. That means the NLRP3 inflammasome activation was inhibited by SVV infection.




Figure 1 | SVV decreased Mfn2 expression, inhibited NLRP3 inflammasome activation. (A–C) The western blot assay for Mfn2, NLRP3, ASC, caspase1/p10/p20, cleaved-IL-1β and IL-18. (D–I) The relative protein expression level of Mfn2, NLRP3, ASC, caspase1/p10/p20, cleaved-IL-1β and IL-18. Unpaired T-test were used to investigate the significance of differences between the experimental groups and the control group *; P < 0.05, ***; P < 0.005,.





The inhibition of RIG-I/IRF7 signaling pathway promote SVV proliferation in PK-15 cells

Our previous results also showed that SVV infection activated RIG-I/IRF7 signaling pathway shown as increased RIG-I and p-IRF7 protein expression level, 0.5 μmol/L IRF7 inhibitor (BX795) decreased IFN-λ1 and IFN-λ3 mRNA expression levels (16). But how the content of IFN-λ1 and IFN-λ3 in the supernatant changed after SVV and BX795 treated still unknown. To further investigated the role of RIG-I/IRF7 signaling in IFN-λs seretion and SVV proliferation. We use 0.5 μmol/L IRF7 inhibitor to treated cells 1 h before treated with SVV. The results showed that SVV only increased IFN-λ3 content (P < 0.005). After inhibited IRF7 phosphorylation, only IFN-λ3 secretion was inhibited (P < 0.01). The qRT-PCR results showed SVV proliferation was enhanced (P < 0.001) after BX795 treatment in PK-15 cells. That means the IFN-λ3 may be the key factor in RIG-I/IRF7 mediated SVV proliferation. The results were shown in Figure 2.




Figure 2 | IRF7 inhibitor (BX795) inhibited IRF7 phosphorytion and IFN-λ3 secretion thus promote SVV proliferation. (A) The western blot assay for p-IRF7. (B)The relative protein expression level of IRF3. (C, D) The Elisa assay for IFN-λ1 and IFN-λ3. (E) The qRT-PCR assay for SVV copy number. One-way analysis of variance (ANOVA) were used to investigate the significance of differences between the SVV groups and the SVV+BX795 group or between the control group and SVV group *; P < 0.05, **; P < 0.01, ***; P < 0.005, ****; P < 0.001, ns means no significance.





The activation of NLRP3 inflammasome inhibited SVV proliferation in PK-15 cells

In order to further understand the role of NLRP3 inflammasome in SVV proliferation. We use NLRP3 inflammasome activator Nigeration to treated cells with SVV for 24 h. As shown in Figure 3. 10 μmol/L Nigeration relieved SVV inhibited NLRP3 inflammasome activation. The NLRP3, ASC, caspase1/p10/p20, cleaved-IL-1β and IL-18 protein expression level all increased (P < 0.01 or P < 0.05) when compared with SVV infection group. In addition, the qRT-PCR results showed that 10 μmol/L Nigeration inhibited the SVV proliferation in PK-15 cells. These results demonstrated that activation of NLRP3 inflammasome protect PK-15 cells from SVV infection.




Figure 3 | NLRP3 inflammasome activator (Nigeration) relieved SVV inhibited NLRP3 inflammasome activation and suppress SVV proliferation in PK-15 cells (A) The western blot assay for NLRP3, ASC, caspase1/p10/p20, cleaved-IL-1β and IL-18. (B–F)The relative protein expression level of NLRP3, ASC, caspase1/p10/p20, cleaved-IL-1β and IL-18. (G) The qRT-PCR assay for SVV copy number. One-way analysis of variance (ANOVA) were used to investigate the significance of differences between the SVV groups and the SVV+BX795 group or between the control group and SVV group *; P < 0.05, **; P < 0.01, ***; P < 0.005.





The Mfn2 overexpression enhanced SVV proliferation and promoted cell damage in PK-15 cells

To explore the function of Mfn2 in SVV infection in BHK-21. The Mfn2 was cloned into vector pcDNA3.1. The the cells were transiently transfected with vector pcDNA3.1 (vector group) or plasmids encoding Mfn2 (Ad-Mfn2 group) using Lipofectamine 3000 for 24 h. Then, cells were infected with SVV for 24 h. Figures 1A, B showed that Mfn2 protein was successfully transfected into PK-15 cells. qRT-PCR and Immunocytochemistry results showed that Mfn2 overexpression increased SVV proliferation (P < 0.001). And the cellular damage was increased in Ad-Mfn2 group when compared with WT group under microscopy (Figure 4).




Figure 4 | Mfn2 overexpression accelerate SVV proliferation and promote cell damage in PK-15 cells (A) The western blot assay for Mfn2. (B) The relative protein expression level of Mfn2. (C) The qRT-PCR assay for SVV copy number. (D–F) The immunocytochemistry assay for SVV detection. (G–J) The change of PK-15 cells morphology after Mfn2 overexpression. One-way analysis of variance (ANOVA) were used to investigate the significance of differences between the WT and other groups. *; P < 0.05, **; P < 0.01, ****; P < 0.001, ns means no significance.





The Mfn2 overexpression inhibit RIG-I/IRF7 signaling pathway and decreased IFN-λ3 content

As shown in Figure 5, Mfn2 overexpression (Ad-Mfn2) decreased (P < 0.001 or P < 0.005) the RIG-I and p-IRF7 protein expression when compared with WT group after SVV infection. And the Elisa assay results also showed that the IFN-λ3 content in the supernatant in Ad-Mfn2 group was also decreased (P < 0.01) compared to WT group after SVV infection.




Figure 5 | Mfn2 overexpression restrain SVV-induced RIG-I/IRF7 protein expression level and IFN-λ3 content in supernatant in PK-15 cells (A) The western blot assay for RIG-I and p-IRF7. (B, C) The relative protein expression level of RIG-I and p-IRF7. (D) The Elisa assay for IFN-λ3 detection. Unpaired T-test and One-way analysis of variance (ANOVA) were used to investigate the significance of differences. * means the difference between the WT and Ad-Mfn2 in control group; # means the difference between the WT and Ad-Mfn2 in SVV group. *; P < 0.05, **,##; P < 0.01, ***,###; P < 0.005, ####; P < 0.001, ns means no significance.





The Mfn2 overexpression activated NLRP3 inflammasome

As illustrated in Figure 6, after SVV infection in PK-15 cells, the NLRP3 inflammasome signaling pathway was up-regulated in Ad-Mfn2 group compared to WT group. Concretely reflected in the increased protein expression levels of NLRP3, ASC, caspase1/p10/p20, cleaved-IL-1β and IL-18 in Ad-Mfn2 group when compare with WT group during SVV infection (P < 0.0001 or P < 0.005 or P < 0.01).




Figure 6 | Mfn2 overexpression induced SVV-inhibited NLRP3 inflammasome activation in PK-15 cells. (A) The western blot assay for NLRP3, ASC, caspase1/p10/p20, cleaved-IL-1β and IL-18. (B–F) The relative protein expression level of NLRP3, ASC, caspase1/p10/p20, cleaved-IL-1β and IL-18. One-way analysis of variance (ANOVA) were used to investigate the significance of differences. * means the difference between the WT and Ad-Mfn2 in control group; # means the difference between the WT and Ad-Mfn2 in SVV group; and other groups. ##; P < 0.01, ###; P < 0.005, ****,####; P < 0.001, ns means no significance.






Discussion

Seneca Valley virus (SVV) is a newly type of virus in pig industry in China, the first outbreak of SVV occurred in Guangdong Province in March 2015 and then spread into other province (24). SVV can cause vesicular disease and epidemic transient neonatal death in swine. The typical clinical symptoms include vesicular, ulcerative lesions on the snout, oral mucosa, coronary bands and hooves (25). Since the outbreak of SVV in China, Numerous studies have focused on innate immune response. The results proved that SVV inhibits the production of type I interferon through a variety of pathways. The SVV infection does not trigger the host’s early innate immune response and the production of type I interferon in human embryonic kidney 293T cells, and its 3C protein induces the cleavage of receptor molecules of type I interferon pathways MAVS, TRIF and TANK through protease activity, blocking the activation of RLR pathway and inhibiting the production of type I interferon (12). Meanwhile, SVV 3C protease inhibits the expression of RIG-1, TBK1 and TRAF3 by degrading IRF3 and IRF7 or acting as a de-ubiquitination enzyme, and inhibits the type I interferon pathway (14), thus evading the innate immunity of the host against virus. The host protein RIG-I is responsible for activating type I interferon pathway to inhibit viral replication in SVV-infected porcine cells (26). Our previous study demonstrated that SVV induced RIG-I/IRF7 signaling pathway activation. In this study, we found that SVV inhibits Mfn2 protein expression and NLRP3 inflammasome activation. To further explore the role of Mfn2, NLRP3 inflammasome and RIG-I in SVV infection in PK-15 cells, we have conducted a series of studies shown as below.

The innate immune response mediated by RNA virus involves the RLRs signaling pathway (27). The RNA virus can be recognized by RIG-I, and then activates downstream related signal pathways to exert innate antiviral immunity such as phosphorylates IRF3 and IRF7. Phosphorylated IRF3 and IRF7 form homologous and/or heterologous dimers that are transported to the nucleus and bind to IFN-stimulated response elements (ISREs) to induce IFNs and ISGs (28–30). In HEK-293T, SW620 and SK6 cells, SVV inhibit type I interferon production by degrading RIG-I (12, 13) and IRF-7 (14). Li Pengfei (26) has proved that knock out RIG-I in PK-15 cells reduced type I interferon production. Our previous study was first carried out to investigate the relationship between RIG-I/IRF7 pathway and type III interferon. We found that inhibition of IRF7 inhibitor inhibits IFN-λ1 and IFN-λ3 mRNA expression in PK-15 cells (16). In this study, we found that inhibition of IRF7 phosphorylation promote SVV replication but only reduced IFN-λ3 content in supernatant. These results illustrated that RIG-I/IRF7 meidated IFN-λ3 production not IFN-λ1 play an important role in anti-viral immunity.

The NLRP3 is one of the member of PRRs activate innate immune system in response to harmful stimuli (31–33). NLRP3 inflammasome is essential for host immune defense against viral infections (34). The NLRP3 interacts with the ASC to initiate inflammasome assembly. Promotes pro-caspase-1 recruitment to the inflammasome complex and activates caspase-1. Activated caspase-1 cleaves the cytokines interleukin-1 β (pro-IL-1β) and IL-18 into mature and biologically active forms. Thus, promoting immune response. Wen wei (25) demonstrated that in SK6 cells, SVV could induce pyroptosis. However, in late infection, SVV may reduced caspase-1 expression because 3Cpro cleave NLRP3. In pig bone marrow-derived macrophages (BMDMs), SVV infection activate NLRP3 to induces IL-1β secretion and production (15). On the contrary, our data illustrated that SVV infection inhibits the activation of NLRP3 inflammasome shown as down-regulation of NLRP3, ASC, caspase-1/p10/p20, cleaved-IL-1β and IL-18. The difference of the results between our study and others may because of the different cells and the different in the origin of viral strain. To further investigate the role of NLRP3 inflammasome in SVV replication. We use activator of NLRP3 inflammasome Nigericin to treat cells with SVV. The results showed after NLRP3 inflammasome activtation, the SVV proliferation was inhibited. Declared that NLRP3 inflammasome play an anti-viral function in SVV infection PK-15 cells.

Mfn2 is a master regulator of immune responses during viral infections (35). Studies have proved that on one hand, Mfn2 inhibited antiviral immune responses by interacting with MAVs or mediating RLR signaling and IRF3 expression during encephalomyocarditis virus (EMCV), Measles, VSV, H1N1 infection (36, 37). During infection with human immunodeficiency type 1 (HIV-1) in macrophages, Mfn2 was up-regulated by TREM1. And the TREM1-dependent MFN2 upregulation contribute to the ability of HIV-1 survival in host cells (38). Interestingly, Mfn2 also have anti-viral functions. After dengue virus infection, Mfn2 are cleaved by dengue virus protease NS2B3, and the Mfn2 keeps MMP to inhibit cell death from dengue virus infection (39). In addition, Mfn2 binds to NLRP3 to promote IL-1β secretion after infection with RNA viruses, including influenza, measles, or EMCV (40). In this study, we found that SVV infection decreased Mfn2 protein expression. Overexpression of Mfn2 inhibited RIG-I/IRF7 signaling pathway and restrain IFN-λ3 secretion, thus promoting SVV replication. Mfn2 overexpression also activate NLRP3 inflammasome. Based on aboved mentioned results, activation of NLRP3 inflammasome inhibited SVV replication. However, Mfn2 overexpression promote SVV proliferation. These results may demonstrate that RIG-I/IRF7 signaling pathway is more important than NLRP3 inflammasome in anti-SVV response. And the reason may because IFN-λ plays the most important role in mucosal antiviral immune response (41, 42). After all, IFN-λ is produced earlier and more frequently, has strong antiviral activity and does not mediate inflammation. Therefore, many side effects are avoided (43).



Conclusion

Our study demonstrated that Mfn2 inhibited antiviral activity against SVV infection in PK-15 cells. Mfn2 promote SVV proliferation via down-regulating RIG-I/IRF7-dependent IFN-λ3 protein expression levels. Also, the activation of NLRP3 inflammasome alone play an antiviral function in SVV infection. However, Mfn2-dependent NLRP3 inflammasome did not inhibit SVV replication (Figure 7). That may be because of the inhibition of IFN-λ3 secretion during Mfn2 overexpression. Our findings suggest that deficiency of Mfn2 may represent a promising therapeutic target for SVV prevention in the future, and the IFN-λ3 may be the most important therapeutic agent for SVV prevention and treatment.




Figure 7 | Schematic diagram of the possible mechanism of Mfn2 antiviral response. Mfn2 promote SVV proliferation mostly via down-regulating RIG-I/IRF7-dependent IFN-λ3 protein expression levels.
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Stimulator of the interferon gene (STING) is involved in mammalian antiviral innate immunity as an interferon (IFN) activator. However, there is still a lack of clarity regarding the molecular characterization of goose STING (GoSTING) and its role in the innate immune response. In the present study, we cloned GoSTING and performed a series of bioinformatics analyses. GoSTING was grouped into avian clades and showed the highest sequence similarity to duck STING. The in vitro experiments showed that the mRNA levels of GoSTING, IFNs, IFN-stimulated genes (ISGs), and proinflammatory cytokines were significantly upregulated in goose embryo fibroblast cells (GEFs) infected with Newcastle disease virus (NDV). Overexpression of GoSTING in DF-1 cells and GEFs strongly activated the IFN-β promoter as detected by a dual-luciferase reporter assay. Furthermore, overexpression of GoSTING induced the expression of other types of IFN, ISGs, and proinflammatory cytokines and inhibited green fluorescent protein (GFP)-tagged NDV (NDV-GFP) and GFP-tagged vesicular stomatitis virus (VSV) (VSV-GFP) replication in vitro. In conclusion, these data suggest that GoSTING is an important regulator of the type I IFN pathway and is critical in geese’s innate immune host defense against RNA viruses.
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Introduction

The innate immune system is the host’s first line of defense against foreign pathogen invasion and endogenous damage, which initiates appropriate host defense mechanisms by detecting a series of pathogen-associated molecular patterns (PAMPs) and endogenous danger-associated molecular patterns (DAMPs) through pattern recognition receptors (PRRs) (1, 2). After PRRs are activated, downstream signaling pathways are triggered, resulting in the expression of chemokines, proinflammatory cytokines, and the synthesis of type I interferon (IFN) and type III IFN, which induces the expression of IFN-stimulated genes (ISGs) through IFN receptor and Janus kinase (JAK) - signal transducer and activator of transcription (STAT) signaling, to effectively inhibit the replication of pathogens, remove aliens, maintain the physiological balance of the body, and act as a driving force to influence subsequent adaptive immunity (3–6). Currently, the major families of PRRs include the Toll-like receptors (TLRs), the retinoic acid-inducible gene (RIG)-I-like receptors (RLRs), and the nucleotide oligomerization domain-like receptors (NLRs, also called NACHT, LRR and PYD domain proteins) and cytosolic DNA sensors (7).

In addition to PRRs, several junction adaptor proteins are also critical for the induction of IFN, thereby ensuring the normal function of the innate immune system (8, 9). For example, all TLRs family members associate with corresponding adaptor proteins after sensing PAMPs or DAMPs, such as myeloid differentiation major response gene 88 (MyD88), MyD88-adaptor-like protein (MAL), TIR domain-containing adaptor inducing IFN-β (TRIF/TICAM1), TRIF-related adaptor molecule (TRAM/TICAM2), and ultimately activate downstream nuclear factor-κB (NF-κB), IFN regulatory factors (IRFs) and mitogen-activated protein kinase (MAPK) (10–12). Like MyD88, stimulator of the IFN gene (STING; also known as MITA, MYPS, ERIS, and TMEM173), a molecule in the endoplasmic reticulum (ER), is also a key adapter protein with a potent ability to induce type I IFNs, interleukins and other proinflammatory factors (9, 13, 14).

A large number of recent studies have confirmed that STING is the core molecule of innate immune response from pathogen cytosolic DNA and RNA (15). In the RNA-triggered pathway, STING is mainly involved in RIG-I rather than melanoma differentiation-associated gene 5 (MDA5) signaling and functions downstream of RIG-I and mitochondrial antiviral signaling protein (MAVS) and upstream of TANK-binding kinase 1 (TBK1) (9). Following the recognition of RNA ligands, RIG-I is activated by the virus and transmits the signal to MAVS located downstream of the mitochondria, where it interacts with STING. STING is then transported to the vesicle structure around the nucleus and acts as a reaction platform to recruit TBK1 to activate IFN regulator factor (IRF) 3, which forms a dimer and enters the nucleus to induce the synthesis of IFN (16). During the recognition of DNA viruses, the DNA sensors, such as DAI (17), IFI16 (18), DDX41 (19), and cGAS (20, 21), transmit the signal to STING after recognizing DNA, which then activates the IFN via the STING-TBK1-IRF3 pathway (8). IFI16 is mainly located in the nucleus and can recognize single-stranded DNA (ssDNA) or double-stranded DNA (dsDNA) ligands in a length-dependent manner through its HIN domain (22). After binding to the ligand, IFI16 induces the expression of IFN-β through the activation of IRF3, and this expression is STING-dependent (23). DDX41 was identified as a cytoplasmic sensor capable of recognizing viral dsDNA. After sensing dsDNA through its DEADc domain, DDX41 binds to STING and initiates activation of the IFN pathway (19, 22). It can be seen that although the localization of various DNA sensors in cells, the nucleic acid forms recognized, and the site that binds to viral nucleic acids are different, the process involves STING as a key mediator. Overall, STING plays an important role in antiviral innate immunity as a key signaling molecule that regulates type I IFNs, which is essential for establishing antiviral status.

Most of the studies mentioned above on STING have focused on mammals, whereas STING signaling events in geese have not been studied. Geese, like ducks, belong to waterfowl and play a critical role in the transmission and dissemination of many important pathogens (14). In particular, Newcastle disease virus (NDV) and avian influenza virus (AIV) cause serious and economically significant diseases in almost all birds (24, 25). Chickens are susceptible to NDV and AIV due to a lack of RIG-I naturally. Instead, chickens express MDA5 or other as yet unidentified receptors which functionally compensate for the absence of RIG-I in the chicken genome (26–28). In addition, preliminary research in our laboratory demonstrated that chicken STING (chSTING) inhibited the replication of NDV and AIV and activated IRF-7 and NF-κB to induce the production of type I IFNs, possibly by participating in the MDA5-STING-IFN-β signaling pathway in chicken cells (29). Compared to chickens lacking RIG-I, ducks and geese encode RIG-I with a similar domain organization to mammals and are generally resistant to NDV and AIV (30). Overexpression of duck STING (DuSTING) has been shown to activate the type I IFN pathway and limit the replication of H9N2 AIV in our previous studies (31).

Interestingly, compared with duck RIG-I, goose RIG-I (GoRIG-I) exhibited a higher IFN-activating ability in DF-1 cells infected with or not infected with the influenza virus (30). Ding et al. have identified the key role of GoRIG-I in innate immunity against NDV infection, and goose MAVS was identified as a GoRIG-I interactive protein involved in the activation of type I IFN pathways goose cells (26, 32). However, whether goose STING (GoSTING), like its mammalian counterpart, also induces type I IFN signaling and exerts antiviral effects remains unclear.

In the present study, we cloned GoSTING and explored the function of GoSTING in innate immunity in geese. We investigated the function of GoSTING in RNA virus infection, and the effects of GoSTING on the inhibition of viral genomic RNA replication based on NDV infection were characterized in vitro. Furthermore, our results suggest that GoSTING is an important regulator of IFNs, proinflammatory cytokines, and ISGs in geese. These findings contribute to a more systematic understanding of the bird’s biological role of STING in the innate immune system and provide new insight into general and individual characteristics of the innate immune system in birds and mammals.



Materials and methods


Cells and viruses

DF-1 is a chicken embryonic fibroblast cell line from East Lansing strain eggs (33). Goose embryo fibroblast cells (GEFs) were prepared from 15-day-old goose embryos. The DF-1 cells and GEFs were maintained in high-glucose complete Dulbecco’s Modified Eagle’s Medium (DMEM; Corning, USA) supplemented with 10% fetal bovine serum (FBS; Nulen, Shanghai, China) and 1% penicillin-streptomycin (Gibco, USA). All cells were incubated at 37°C in a 5% CO2 incubator. The NDV strain NSD14 was isolated from chickens at a farm in Shandong Province, China. Green fluorescent protein (GFP) tagged NDV low virulent strain LaSota named NDV-GFP, and GFP tagged vesicular stomatitis virus (VSV) VSV-GFP were stored in our laboratory. These viruses were purified, propagated, and stored as described in our previous study (29).



Cloning and bioinformatics analysis of GoSTING

Based on the predicted GoSTING sequence from the National Center for Biotechnology Information (NCBI), the primers GoSTING-F and GoSTING-R (Table 1), which were located outside of the GoSTING open reading frame (ORF), were designed to amplify potential GoSTING cDNA via RT-PCR on total RNA extracted from the GEF cells. The PCR product was ligated into a pTOPO-Blunt vector (Aidlab Biotech, Beijing, China) for sequencing, and the positive colonies were sent to the Beijing Genomics Institute (Beijing, China) for sequencing. The deduced amino acid sequence of GoSTING was analyzed using the SMART program. The amino acid sequence of GoSTING was aligned with the other animal STING proteins from ducks, chickens, humans, and pigs using Clustal W and edited with ESPript 3.0 (http://http://espript.ibcp.fr/ESPript/cgi-bin/ESPript.cgi). Sequence homology and phylogenetic analysis of amino acid sequences was constructed using DNASTAR software. A phylogenetic tree was constructed based on the STING from 13 different species, including mammals, birds, and fish. Homology modeling for GoSTING was conducted using the online protein-modeling server SWISS-MODEL (http://swissmodel.expasy.org/).


Table 1 | PCR primers used in this study.





Construction of plasmids

The PCR primers are shown in Table 1. The expression construct pcDNA3.1-GoSTING-Flag was constructed by inserting full-length GoSTING into the Xho I and EcoR I sites of the pcDNA3.1-Flag expression vector via homologous recombination. The chicken IFN-β (ch-IFN-β) promoter-luciferase reporter plasmids pGL-IFN-β-Luc was constructed from chick embryo fibroblast genomic DNA using primers with Nhe I and Bgl II sites (IFN-β-P F and IFN-β-P R) to amplify -158 to +14 of the chicken IFN-β promoter motif, as described previously (29). The promoter fragment was inserted between Nhe I and Bgl II sites of the pGL3-basic luciferase reporter vector. The truncated plasmids of GoSTING, including d1-50 aa, d1-150 aa, d50-340 aa, d181-382 aa, d251-382 aa, d251-382 aa, d351-382 aa, d365-371 aa, d374-382 aa, d379-382 aa, and S369A were constructed using a modified homologous recombination method and the primers listed in Table 1.



Luciferase reporter assays

The DF-1 or GEF cells were plated in 24-well plates (NEST Biotechnology, Wuxi, China) and transiently transfected with the reporter plasmid pGL-IFN-β-Luc (0.12 μg/well) and internal control Renilla luciferase (PRL-TK, 0.06 μg/well) along with the indicated plasmids using Nulen PlusTrans™ Transfection Reagent (Nulen, Shanghai, China). According to the manufacturer’s instructions, the cells were lysed 24 hours after transfection, and luciferase activity was measured using a Dual-Luciferase Reporter Assay System kit (Promega, USA). Renilla luciferase activity was employed for normalization. All reporter assays were repeated at least three times.



Reverse transcription-quantitative real-time PCR

RNA was extracted from GEFs using an HP Total RNA kit (Omega, USA), and then the RNA was reverse-transcribed to cDNA using a cDNA synthesis kit (Vazyme). Reverse transcription-quantitative real-time PCR (qRT-PCR) tests were conducted according to the manufacturer’s instructions using a ChamQTM SYBR® qPCR Master Mix (Vazyme). The conditions and data processing method for the qRT-PCR test were previously described (29).



Virus infection and qRT-PCR analysis

For antiviral effect evaluation, GEF cells were transfected with pcDNA3.1-GoSTING-Flag plasmid or empty plasmid. After 24 hours, the GEF cells were washed twice with PBS (Gibco) and infected at 0.05 multiplicity of infection (MOI) with NSD14. The RNA from the cells, which were infected with the viruses at different times, was then collected for qRT-PCR to measure the mRNA level of GoSTING. The GoSTING-overexpressing and normal DF-1 cells were infected at 0.01 MOI with NDV-GFP or VSV-GFP, and fluorescence was measured 24h after infection using a fluorescence microscope.



Western blot analysis

The DF-1 cells were plated in 12-well plates at 1×106/mL and then transfected with a total of empty plasmid or GoSTING expression plasmid. At thirty-six hours post-transfection, cells were washed twice with phosphate buffer saline (PBS) (Gibco) and then lysed with a cell lysis buffer (Beyotime, Shanghai, China) containing an InStab™ protease cocktail (Yeasen, Shanghai, China) and phenylmethylsulfonyl fluoride (PMSF) (Yeasen). Lysates were centrifuged at 13,000 rpm for 15 minutes to obtain the supernatant and were eluted with a 5×SDS-PAGE loading buffer (Yeasen) and boiled for 10 min. Then the cell lysates were separated via SDS-PAGE and analyzed by Western blotting. Images were collected with the Tanon 5200 imaging system (Tanon, Shanghai, China), as described in our previous study (34).



Statistical analysis

Data were expressed as means ± standard deviations, with three biological replicates for each experiment. The two-tailed independent Student’s t-test was used to determine the significance. (*P < 0.05, ** P < 0.01, *** P < 0.001, **** P < 0.0001).



Ethics statements

The studies involving goose embryos were conducted in the laboratory of Shanghai Veterinary Research Institute. The studies were reviewed and approved by the Animal Ethics Committee of Shanghai Veterinary Research Institute (20210521).




Results


Cloning and sequence analysis of GoSTING

Based on a predicted goose sequence (XM_013202032.1) from NCBI, primers GoSTING-F and GoSTING-R (Table 1), located outside of GoSTING ORF, were designed and used to amplify potential GoSTING cDNA using RT-PCR on total RNA extracted from the GEF cells.

Based on cDNA, the full-length GoSTING gene contains 1149 bp and encodes 382 amino acid (aa) residues (Figure 1A). Multiple sequence alignment showed that the amino acid sequences of GoSTING are 93.5, 44.0, and 61.8% identical to the STING gene in ducks (XP_027311055.1), humans (NP_938023.1), zebra finches (NP_001232785.1), respectively. The protein domains of GoSTING were predicted using the SMART program. The results show that GoSTING consists of a low compositional complexity region (31-42aa) and the TMEM173 (50-340aa) domain (Figure 1B).




Figure 1 | (A) The alignment of the deduced amino acid sequence of GoSTING with other animal STING proteins from the ducks, chickens, humans, and pigs was performed using the Clustal W program and edited with ESPript 3.0. The black shading indicates the identity of the amino acid, and the gray shading indicates similarity. (50% threshold). (B) The prediction of protein domains of GoSTING.





Phylogenetic tree analyses and the three-dimensional structure of GoSTING

The amino acid sequence homologies of different animals were conducted using MegAlign, and the results are shown in Figure 2A. A phylogenetic tree was developed based on multiple alignments of STING from various species, including fish, birds, and mammals. Phylogenetic analysis showed that the goose, duck, zebra finch, and chicken STING protein sequences were in the same subgroup. STING from mammals, including goats, cattle, pigs, cats, chimpanzees, humans, monkeys, and mice, was in another subgroup, and fish STING was in a third subgroup (Figure 2B). The predicted three-dimensional structures of GoSTING are shown in Figure 2C.




Figure 2 | (A) The amino acid sequence homology of different animals. (B) Phylogenetic tree of the deduced amino acid sequence of GoSTING and other animal STING proteins. (C) Three-dimensional structure of GoSTING predicted by SWISS-MODEL.





Upregulation of GoSTING expression during viral infection

In mammals, STING is involved in the type I IFN-mediated antiviral innate immune response. However, the role of GoSTING in the antiviral response remains unclear. Upregulation of some immune-related genes is an important strategy for the host to fight infection. To determine whether GoSTING could respond to the RNA virus NDV, we analyzed the expression of GoSTING, some cytokines, and the ISGs in GEFs following infection with NDV using qRT-PCR. The results illustrated that the mRNA levels of GoSTING in the NDV-infected GEF cells were significantly upregulated during the early stages of infection (Figure 3A). The mRNA levels of IFNs (IFN-α, IFN-γ) (Figures 3B, C), IL-6 (Figure 3D), and ISGs (Mx-1 and PKR) (Figures 3E, F) were significantly upregulated as well. Cells resist the invasion of foreign viruses by upregulating the expression of these genes.




Figure 3 | (A) Upregulation of GoSTING in GEF cells infected with NDV at 0.05 MOI. (B, C) Upregulation of IFNs (IFN-α and IFN-γ) in GEFs infected with NDV at 0.05 MOI. (D) Upregulation of IL-6 in GEFs infected with NDV at 0.05 MOI. (E, F) Upregulation of ISGs (Mx-1, PKR) in GEFs infected with NDV at 0.05 MOI. Error bars represent standard deviations.





GoSTING involved in the regulation of IFNs

STING has been a critical mediator of virus-triggered type I IFN signaling in chicken and duck cells through different pathways (14, 29, 31). To investigate whether GoSTING is also involved in the type I IFN signaling pathway, we transfected DF-1 cells with constructs expressing GoSTING and the empty vector, respectively, and examined the IFN-β activation with a luciferase reporter assay. The results showed that the overexpression of GoSTING resulted in a remarkable activation of the chIFN-β promoter in DF-1 cells (Figure 4A), and the activation of IFN-β exhibited a positive correlation with a dosage of the GoSTING plasmid (Figure 4B). To further confirm the ability of IFN activation of GoSTING, we prepared primary GEFs. Furthermore, luciferase assays were conducted with GEFs. Similarly, the overexpression of GoSTING in GEFs activated the IFN-β promoter (Figure 4C).




Figure 4 | GoSTING is involved in regulating IFN-β. (A) DF-1 cells were cotransfected with luciferase reporter plasmids (pRL-TK and pGL-IFN-β-Luc) and pcDNA3.1-GoSTING-Flag or empty plasmid. Luciferase assays were performed after 24 hours of cotransfection. (B) GEFs were cotransfected with IFN-β luciferase reporter plasmids and with pcDNA3.1-GoSTING-Flag or pcDNA3.1-Flag. Luciferase assays were performed 24 hours after transfection. (C) GoSTING dose-independently induced IFN-β induction. The difference between the experimental and control groups was *p < 0.05 or ***p < 0.001.





The essential domains of GoSTING in IFN activation

Based on the structural domains of GoSTING predicted by the SMART program, a series of truncated mutants lacking different function domains were constructed (Figure 5A). Their ability to activate the IFN-β promoter was assessed with dual-luciferase reporter assays. As shown in Figure 5B, the deletion of 50 (d1-50 aa) amino acids showed a significant decrease in the ability to activate IFN-β compared with the wild-type GoSTING. The further deletion of 290 residues in the GoSTING (d50-340aa) resulted in a remarkable decrease in promoter activity. In contrast, for the deletion mutant, GoSTING-d379-382aa, even with a deletion of only 4 aa at the C-terminal, led to such a strong decrease in IFN-β induction. The N-terminal deletion mutant (d1-150aa), the C-terminal deletion mutant (d181-382aa, d251-382aa, d351-382 aa, and d374-382aa) and the mutant deleted 365-371 amino acids (d365-371aa) failed to activate the IFN-β promoter. Moreover, the S369 (corresponds to the S366 in human STING) seems to play a decisive role in IFN activation since the S369A mutant failed to activate IFN-β completely.




Figure 5 | The Essential Domains of GoSTING in IFN Activation. (A) Schematic structure of GoSTING mutants. (B) The effects of GoSTING truncated mutants on IFN-β promoter activity. Cells were transfected with different expression plasmids of GoSTING and the reporter plasmids pGL-IFN-β-Luc and internal control Renilla luciferase (pRL-TK). Luciferase assays were performed 24h after transfection. All luciferase assays were repeated at least three times, and the difference between the experimental and control groups was ***p<0.001 or ****P<0.0001.





GoSTING plays an important role in anti-RNA viruses infection in vitro

To test the antiviral effects of GoSTING, the GoSTING-overexpressing and normal DF-1 cells were infected with NDV-GFP and VSV-GFP, respectively, and fluorescence was measured with a fluorescence microscope. The fluorescence intensities of both NDV-GFP and VSV-GFP in GoSTING overexpression cells were significantly lower than those in the control DF-1 cells at 14 and 24 h after viral infection (Figures 6A, B). To further investigate the GoSTING’s role during viral infection, the virus-infected cells were then lysed to detect the expression of NDV-GFP and VSV-GFP using Western blot. The protein band results showed that GoSTING could substantially reduce the expression of both NDV-GFP and VSV-GFP (Figures 6A, B). These results indicate that the overexpression of the GoSTING in DF-1 cells could inhibit NDV-GFP and VSV-GFP viral replication.




Figure 6 | GoSTING inhibits viral yield. (A) Viral fluorescence in DF-1 cells transfected with pcDNA3.1-Flag or pcDNA3.1-GoSTING-Flag and infected with NDV-GFP at 0.01 MOI. Error bars represent standard deviations and Western blots for the expression of the NDV-GFP. (B) Viral fluorescence in DF-1 cells transfected with pcDNA3.1-Flag or pcDNA3.1-GoSTING-Flag and infected with VSV-GFP at 0.01 MOI. Error bars represent standard deviations and Western blots for the expression of the VSV-GFP.






Discussion

STING is a key signaling molecule that regulates innate immune signaling processes. Previous studies in our laboratory found that overexpression of chSTING and DuSTING in their respective cells could activate the IFN-β promoter and exert antiviral effects. Compared with chickens and ducks, the ability of geese to resist NDV and AIV showed a more significant advantage (35, 36). STING as a key IFN regulator may be one of the reasons for the difference in antiviral ability. A better understanding of the functions of GoSTING may help explain these differences. Currently, the functional characterization of GoSTING is pending and controversial. Therefore, it is necessary to carry out functional research on GoSTING.

In this study, GoSTING was identified with an open reading frame of 1149 bp, encoding 382 amino acid residues (Figure 1A). According to the prediction of the SMART website, GoSTING contains a TMEM173 (50–340 aa) domain (Figure 1B), which is highly conserved in GoSTING and other mammalian STINGs, indicating its important function in the host. Using MegAlign software alignment, the amino acid sequence of GoSTING was 93.5% similar to that of DuSTING, far exceeding that of other species (range from 32.1% to 69%), even to its closest relative birds, chickens, and zebra finches, the amino acid similarities were only 69% and 61.8% (Figure 2A). Similar results can be obtained by phylogenetic tree analysis (Figure 2B). The STING protein sequences of geese, ducks, zebra finches and chickens belong to one subgroup. The STING of mammals, including goats, cattle, pigs, cats, chimpanzees, humans, monkeys, and mice, belong to another subgroup. STING sequences from zebrafish belong to a third subgroup. The above results reflect that GoSTING has a closer genetic relationship with poultry, especially ducks. The predicted three-dimensional structures of GoSTING are shown in Figure 2C.

For the host, the production of IFN to induce the expression of ISGs, which is a powerful viral restriction factor in establishing an antiviral state, is a common strategy to resist viral infection (3). GEF cells were transfected with GoSTING or empty vector and then infected with NDV. As expected, the qRT-PCR test showed that the virus could significantly upregulate the mRNA levels of IFNs (IFN-α and IFN-γ) (Figures 3B, C) and downstream ISGs, including Mx-1 and PKR (Figures 3E, F), which have been shown to play an important role in the antiviral innate immune defense of IFN (37, 38). The proinflammatory factor IL-6 showed the same expression trend (Figure 3C). Many studies have shown that mammalian STING can act as an IFN-activated gene. To elucidate whether GoSTING has the same function, we overexpressed GoSTING in GEF or DF-1 cells and examined the activity of the IFN-β promoter by a dual-luciferase reporter assay. The results showed that overexpression of GoSTING could strongly activate the IFN-β promoter, and this induction was positively correlated with the dose of transfected GoSTING (Figures 4A–C). Based on the above findings, we infer that GoSTING inhibits NDV replication and exerts immunomodulatory effects by activating IFN pathway disorders and inducing some ISGs in the early stage of viral infection.

To identify the GoSTING domains important for IFN induction, a series of truncated forms of GoSTING mutants were generated, and their relative induction of IFN-β promoter activity was measured (Figure 5). The results showed that GoSTING mutants’ ability to miss the entire TMEM173 domain to activate the IFN-β promoter was significantly reduced, indicating that the TMEM173 domain was necessary for GoSTING to activate IFN-β, which was consistent with the previous TMEM173 domain of mammalian STING. Subtle changes in the amino acid sequence of TMEM173 affect STING-dependent innate immune signaling by reducing the ability to activate type I IFNs (13). Chen et al. determined that the carboxy-terminal region of STING is required and sufficient for activation of TBK1 and stimulation of IRF3 phosphorylation (39). Deletion of GoSTING C-terminal amino acid fragments of different sizes (d181-382aa, d251-382aa, d351-382aa, d374-382aa, and d379-382aa) resulted in a marked reduction in their ability to activate the IFN-β promoter. GoSTING-d1-50aa and GoSTING-d1-150aa, lacking 50 and 150 amino acids at the N-terminus of GoSTING, respectively, also had significantly reduced activation ability compared with wild-type GoSTING, which we speculate may be due to a barrier in its localization to the organelle. The underlying mechanism of STING regulation is phosphorylation at some sites in response to stimulation of cytoplasmic DNA (39). Our results show that the S369A point mutant abolished its IFN-β activation, suggesting that serine 369 may be an important serine site for STING activation.

Recently, the role of STING in inhibiting RNA viruses has attracted increasing research interest. RNA virus can activate STING and upregulate its expression after invading the host (40, 41). Deletion of STING renders murine embryonic fibroblasts (STING-/-MEFs) highly susceptible to infection by minus-strand viruses, including vesicular stomatitis virus (VSV) (42). ChSTING exhibits antiviral function against RNA viruses NDV and VSV (29, 43). We performed a series of experiments to clarify whether GoSTING also has antiviral activity. By monitoring the GoSTING mRNA level, we found that NDV can regulate GoSTING at the transcriptional level and upregulate the expression of GoSTING, and this phenomenon is particularly evident in the early and middle stages of virus infection, which indicates that GoSTING may play an important role in NDV infection. We thus explored the effect of GoSTING on viral replication. The results showed that GoSTING overexpression in DF-1 cells significantly inhibited the viral replication of NDV-GFP and VSV-GFP (Figure 6). In fact, research on STING for confinement of DNA viruses has already started (44). STING has been reported to be involved in innate immune defenses triggered by adenovirus, herpes simplex virus, and papilloma virus (45–47). Studies on chickens and ducks have also shown that in addition to RNA viruses, both chSTING and DuSTING show resistance to DNA viruses (14, 48, 49). Based on the conservation of amino acids in the STING protein that are critical for the recognition of various exogenous nucleic acid moieties (30) and the close kinship of geese to two other avian species, we speculate that GoSTING is required for host responses to both DNA and RNA viruses. This paper demonstrates that GoSTING plays an important role in RNA virus infection, but the role of GoSTING in DNA virus needs further study.

Nowadays some progress has been made in the research of STING in the innate immunity of birds. In this study, the amino acid sequence alignment showed that the homology of GoSTING to DuSTNG and chSTING was 93.5% and 69.0%, respectively (Figure 2A). It can be concluded that GoSTING has high homology with STING of birds, especially ducks. In addition, the results of protein domain prediction showed that the TMEM173 domain is conserved in birds, suggesting that birds may be similar in the activation of STING and the recognition of PAMPs. Previous studies have shown that overexpression of chSTING in DF-1 cells can significantly inhibit the replication of AIV and NDV, accompanied by an increase in pro-inflammatory cytokines such as IFN-β, IL-1β, and IL-2 (29). The effect of DuSTING on IFN activation and anti-RNA virus has also been elucidated by multiple investigators (31, 50). This study determined the functional characterization of GoSTING and found that GoSTING also has similar functions. We therefore conclude that STING is an essential IFN mediator that plays a role in avian innate immunity against RNA viruses. It is worth mentioning that both chSTING and DuSTING show resistance to DNA viruses, but whether GoSTING has the ability to resist DNA viruses remains to be studied.

However, the IFN signaling mechanisms of STING in chickens, ducks, and geese may be different, although they belong to the same bird species. At present, a relatively comprehensive study of the innate immune signaling pathway in chickens has been carried out. The biggest difference between the RLR pathway of chickens, ducks and geese is that chickens lack RIG-I (51), a key receptor for sensing many RNA viruses in birds, including AIV and NDV (32), making chickens more susceptible to some viruses, especially RNA viruses that require RIG-I for recognition. Previous studies in our laboratory showed that chSTING senses AIV virus by using MDA5 to compensate for RIG-I, and conducts signal transduction through MDA5-STING-IFN pathway (29). Nonetheless, chicken MDA5 is not sufficient against AIV, and AIV often causes lethal death in chickens (30). In contrast, ducks and geese tend to be natural hosts for many asymptomatic AIV subtypes (30), which are related to the molecular basis of their RIG-I. DuSTING was identified as an important receptor that responds to AIV infection and induces IFN-β production, but how RIG-I works for the function of DuSTING in RIG-I present ducks is unclear (31). Our results suggest that GoSTING is an important regulator of IFN, pro inflammatory cytokines and ISGs, and plays a role in antiviral innate immunity in geese. However, the current research on the RLR pathway of waterfowl, especially geese, is still relatively fragmented. Although both GoRIG-I (32) and GoMDA5 (52) have been shown to play a role in the anti-RNA virus innate immunity of geese, whether pathogen-associated RNA triggers STING signaling through RIG-I or MDA5 or whether RIG-I and MDA5 share the downstream STING signaling pathway is unclear. Future experiments based on RIG-I or MDA5 knockout duck cell lines may be required for further validation.

To sum up, our findings suggest that GoSTING is an important innate immune modulatory molecule involved in antiviral innate immunity in geese through its involvement in the type I IFN signaling pathway. The overexpression of GoSTING can upregulate several important pivotal ISGs and proinflammatory factors and combat NDV infection. Our study complements the functional characteristics of GoSTING, enriches the overall understanding of avian STING, and contributes to a more comprehensive and systematic understanding of the anti-RNA virus innate immune signaling pathway of avian STING.
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Pyroptosis, a way of pro-inflammatory death, plays a significant part in the tumor microenvironment (TME). A recent study has shown that the hepatitis C virus changes the TME by inducing pyroptosis against hepatocellular carcinoma (HCC). However, compared to TME in hepatitis C virus-infected HCC, the exploration of immune characteristics and response to immunotherapy associated with the pyroptosis phenotype is still insufficient in hepatitis B virus-related HCC (HBV-HCC). Our study constructed pyroptosis-score (PYS) via principal-component analysis (PCA) to unveil the link between pyroptosis and tumor immunity in 369 HBV-HCC patients. Compared with the low-PYS group, subjects with higher PYS were associated with poor prognosis but were more susceptible to anti-PD-L1 treatment. In addition, we found that PYS can serve independently as a prognostic factor for HBV-HCC, making it possible for us to identify specific small molecule drugs with a potential value in inhibiting tumors via targeting pyroptosis. Also, the target genes predicted by the Weighted gene co-expression network analysis (WGCNA) and pharmacophore model were enriched in the HIF-1 signaling pathway and NF-kB transcription factor activity, which were related to the mechanism of inflammation-driven cancer. The PYS is extremely important in predicting prognosis and responses to immunotherapy. New treatment strategies for inflammation-driven cancers may be found by targeting pyroptosis.




Keywords: hepatitis B virus, hepatocellular carcinoma, pyroptosis score, fisetin, tumor immune microenvironment, anti-PD-L1 treatment



Introduction

Chronic hepatitis B virus (HBV) infection is one of the leading causes of liver cancer, accounting for 50-80% of all cases globally (1). Most viruses, such as HBV DNA, RNA, and similar viral proteins, have become less dangerous due to widespread immunization and antiviral medication. However, the persistence of cccDNA makes it challenging to cure HBV with current procedures. There is a chance that some viral risk factors existed or occurred before the antiviral medication. Despite undetectable HBV DNA, viral risk factors such as HBV integration and HBV mutation may persist and contribute to the advancement of HCC.

Pyroptosis is a type of programmed cell death that relates to inflammatory cells death. Pyroptosis promotes the activation of several caspase family members, including caspase-1, through inflammasomes, causing a variety of gasdermin family members, including gasdermin-D, to shear and multimerize to generate 12-14 nm membrane holes, which is the basis of antitumor action. After cell rupture, pro-inflammatory cytokines and immunogenic chemicals are released, causing the cells to expand and eventually melt, promoting immune cell activation and infiltration (2–4). Since one of the characteristics of tumors is to avoid apoptosis, the induction of pyroptosis is of paramount significance in treating anti-apoptotic tumors. In earlier studies, Wei et al. found that the deletion of NLRP3 inflammasome is closely related to the development of hepatocellular carcinoma, while 17β-estradiol inhibits hepatocellular carcinoma via activating NLRP3 (5, 6). In addition, Wei et al. also found that inhibiting autophagy can accelerate the pyroptosis of hepatoma cells (7).

On the other hand, aberrant pyroptosis may have a role in fostering the establishment of the tumor immune microenvironment (TIME) due to its inflammatory character. Like many other cancers, HCC is highly heterogeneous. Although more and more immune checkpoint inhibitors have been approved to improve chemotherapy sensitivity in HCC, the outcome can still be inaccurate. Patients who have similar disease phenotypes do not mean that they have the same molecular etiology, so they are very likely to have different immunotherapy responses. In this case, stratifying patients at the molecular level will help formulate the most effective treatment options. Therefore, it is clinically significant to determine what patients benefit from immunotherapy.

Hepatitis B infection is the main cause of HCC, but it is unknown whether pyroptosis could be a potential phenotype for prognosis in HBV-HCC. Our study has constructed two subtypes of pyroptosis, closely related to different prognosis and tumor microenvironment characteristics. Unlike prior studies, we propose using the PYS to measure each HBV-HCC patient’s pyroptosis phenotype. The mRNA expression profile of pyroptosis-related genes (PRGs) is used in this technique. We are convinced that this system will help medical workers make more effective decisions in the comprehensive management of patients.



Materials and methods


Hepatocellular carcinoma dataset acquisition

Open access gene-expression data and complete clinical information were retrieved from Gene-Expression Omnibus (GEO; https://www.ncbi.nlm.nih.gov/gds/) and the Cancer Genome Atlas (TCGA; https://portal.gdc.cancer.gov/) database on January 6, 2022. Based on clinical data and previous literature reports, our study collected 6 eligible HBV-HCC cohorts (GSE14520, GSE141198, GSE141200, GSE10141, GSE140901, and TCGA-HBV-LIHC) with survival information for further comprehensive analysis (8–10). Fragments per kilobase million (FPKM) values of TCGA-HBV-LIHC datasets (containing 95 HBV-HCC patients) were converted into transcripts per kilobase million (TPMs). All the genes expression analysis was generated by using R with the log (2) (TPM + 1). The “ComBat” algorithm was executed when merging different datasets to reduce the likelihood of batch effects from non-biological technical biases. The complete clinical information of 369 HBV-HCC patients is shown in Table S1.



Consensus clustering analysis based on PRGs

To identify unique pyroptosis clusters, we employed an unsupervised clustering algorithm to classify patients based on the expression profiles of 32 PRGs (Table S2) retrieved from previous reviews (11–14). The “ConsensuClusterPlus” package was performed to ensure the stability of the classification (method=“ConsensusClusterPlus”, clusterAlg=“pam”, distance=“euclidean”) (15). The subtypes, according to PRGs, were validated using principal component analysis (PCA).



Single sample gene-set enrichment analysis

To observe the intrinsic link between different subtypes and the immune microenvironment, the degree of enrichment for 23 immune cells and 13 immunological activities in each HBV-HCC sample using the gene set variation analysis (GSVA) program (method=“gsva” and kcdf = “Gaussian”) was measured (16). A Kruskal-Wallis test was also used to assess subtypes’ immune infiltration and functions.



Prognostic differential expression genes associated with the pyroptosis subtypes

The eligible 369 HBV-HCC patients were classified into different pyroptosis subtypes, and DEGs were identified by employing the “limma” package. We used the “clusterProfiler” package to implement Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) analysis for DEGs (17). The Cox regression analysis was then conducted to discriminate prognosis-related genes among the DEGs, in which P< 0.05 was considered eligible.



Dimension reduction and calculation of PYS

Based on the expression profiles of prognostic DEGs, we classified the subjects into different gene clusters using unsupervised clustering analysis, which was verified by PCA. After that, the dimension reduction of the prognostic pyroptosis-related gene clusters was carried out by the Boruta algorithm. Principal component 1, as the gene cluster score, was obtained through the application of PCA. A formula akin to gene expression grade (18) was used to estimate PYS for each sample as follows:

	

In this formula, PC1I means the first component of gene cluster I, while PC1II represents the first component of gene cluster II.



Evaluation of the PYS model

By applying the “timeROC” package, the accuracy of our model was evaluated. In contrast to the PYS model, we established nomograms that could predict patients’ 1-,3- and 5-year overall survival using the “rms” package.



Immune landscape of PYS model

To assess the abundances of immune cell subpopulations and immune functions of the tumor microenvironment between the low- and high-PYS groups, functional enrichment was conducted via ssGSEA. Besides, we compared the stromal cells and immune cells scores of HBV-HCC patients by applying the “ESTIMATE” algorithm (19).



Assessment of tumor mutation burden of PYS model

To identify the driver genes linked to TMB, we used the “maftools” program to calculate the sum of non-synonymous mutations in TCGA-HBV-LIHC data and compare somatic changes across high and low PYS groups.



Drug and immune checkpoint blockade sensitivity

The sensitivity to chemotherapy was evaluated utilizing the Genomics of Drug Sensitivity in Cancer (GDSC; https://www.cancerrxgene.org/) database (20). Then, the half-maximal inhibitory concentration (IC50) was quantified using the “pRRophetic” package (21). We also used the Cancer Imaging Archive (TCIA; https://tcia.at/) website to forecast the therapeutic benefits of immune checkpoint blockade therapy between the low and high PYS groups (22).



External validation of the immunotherapy based on PYS

The same protocols as the previous analysis to get the PYS of GSE140901 and the Kaplan-Meier survival curves were displayed by the “SurvMiner” package to compare the overall survival between low- and high-PYS groups after anti-PDL1 Immunotherapy of HBV-HCC patients.



Detection of key co-expression modules applying WGCNA

We constructed the co-expression networks of the TCGA-HBV-LIHC and GSE14520 cohort, respectively, using the “WGCNA” package (minModuleSize = 50) (23). Function pickSoftThreshold was used to build a scale-free network where soft powers β = 2 and 3 were selected for TCGA-HBV-LIHC and GSE14520. The remaining steps are consistent with those described by Langfelder and Horvath (23).



The excavation of compounds for small molecules based on PYS

The “limma” software was used to detect DEGs between low- and high-PYS groups for further analysis, with significant differential expression set at |log2FC|≥1 and FDR<0.05. Following that, using the “VennDiagram” program, the intersection of DEGs and co-expression genes retrieved from the co-expression network was used to evaluate prospective prognostic targets (24). After that, we uploaded the overlapping parts of genes into the Connectivity map (CMap; http://portals.broadinstitute.org/cmap/) website (25), and the parts of the gene expression changes caused by drugs that whether are similar or opposite to these differential gene expression profiles are identified, to screen for drugs that potentially regulate PYS. Candidate small molecular compounds whose mean is greater than 0.7 were eligible. Furthermore, we downloaded the 3D structures of compounds from PubChem (https://pubchem.ncbi.nlm.nih.gov) database (26) and obtained the molecule and pharmacophore model from PharmMapper (http://www.lilab-ecust.cn/pharmmapper/) (27). Enrichment analyses for GO and KEGG based on the specific compound’s potential target genes were performed using the “clusterProfiler” package.



Cell culture

The human HepG2 hepatoma cell line was purchased from the Cell Bank of the Chinese Academy of Sciences (Shanghai, China). HepG2 cells were incubated in DMEM medium (VivaCell, Shanghai, China), supplemented with 10% fetal bovine serum (VivaCell, Shanghai, China). Cells were cultured in a 37°C incubator containing 5% carbon dioxide.



CCK-8, caspase-1 activity and cytokine level assay

According to the manufacturer’s protocol, cell viability was measured with a CCK-8 assay (Absin Bioscience, Shanghai, China). Succinctly, mix with 10 μl of CCK-8 solution per 90ul complete medium, add to each well of the 96-well plate, and incubate at 37°C for 1 h. The optical density is then measured at an absorption wavelength of 450 nm. The enzymatic activity of Caspase-1 in HepG2 was detected by the Caspase 1 Activity Detection Kit (Beyotime Institute of Biotechnology, Beijing, China) according to the manufacturer’s protocol based on the ability of Caspase-1 to change acetyl-TyrVal-Ala-Asp p-nitroanilide (Ac-YVAD-pNA) into the yellow formazan product p-nitroaniline (pNA). According to the manufacturer’s instructions, cytokine levels of human IL-1β in the cell culture supernatant were determined by an ELISA kit from Neobioscience Technology (Shenzhen, China).



Inflammasome stimulation and determination of pyroptosis

For NLRP3 inflammasome stimulation, HCC cells were stimulated by 1 μg/ml lipopolysaccharide (LPS) (Sigma-Aldrich; St. Louis, MO, USA) for 24 h to pyroptosis detection mixed with or without fisetin (MedChemExpress, New Jersey, USA). The morphology of pyroptosis was examined under light microscopy.



Statistical analysis

Statistical analysis was executed by R (version 4.0.5). The “ComBat” algorithm was conducted to diminish the batch effects. The Wilcoxon rank-sum test was used to compare two groups, and multiple comparisons were presented by the Kruskal–the Wallis test. Patients’ overall survival (OS) in different groups was compared using the Kaplan-Meier analysis and the log-rank test. The connection between OS, clinicopathological features, and pyroptosis scores was investigated using univariate and multivariate Cox regression models. The Student’s t-test was used to analyze differences between two groups, and one-way ANOVA was used when more than two groups were compared. To fix the P-value, we performed Bonferroni’s test. Statistical significance was defined as a two-sided P< 0.05. The graphic abstract of this study is shown in Figure 1.




Figure 1 | The roadmap of this study.






Results


Characteristics of TIME and survival outcomes between pyroptosis phenotypes

CNVs and TMB are not only closely linked to the occurrence and development of tumors, but also serve as an emerging biomarker for immunotherapy in diverse cancers (28–30). We found copy number variations (CNVs) in 23 of the 32 PRGs in TCGA-LIHC. The locations of CNV on chromosomes according to PRGs were shown in Figure 2A and mostly focused on copy number amplification (Figure 2B). Regarding genetic performance, 53 of the 364 samples (around 14.56%) displayed pyroptosis-related regulator mutations, among which NLRP2 had the highest frequency of mutations (Figure 2C). PRGs represent a set of genes that play an important role in the occurrence and development of pyroptosis. To investigate whether the degree of pyroptosis is related to the occurrence and development of HBV-HCC, we established two molecular patterns via unsupervised clustering analysis according to the mRNA expression profiles of 32 PRGs in 369 HBV-HCC patients (Figures S1A–C). As is illustrated in Figure 2D, the survival time of subjects in cluster A was significantly prolonged. Also, we have substantiated that these two subtypes can be discriminated by using PCA (Figure 2E). Figure 2F exhibited a heatmap of clinicopathological characteristics. Besides, we have evaluated the correlation between the subtypes and the characteristics of the tumor immune microenvironment. The results show differences in immune cell infiltration (Figure 2G) and immune function (Figure 2H) between the two subtypes. Compared with pyroptosis cluster B, activated B cells, CD8+ T lymphocytes, and natural killer T lymphocytes were more enriched in cluster A. Meanwhile, cytolytic activity and type I IFN response in pyroptosis cluster A have a higher score.




Figure 2 | Feature and differences of pyroptosis-related molecular patterns in HBV-HCC. (A) The location of CNV of 23 PRGs on chromosomes. (B) The CNV variation frequency of PRGs and (C) the mutation landscape in patients from TCGA-LIHC. (D) Survival curves of the two subtypes. (E) PCA plot based on the expression of PRGs from the 369 HBV-HCC patients verified the two pyroptosis clusters, A (blue) and B (orange). (F) Heatmap displayed the correlation between the subtypes and clinical features. (G, H) The immune infiltrations (G) and functions (H) scores between the two subtypes. PRGs, pyroptosis-related genes; CNV, copy number variation. ; *P < 0.05; ***P < 0.001; ns, not statistically significant.





Clinical and TIME features between prognostic gene clusters based on pyroptosis phenotypes

To better understand the biological behaviors of these subtypes and figure out the specific score of each patient, we first performed a screen to identify the prognostic DEGs between the two subtypes. The outcomes of GO and KEGG have demonstrated that DEGs were particularly enriched in Viral protein interaction with cytokine and cytokine receptor, T cell activation, cytokine activity, and rheumatoid arthritis (Figure 3A). Next, we screened 229 prognostic DEGs via univariate Cox regression analysis (P<0.05, Table S3). Based on these prognostic DEGs, the consensus cluster analysis was performed, and thus the subjects were divided into the two gene clusters (Figures S2A–C). Subsequently, the prognostic significance of the gene clusters was further analyzed. As shown in Figure 3B, subjects within gene cluster II performed better and survived much more time.




Figure 3 | Prognosis and immune landscape between pyroptosis gene clusters for HBV-HCC patients. (A) GO and KEGG enrichment analysis for DEGs between two subtypes. (B) Survival curves of the two gene clusters. (C) PCA plot based on the expression of prognostic prognosis-related DEGs from pyroptosis clusters verified the two gene clusters, I (blue) and II (orange). (D) Clinical characteristics of gene clusters were shown by heatmaps. (E, F) The immune infiltrations (E) and functions (F) scores between the two gene clusters. DEGs: differentially expressed genes; *P < 0.05; **P < 0.01; ***P < 0.001; ns, not statistically significant.



In contrast, the ones in gene cluster I had a shorter OS time. The division of subjects based on gene clusters was validated via PCA (Figure 3C). The clinical characteristics of prognostic DEGs between the genomic clusters were visualized through a heatmap of the transcriptomic profile (Figure 3D). Then, we investigated whether these two gene clusters have different TIME characteristics. As shown in Figure 3E, the Th17 cell in gene cluster II has a higher score, while the Treg cells, Th2 cells, and dendritic cells in gene cluster I are more prominent. Intriguingly, the activated CD8+ T lymphocytes in gene cluster I infiltrate significantly. As tumor killer cells, CD8+ T lymphocytes are essential for antitumor immunity, contradicting its poor prognosis. So we looked at the expression of immune evasion-related indicators in distinct gene clusters. The results showed that T cell exhaustion-related biomarkers were up-regulated in gene cluster I, indicating that the activated CD8+ T cells enriched in gene cluster I and exhibited immunosuppressive effects (Figures S3A–C). Compared with gene cluster II, gene cluster I has higher para-inflammatory and type II interferon response scores (Figure 3F).



Establishment and assessment of the pyroptosis scoring system for HBV-HCC

We next calculated the PYS for each subject by implementing PCA to provide useful guidance for the clinical treatment of HBV-HCC. Figure 4A illustrates subjects’ PYS distribution and survival status in different subtypes and gene clusters. Subjects in pyroptosis cluster B had a higher PYS (P<0.001; Figure 4B). At the same time, there was a higher PYS in gene cluster II (P<0.001; Figure 4C). As is shown in Figures 4D–F, subjects with higher PYS usually had a worse prognosis (P<0.001).




Figure 4 | Construction of the PYS model for HBV-HCC patients. (A) Crosstalk between pyroptosis clusters, gene clusters, pyroptosis score, and survival status. (B, C) The differences in pyroptosis score in the pyroptosis clusters (B) and the gene clusters (C). (D–F) Kaplan-Meier curves of patients within PYS groups in merge cohort (D), GSE14520 (E), and GSE141198 (F). PY, pyroptosis score. ***P < 0.001



In an independent prognostic analysis, via univariate (Figure 5A) and multivariate (Figure 5B) Cox analysis, we found that PYS (HR: 1.022, 95CI: 1.014-1.030, P<0.001) and tumor stage (HR: 2.418, 95CI: 1.824-3.205, P<0.001) can serve as independent prognostic indicators of patients. Figure 5C showed that the predicted area under the curves (AUC) of the 1, 3, and 5-year OS are 0.681, 0.659, and 0.629, respectively, suggesting that the PYS offers an important reference value in predicting the prognosis of HBV-HCC. Meanwhile, we also constructed a survival nomogram with clinical-pathological characteristics and PYS as a “blueprint” for managing patients with HBV-HCC (Figure 5D). Compared with the PYS model, the survival nomogram can predict the HBV-HCC patients’ prognosis with higher validity and reliability (Figure 5E, F).




Figure 5 | Prognostic value of PYS model for HBV-HCC patients. (A, B) Univariate (A) and multivariate (B) Cox regression analyses for the PYS model. (C) ROC curves with time dependency based on PYS. (D) A novel nomogram for predicting HBV-HCC prognosis based on clinical characteristics and PYS. (E) ROCs for the survival nomogram’s 1-, 3-, and 5-year survival time. (F) Calibration curve of the survival nomogram. PYS, pyroptosis score.





The intrinsic relationship between the PYS and TMB

Many studies have concluded that TMB is not only closely related to the occurrence and development of tumors but also can predict the efficacy of immunotherapy. For example, tumors with higher mutational burdens tend to be accompanied by higher CD8+ T cell infiltration and improve response to PD-1 blockades, which means that TMB may determine how patients respond to immunotherapy. However, TMB alone is insufficient to predict the prognosis of patients. Therefore, we investigated the internal relationship between TMB and PYS. First, we analyzed and compared the situation of TMB in the high-PYS and low-PYS group. Figure 6A suggested that there was a significant correlation between TMB and PYS. Then we discovered that HBV-HCC patients with a high TMB have a worse prognosis (Figure 6B). To determine whether PYS can act as a predictor independent of TMB, we evaluated the synergy of PYS and TMB in the prognostic stratification of HBV-HCC. As shown in Figure 6C, PYS differs significantly in the high-TMB and low-TMB groups (P=0.042). The results indicate that PYS may serve as a biological indicator independent of TMB for predicting the efficacy of immunotherapy in HBV-HCC patients.




Figure 6 | The Inner link between the PYS and TMB. (A) The correlation between the PYS and TMB. P<0.01. (B) Survival curves for high and low TMB groups in the TCGA-HBV-LIHC cohort. P =0.006. (C) Survival curves for HBV-HCC patients classified by TMB and PYS. The oncoplot was constructed via the low-PYS group (D) and high-PYS group (E).



Subsequently, we researched the driver genes of somatic mutation in HBV-HCC, and the top 20 genes with the highest mutation frequency in the low and high PYS groups were shown in Figures 6D, E, respectively. These gene mutations prompt new ideas for the immunotherapy of HBV-HCC patients in different PYS groups.



PYS is related to TIME features and immune checkpoint blockade therapy of HBV-HCC

The role of pyroptosis seems to be a double-edged sword in cancer. In addition to rapidly leading to tumor regression, it can promote the development of the TIME. For further exploration of the relevance between the PYS and TIME features, the ridge plot of TIME based on PYS was shown in Figure 7A. Meanwhile, the immune (P<0.001) and stromal score (P<0.001) scores of patients from the low-PYS group outnumbered those of the other group (Figure 7B). Cellular characterization of immune infiltration suggests that tumor genotype determines immunophenotype and tumor escape mechanisms. We further worked on the expression of immune checkpoints in the high- and low-PYS groups. We found in the low-PYS group that the expression of immune escape-related biomarkers such as PD-1 and CTLA-4 were significantly up-regulated in TCGA-HBV-LIHC, GSE14520, GSE141198, and GSE141200 cohort (Figures 7C–F). The immunophenoscore (IPS) based on the expression of important components of tumor immunity between low- and high-PYS groups was assessed using the TCIA database (Figure 7G). Herein, we found that whether the use of CTLA-4 blocker alone (Figure 7H), PD-1 blocker alone (Figure 7I), or PD-1 combined with CTLA-4 blockers (Figure 7J), IPS was higher in the low-PYS group.




Figure 7 | Immune landscape and immune checkpoint blockers sensitivity based on PYS. (A) Ridge plot of TIME-based on PYS. (B) tumor microenvironment scores between high- and low-PYS groups. (C–E) The relative expression of PD-1 and CTLA-4 between low- and high-PYS groups in TCGA-HBV-LIHC (C), GSE14520 (D), GSE141198 (E), and GSE141200 (F) cohort. (G–J) The IPS of baseline (G), CTLA-4 blocker (H), PD-1 blocker (I), and PD1/CTLA4 blocker (J). TIME, tumor immune microenvironment; IPS,immunophenoscore; PYS, pyroptosis score. *P < 0.05; **P < 0.01; ***P < 0.001; ns, not statistically significant.





Sensitivity of chemotherapy and benefits of anti-PD-L1 immunotherapy in HBV-HCC patients based on the PYS model

Studies have shown that chemotherapy and some non-chemotherapeutic drugs can trigger pyroptosis in most cancers (31–33). Compared with monotherapy, combining chemotherapy and other methods is way more effective in promoting the pyroptosis of cancer cells, stimulating a stronger immune response to prevent the worsening of tumors. We then compared and analyzed the IC50 levels among 5 chemotherapy drugs, Sorafenib, Doxorubicin, Mitomycin C, Vinblastine, and Cisplatin (Figures 8A–E). Our data showed that the high-PYS group possessed a lower IC50 level of sorafenib (P<0.001) than the other group, while the IC50 of Doxorubicin (P<0.01) was exactly the opposite, whereas the high-PYS group had a higher level. A recent study has shown that sorafenib changes the tumor immune microenvironment by inducing pyroptosis against hepatocellular carcinoma. Our results further evaluated the utility of the PYS in predicting the benefit of anti-PD-L1 immunotherapy in HBV-HCC patients. First, HBV-HCC patients in the GSE140901 cohort (n=19) who received anti-PD-L1 immunotherapy were assigned to low- or high-PYS groups. It is noteworthy that high-PYS subjects performed better and lived longer than the low-PYS ones for overall survival (P=0.011, Figure 8F) and progression-free survival (P=0.05, Figure 8G). Besides, high-PYS subjects showed a higher objective response rate of anti-PD-L1 treatment than the other group in the GSE140901 cohort (Figures 8H). Collectively, these data indicated that anti-PD-L1 immunotherapy was likely to provide better efficacy for high-PYS subjects.




Figure 8 | The role of PYS in assessing chemotherapy and the benefit of anti-PD-L1 immunotherapy. (A–E) HBV-HCC patients in the high-PYS group were associated with a lower IC50 for chemotherapy, such as Sorafenib (A), while a higher IC 50 was associated with Doxorubicin (B). Mitomycin C (C), Vinblastine (D), and Cisplatin (E) did not show a meaningful difference. (F, G) Overall survival (F) and progression-free survival (G) curves of patients within high- and low-PYS groups in the GSE140901 cohort. (H) Clinical response to anti-PD-L1 immunotherapy between PYS groups. CR, complete response; PR, partial response; SD, stable disease; PD, progressive disease; PFS, progression-free survival; PYS, pyroptosis score. **P < 0.01; ***P < 0.001; ns, not statistically significant.





Prospective small molecule compounds based on PYS

We further analyzed the two groups to screen potential small molecule drugs. WGCNA package was utilized to establish a gene co-expression network from the TCGA-HBV-LIHC and GSE14520 cohorts. With colors assigned to each module, this study identified 12 modules in TCGA-HBV-LIHC (Figure 9A) and 14 modules in GSE14520 (Figure 9B). Then, we created a module-feature relationship heatmap to examine the correlation between each module and PYS, (Figures 9C, D). The turquoise module in both the TCGA-HBV-LIHC (r = 0.77, P= 4e−74) and GSE14520 (r = 0.81, P = 6e−53) were found to have the highest positive association with low PYS. On the contrary, the black module in the TCGA-HBV-LIHC (r = -0.53, P= 9e−28) and the brown module in GSE14520 (r = -0.4, P= 8e−10) were found to have the highest negative association with low PYS. According to the cut-off standard of |log2FC| ≥ 1.0 and adj. P< 0.05, 446 DEGs in the TCGA-HBV-LIHC cohort (Figure 10A) and 414 DEGs in the GSE14520 cohort (Figure 10B) were dysregulated between high- and low-PYS groups. Overlapping genes expressing was up-regulated (Figure 10C) and down-regulated (Figure 10D) in the low-PYS group were extracted for subsequent analysis. Then, we uploaded these DEGs into the CMap database. We also worked on analyzing of the underlying drug mechanisms and identified 13 potential small molecule drugs whose mean is greater than 0.7 (Table S4). The 3D structure diagrams of the pharmacophore for piperlongumine (Figure 10E) and fisetin (Figure 10G) were shown, respectively. After GO/KEGG enrichment analysis of target genes of piperlongumine (Figure 10F) and fisetin (Figure 10H), we observed that piperlongumine is related to lyase activity, HIF-1 signaling pathway, and phenylalanine metabolism, while fisetin is enriched in ubiquitin-mediated proteolysis, NF-kappaB transcription factor activity and MyD88 dependent TLR signaling pathway.




Figure 9 | Identifying modules associated with the PYS. (A–D) Co-expression network module cluster dendrogram in TCGA-HBV-LIHC (A) and GSE14520 (B) cohorts. Module-trait relationships in TCGA-HBV-LIHC (C) and GSE14520 (D) cohort, respectively.






Figure 10 | Potential small molecule compounds and function prediction. (A–D). Differentially expressed genes were identified between low- and high-PYS groups in TCGA-HBV-LIHC (A) and GSE14520 (B) cohort, respectively. The Venn diagram for positive correlation (C) or negative correlation (D) with the low-PYS group. (E) The 3D structure diagrams of the pharmacophore for piperlongumine. (F) GO and KEGG for target genes of piperlongumine (G) The 3D structure diagrams of the pharmacophore for fiestin. (H) GO and KEGG for target genes of fiestin. DEGs: differently expressed genes.





Fisetin alleviated NLRP3 inflammasome activation inhibits HCC cell death

Caspase 1 activity, and IL-1β expression, were examined in this study to confirm our predicted results. In the LPS-induced pyroptosis model, the activity of Caspase 1 and the secretion of IL-1β were significantly downregulated in a dose-dependent manner in fisetin-treated HCC cells, suggesting that fisetin inhibits the activation of the NLRP3 inflammasome (Figure 11A, B). Besides, cell viability was detected using CCK-8 assay, as is shown in Figure 11C. The viability of HepG2 was gradually increased under the treatment of fisetin in a dose-dependent manner. Furthermore, we observed the morphology of the HepG2 by a light microscope. Under the induction of LPS, the cells swelled and enlarged with many bubble-like protrusions, and fisetin could alleviate the occurrence of pyroptosis to a certain extent. (Figure 11D).




Figure 11 | Fisetin inhibited NLRP3 inflammasome activation and alleviated HCC cell death. (A–C) HepG2 cells were treated with LPS(1 μg/ml) with or without fisetin at concentrations of 25 μM and 50 μM for 24 h, then the activity of caspase 1 (A) and IL-1β level in supernatant of culture medium (B) were detected by ELISA, while cell viability was detected by CCK-8 assay (C). (D) The morphology of the HepG2 was observed with a phase-contrast microscope. *P< 0.05 by ANOVA versus control. ns, not statistically significant; Scale bars: 50 μm.






Discussion

In the past few years, the multi-omics analysis has finally progressed in molecular classification, which is highly related to the characteristics of genes, metabolism, immunity, and chromosome. However, the real motive for setting up a classification system is for clinical application. Therefore, stratifying patients at the molecular level will help formulate a better treatment plan and determine how effective the immunotherapy is when faced with a certain patient. Our study comprehensively analyzed the clinical value of the pyroptosis pattern in HBV-HCC. At the same time, we have compared and contrasted the prognosis, tumor immune microenvironment, and immunotherapy of patients with HBV-HCC via the PYS system. As a “blueprint” for managing HBV-HCC, the PYS system will provide patients with a more robust and comprehensive plan for targeted therapy.

First, we observed the CNV and TMB of PRGs in the TCGA-HBV-LIHC cohort. Unlike the staging of HBV-HCC, the classification system mainly depends on a molecular level. Certain subtypes can be targeted, and a proven method will develop specific treatment plans for liver cancer (34). Next, we derived two molecular subtypes from the mRNA expression profile of PRGs for HBV-HCC patients. The results show that subjects in pyroptosis cluster A have a better prognosis, consistent with their active immune function. To identify the prognosis-related DEGs, we then analyzed the mRNA expression profiles of different subtypes of pyrolysis and established a classification system of HBV-HCC based on genetic features. In pursuit of higher clinical value and potential application, we developed the PYS model based on these two clusters to quantify the prognostic risk and response to chemotherapy and immunotherapy, thereby providing strong evidence for clinical treatment. Above all, the PYS acted independently as a prognostic factor among clinical characteristics of HBV-HCC. The ROC curve shows its high efficiency in predicting survival rates, which provides strong support for predicting clinical outcomes.

Pyroptosis can create a milieu conducive to tumor growth as a form of pro-inflammatory death. Exploring the characteristics of the TIME between different PYS groups and improving clinical management through personalized prescription is of practical importance, according to the theory of inflammation-cancer transformation and chronic inflammation-induced carcinogenesis. As is shown in the results, patients with higher PYS had more restricted immune infiltration, especially the tumor killer CD8+ T cells, which was consistent with their poor prognosis. A recent study has shown that sorafenib changes the TIME by inducing pyroptosis against HCC (35). We found that patients with high- PYS were more susceptible to sorafenib. As we know, multidrug resistance is the main obstacle to cancer treatment. Thus, combined with PD-L1 blockers, sorafenib may be a potentially effective treatment for the high-PYS group. In addition, for the first time, we verified that PD-L1 blockers could improve the prognosis and clinical benefit of the high-PYS group by using an external data set.

The occurrence of pyroptosis in vivo indicates the prospective value of pyroptosis in regulating tumorigenesis and inducing pyroptosis has been designed to eliminate tumors. Small molecule drugs like BMS-8 and BMS-202 are crucial in tumor immunotherapy by inhibiting PD-1 and PD-L1 interaction (36, 37). Recently, Yuan et al. (38) found that Cucurbitacin B inhibits non-small cell lung cancer via TLR4/NLRP3/GSDMD signaling pathway. Besides, Dihydroartemisinin inducing pyroptosis via AIM2/caspase-3/DFNA5 axis was also reported in breast cancer (39). The above studies have shown that small-molecule drugs can potentially induce pyroptosis and regulate the TIME. Using the WGCNA and limma packages, we have obtained modules with significant differences and identified DEGs significantly related to PYS. To improve the prognosis of HBV-HCC patients, we screened 13 small molecule compounds using the CMap database. Piperlongumine can reduce colitis-associated colorectal cancer (40) and relieve sepsis by attenuating the activation of inflammasomes (41). From the enrichment results, piperlongumine acts on the HIF-1 signaling pathway and lyase activity, while fisetin regulates NF-kB transcription factor activity. The crosstalk between oncogene and tumor suppressor transcription factors such as NF-kB, STAT3, HIF-1α, and NRF2, is the mechanism of inflammation-driven cancer (42). Fisetin has been suggested to have a protective role in attenuating inflammation and HCC development for a few decades. Our previous study unveiled that fisetin relieves hepatic ischemia-reperfusion injury by inhibiting the NLRP3 inflammasome activation (43), which indicates its potential value in regulating pyroptosis. In our present experiments, the inhibition of pyroptosis by fistin was verified. Here we have demonstrated that fisetin can inhibit the activity of caspase 1 and release IL-1β, which indicates the occurrence of pyroptosis. Overall, the above studies have shown that small molecule compounds affect the occurrence and development of tumors via pyroptosis and inflammatory signaling pathways, which brings new options to clinical treatment.

Pyroptosis is a two-edged sword that can promote and inhibit cancer depending on the situation (14). Although we conducted our research from different angles and used several databases to confirm our conclusions, there are still some limitations. Due to the heterogeneity of HCC, targeted improvements of the PYS model may be needed for different tumor subtypes. At the same time, more data on immunotherapy related to HBV-HCC need to be established. Furthermore, the changes in the tumor immune milieu associated with the PYS model may necessitate additional explanations, such as single-cell sequencing. The small molecule compounds we screened should be tested further to understand better their link with pyroptosis, which is also the path we must strive for in the future.
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Eukaryotic cells have both membranous and membraneless organelles. While the formation mechanism of membranous organelles is well understood, the formation mechanism of membraneless organelles remains unknown. Many biomolecules in the cytoplasm transition from the liquid phase to the agglutinated phase are known as liquid-liquid phase separation (LLPS). The biomolecular agglomerates’ physical properties enable them to function as dynamic compartments that respond to external pressures and stimuli. Scientists have gradually recognized the importance of phase separation during viral infections. LLPS provides a powerful new framework for understanding the viral life cycle from viral replication to evasion of host immune surveillance. As a result, this review focuses on the progress of LLPS research in viral infection and immune regulation to provide clues for antiviral therapeutic strategies.
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Background

The regulation, coordination, and networking of different cellular compartments underlie the function of biological systems. Among these compartments are membrane and non-membrane organelles. The membrane-bound organelles carry out functions in a selective and specific manner without any external disturbance. The exchanging information between membrane organelles is endorsed by mechanisms such as fusion and fission and vesicles trafficking in the endomembrane system (1). However, large gaps remain in our understanding of the collaboration and regulation of membraneless organelles (MLOs) in biochemical functions.

Recent studies have shown that macromolecules’ liquid-liquid phase separation (LLPS) may be the physicochemical basis for forming non-membrane organelles inside the cells (2–4). In the compartments formed by LLPS, specific molecules are concentrated in fluid-like liquid droplets that coexist stably with the surrounding fluid environment. Some examples of these biomolecular condensates include processing bodies (P-bodies), stress granules (SGs), Cajal bodies, Nucleosomes, nuclear speckles, membrane clusters, signaling puncta, Germ granules, Balbiani bodies, paraspeckles, DNA damage foci, histone locus, viral replication compartments (RCs) and inclusion bodies (IBs) (3, 5–11). After the formation of LLPS, the biomolecule exists in two forms, one at low concentration in bulk dilute phase and one at higher concentration in the formed “droplets”. The polymer molecules usually move within the dense phase or between the dense and bulk dilute phases (12, 13). The interconversion of these two phases depends upon the change in the surrounding cellular environment.

The occurrence of LLPS is highly dependent on the concentration of biomolecules (proteins, DNA, and RNA) in the solution, their physicochemical properties, and the solution environment (temperature, pH, salt concentration, and salt ion type) (14, 15). The threshold concentration of biomolecules is the major factor contributing to the phase separation of homogeneous solutions. When the concentration of biomolecules exceeds the threshold concentration, they begin to aggregate, leading to the appearance of LLPS (4). The other influencing factors include chaperones, ATP, post-transcriptional modification, pH, ionic strength, and temperature (10). Furthermore, various intermolecular interactions, including ionic bonds, van der Waals forces, hydrogen bonds, π-π, and π-cation of aromatic residue and cation amino acid residue, are also involved in the occurrence of phase separation (16–19).

Viruses are obligate intracellular parasites that rely on the host machinery for viral replication. The concept of phase separation provides new insights into understanding the mechanisms of viral infection. Several studies revealed that viral infection is associated with membraneless condensates (9). Some viruses have been shown to assemble biomolecular condensates with liquid properties, such as rabies virus (RABV), vesicular stomatitis virus (VSV), and severe acute respiratory syndrome coronavirus 2 (SARS-COV-2) (20–22). Moreover, these condensates are also associated with SGs, suggesting the condensate’s potential roles in the innate immune responses (23). A growing body of studies reveals the important role of LLPS in the viral life cycle, including viral entry, genome replication, assembly, and viral packaging, as well as antiviral innate immune signaling (20, 23). In this review, we will focus on the role of LLPS in viral infection and immune regulation to provide a novel insight into antiviral therapeutic strategies.



Cellular factors that drive phase separation

Studies have revealed that several factors, including multivalency of proteins, temperature, ionic strength, RNA elements, and metal ions, contribute to forming liquid droplets (17). Here, we introduced these factors’ roles in forming LLPS.


Intrinsically disordered regions

Intrinsically disordered regions (IDRs) of a protein have no specific three-dimensional structure and can weakly and multivalently interact with other proteins, resulting in liquid condensates (11, 15, 24). Numerous studies have shown that weak and multivalent RNA-protein or IDR-IDR interactions are critical for the high-order assembly of biomolecules (25, 26). For example, IDRs in transcriptional coactivators BRD4 and MED1 are integral for driving phase separation (27, 28). Besides this, prion-like domains (PLDs), similar to low-complexity sequence domains (LCDs), can also drive LLPS in vivo (29). The valence of aromatic residues in PLDs plays a major role in LLPS, and a specific sequence of aromatic residues helps form liquid droplets. Moreover, intrinsically disordered proteins (IDPs) are also subject to phase separation resulting in the formation of membraneless organelles with various cellular functions (30). IDPs exhibit a high conformational heterogeneity due to lacking a stable and precise secondary or tertiary structure (31). Polar charged residues promote the formation of disordered proteins; therefore, IDPs are also considered polyelectrolytes (32). The protein IDRs are indispensable for forming membraneless organelles through LLPS.



Protein multivalency

The multivalency of protein contributes to phase separation. For example, mixing an engineered protein containing multiple SRC homology 3 (SH3) repeats and another containing multiple proline-rich motifs (PRM) repeats resulted in phase separation in vitro (12). Another example is the nephrin-Nck-N-WASP system, in which phosphorylated nephrin binds to the SH2 domains of Nck while three SH3 domains of Nck can further bind to N-WASP six PRMs. The multivalency of these proteins results in phase separation (33). Besides SH3, other multidomain modules are also involved in phase separation. For instance, a coiled-coil trimer formed by SynGAP can bind to multiple copies of PSD-95, leading to the formation of LLPS (34). Altogether, the formation of multimers mediated by multivalent interactions can drive the formation of LLPS.



Genomic RNA elements

Like specific multivalent protein-binding sites, Genomic RNA elements are indispensable for phase separation. It has been found that the phase separation mediated by IDP and RNA is RNA concentration-dependent. A low amount of RNA promotes phase separation, while a high amount can inhibit it (35). A recent study showed that distinct regions of viral genomic RNA have distinct roles in mediating phase separation (36). For instance, the nucleocapsid encoding region located at the 3′end of severe acute respiratory syndrome coronavirus (SARS-CoV) genomic RNA (gRNA) can promote phase separation while its frameshifting and packaging signal region can dissolve the liquid phase (37). Another study found that the viral gRNAs bind to the IDRs and RNA-binding domains of the N protein to mediate phase separation, promoting the assembly of virus particles (38).



Zn2+ ions

The metal ions regulate phase separation and are related to developing some diseases (39–41). It has been found that Zn2+, but not other ions (Mn2+, Cu2+, and Fe2+), plays a significant role in the phase separation of tau protein (42). The multiple zinc-binding sites of tau are required for the formation of LLPS. Metal ions can react with prion-like disordered protein domains (PrLDs), providing us with a doctrine to further understand phase separation (43). Further study about the mechanism of tau-mediated phase separation may improve the treatment of tau-associated degenerative diseases (44). Moreover, Zn2+ is also involved in the virus-mediated phase separation. For instance, human immunodeficiency virus type 1 (HIV-1) nucleocapsid proteins are required for zinc finger (ZnF) protein-dependent LLPS, regulating genomic RNA positioning and trafficking (45). The ZnF NC mutant and Zn2+ chelation inhibited NC co-localization with vRNA and suppressed NC-mediated LLPS (45–47). RABV and VSV can employ Zn2+ to regulate the formation of liquid condense mediated by N-protein and nucleic acid, promoting virus assembly (48). It is interesting to study whether the inhibition of ZnF protein can suppress viral replication.




Roles of virus-driven phase separation during virus infection

Because the viral replication cycle is highly dependent on the infected host cell, viruses have evolved to utilize and remodel cellular structures to facilitate viral replication and counteract host cell resistance to viral infections.

Many viruses have been shown to produce biomolecular condensates with liquid properties. The formation of biomolecular agglutinates substantially leads to a significant increase in local molecular concentration and intermolecular contacts, thus enhancing the rate of biochemical reactions. Further study showed that biomolecular condensates play a role in viral genome replication, transcriptional translation, nucleocapsid assembly, and egress. For example, DNA viruses form nuclear viral replication compartments through phase separation, and many negative RNA viruses induce the formation of viral IBs (49, 50). Besides, by sequestering antiviral sensors into viral IBs, biomolecular condensates can also prevent the activation of innate immune pathways (51–54). Here, we will cover recent progress on the roles of biomolecular condensates in the viral infection process and immune response (Figure 1).




Figure 1 | The effect of virus-driven phase separation on the viral infection. (A) HSV-1 ICP4 can drive the formation of condensates in the nucleus via LLPS. ICP4 is localized to RCs and required for viral replication. (B) EBV EBNA2, EBNALP, and other transcription factors could form condensate at super-enhancers via LLPS. They may be involved in the epigenetic regulation of chromatin activation. (C) SARS-CoV-2 N protein can undergo LLPS in the presence of viral RNA, and LLPS may be implicated in the assembly of progeny virions. (D) For HIV-1, nucleocapsid (NC)-mediated LLPS induces translational silencing and drives viral assembly. (E) IBs are proved to be membraneless organelles. For VSV, viral IBs were formed in the presence of N, P, and L proteins, and viral RNA synthesis occurs in IBs. (F) For RSV, viral IBs were formed in the presence of N and P proteins, which play an important role in viral RNA synthesis.




Phase separation regulates virus replication


The roles of phase separation in DNA virus replication and transcription

The action of phase separation in virus replication and transcription has been reported in some members of the Herpesviridae family. It is generally accepted that the DNA replication, gene transcription, and nucleocapsid assembly of herpes simplex virus type 1 (HSV-1), a member of the alpha-Herpesviridae family, occur in the nucleus of host cells (55). When the viral genome enters the nucleus, HSV-1 sequentially expresses immediate-early, early, and late proteins. The immediate-early proteins activate the transcription and translation of early genes, which participate in the viral genome replication and replication compartments (49, 56, 57). Recent studies have shown that the immediate-early protein ICP4 is an intrinsically disordered protein that can drive the formation of condensates in the nucleus via LLPS (58). Since ICP4 is required for viral replication and is localized to RCs, RCs may be the product of LLPS (59).

It should be noted that not all the proteins in RC are recruited through LLPS. For example, the recruitment and retention of RNA polymerase II (Pol II) in the RC is achieved via the non-specific binding of Pol II to HSV-1 DNA (60). Therefore, the formation mechanisms of RCs might be complex, and the roles of LLPS in RC compartmentalization need further investigation. After completing capsid assembly and genome packaging in the nucleus, HSV-1 nucleocapsid undergoes primary envelopment and de-envelopment at the nuclear envelope, followed by secondary envelopment in the cytoplasm (55, 61). Tegument protein acts as a link between the capsid and the viral envelope, promoting secondary encapsulation. A recent study found that HSV-1 tegument protein UL11 possesses the IDR and can form LLPS in vitro (62). Interestingly, it is also found that several HSV-1 tegument proteins have IDRs and might have the potential to undergo LLPS, suggesting that the tegument proteins might play a role in tegument assembly through LLPS.

The first identified human oncovirus is Epstein Barr virus (EBV), belonging to the gamma subfamily of the Herpesviridae family. EBV is closely related to multiple malignant tumors, including nasopharyngeal carcinoma and gastric cancer (63, 64). EBNA2 and EBNALP are two EBV-encoded transcription factors expressed early after EBV infection in the B cells (65). Co-expression of both proteins can drive quiescent B cells into the cell cycle and promote B cell transformation (66). Importantly, EBNA2 binding sites are positioned near the promoter and enhancer elements in viral and cellular genomes. Recent studies found that EBNA2 can be enriched in super-enhancer regions formed by many transcriptional enhancers (67–69).

Moreover, EBNA2, EBNALP, and other transcription factors could form condensate at super-enhancers via LLPS (70). Furthermore, EBNA2 can remodel chromatin topology through phase separation, resulting in the formation of accessible chromatin domains (ACDs) in the host genome. The N-terminal of EBNA2 is required for ACD induction and phase separation formation, whereas the C-terminal can recruit histone acetyltransferase p300 to ACDs for acetylation of ACDs (71). As a result, phase segregation theoretically supports further epigenetic regulation of chromatin activation and genomic transcription.



Phase separation regulates RNA virus replication

The effects of phase separation on virus replication were well explored in the N protein of SARS-CoV-2. The genomes of SARS-CoV-2 are encapsulated by N protein. The presence of several RNA binding domains in this nucleocapsid protein, including low-complexity areas and oligomerization domains, suggests that N protein can create biomolecular condensates (72). It has been demonstrated that N proteins can undergo LLPS in vitro. The turbidity experiments revealed that increased RNA concentration would enhance the turbidity of droplets (23). However, the turbidity decreases when RNA concentration exceeds a certain threshold due to the classical reentrant behavior (73). By measuring turbidity and spherical droplet size at different NaCl concentrations, it is found that electrostatic interactions inhibit the formation of LLPS mediated by N proteins and RNA (38). The LINK region of N protein contains a serine- and arginine-rich SR region. The phosphorylation of the SR region leads to the formation of salt bridges between the phosphate groups and arginine side chains, inhibiting N-protein and RNA-induced LLPS (23).

The N protein-mediated LLPS is a multifunctional protein involved in multiple infection processes. The SARS-CoV-2 requires RNA-dependent RNA polymerase (RdRp) and a series of cofactors during replication and transcription (74). Fluorescence co-localization experiments demonstrate that N proteins recruit RdRp/RNA complexes and promote virus replication. LLPS may promote ribonucleoprotein condensate formation while packaging viral RNA genomes into nascent virions (72). It is speculated that newly synthesized N proteins form pre-capsids with viral genomes via LLPS. Then the pre-capsids are released upon maturation and interact with structural proteins in the ER-Golgi intermediate compartment (ERGIC) for subsequent packaging (74–77).

In addition, various experiments have shown that N proteins can regulate the formation and function of SGs. SG formation can inhibit protein synthesis, limit energy consumption, repair stress-induced damage, and promote cell survival (78). However, SARS-CoV-2 can phosphorylate eIF2+ by activating the kinases PKR and PERK, which induce SG formation (79). However, SG formation does not inhibit viral proliferation, indicating that SARS-CoV-2 can counteract host cell responses (80). It has been shown that the stress granule assembly factors 1 and 2 (G3BP1/2) can interact with N proteins (81). Perdikari et al. further found that N proteins can partition into liquid phases formed by hnRNPA2, FUS, and TDP-43, demonstrating that N proteins can interact with many particle-associated heterogeneous nuclear ribonucleoproteins (hnRNPs) (38). Therefore, it is speculated that N proteins, once recruited to SG, may selectively sequester the key components in SG to convert SG into a site for promoting viral replication.



Phase separation regulates virus assembly

Here, we take HIV-1 as an example to demonstrate the role of phase separation in regulating virus assembly. HIV-1 has a complex viral life cycle as a retrovirus, including fusion, decapsulation, reverse transcription, and integration into the host cell to form a provirus, transcription of a large amount of positive-stranded RNA before exiting the nucleus. These positive-stranded RNAs can act as mRNAs directing the synthesis of viral proteins and as vRNAs assembled with the viral core proteins to form immature viral particles before budding and becoming mature viral particles (82–84). The balance between mRNA translation and RNA and core protein packaging is regulated by nucleocapsids-mediated LLPS.

HIV-1 Gag polyprotein precursor (also known as Pr55Gag) regulates viral assembly. The Gag is proteolytically sheared into multiple monomeric protein matrices (MA), capsid (CA), nucleocapsid (NC), p6 structural domain, and two spacer peptides SP1 and SP2 (85, 86). NC plays an important role in key cycle processes such as vRNA capsulization and Gag multimerization (87). The typical structural features of NC are two highly conserved CCHC-type zinc finger structures. NC also has a low-complexity, intrinsically disordered prion-like domain (43, 88). Anne Monette et al. showed that HIV-1 NC could form droplets through LLPS. NC-mediated LLPS induces translational silencing and drives viral assembly by affecting the balance between viral RNP and NC-mediated SG, resulting in the formation of infectious viral particles. To avoid viral RNP overgrowth leading to the production of dysfunctional viral particles, the formation of RNP is therefore also limited by NC-mediated SG. It has been shown that overexpression of NC protein leads to the induction of SG assembly (89).



Phase separation is involved in the formation of IBs

IBs are proved to be membraneless organelles (90). They play an important role in virus genomic replication and transcription. Like other membraneless organelles, RSV IBs are formed in the presence of N and P through LLPS. In the N-P complex, the C-terminus of P protein interacts with NNTD, and its N-terminus interacts with NCTD. Furthermore, the oligomerization domain and the C-terminal IDR of P are indispensable for forming IBs (91). VSV can form cytoplasmic inclusions with classical fluidic properties. When the inclusions are formed, RNA synthesis machinery is redistributed to inclusions, where RNA synthesis occurs (90). The cytoplasmic inclusions are membraneless structures. The live-cell fluorescence microscopy found that they are dynamic organelles capable of fission and fusion. In addition, cytoplasmic inclusions can maintain roundness induced by intrinsic surface tension. Moreover, the proteins in the inclusions can reversibly exchange with the cytoplasmic pool (21). Although belonging to the same Rhabdoviridae, VSV partially differs from RABV that formed the classical liquid compartments, Negri bodies (NBs), through LLPS (20, 91). In the case of RABV, the presence of N and P proteins can drive the formation of a very small NB, but for VSV, viral IBs were formed in the presence of N, P, and L proteins (21).



Impact of virus-driven phase separation on host antiviral innate immunity

Since the phase-separated region can specifically enrich a protein and its interacting proteins while excluding others, the virus might use this strategy to evade the host’s innate immune responses.

Recent studies have shown that LLPS plays an important regulatory role in the cGAS- stimulator of interferon genes (STING) immune pathway. cGAS is activated by cytoplasmic viral DNA and synthesizes the unique second messenger cyclic GMP- AMP (cGAMP) (92–94). cGAMP binds to the ER-localized junction protein STING and drives the conformational change of STING (95). STING can activate the TBK1-IRF3 pathway, promoting the production of type I IFN (96). The cGAS-STING pathway is regulated by LLPS in two ways.

On the one hand, cGAS can form a membrane-free cellular compartment through phase separation. cGAS has two structural domains: the C-terminal nucleotidyltransferase (NTase) domain and the non-fixed, positively charged N-terminal. These domains can induce LLPS by promoting the binding of cGAS to dsDNA through multivalent interactions (97). High concentrations of cGAS-DNA complexes can increase the activity of cGAS, promoting the synthesis of cGAMP.

On the other hand, viruses can also induce the formation of STING phase-separators through LLPS. Excess 2’3’-cGAMP was discovered to enable STING to form biomolecular agglutination in DNA virus-infected cells (98). It recruits excess intracellular STING and TBK1, but not IRF3, thereby inhibiting the phosphorylation of IRF3 and preventing overactivation of the cGAS-STING pathway (Figure 2) (99).




Figure 2 | The mechanism of STING phase separators interferes with innate immune signaling. In DNA virus-infected cells, the recognition of double-stranded DNA (dsDNA) by STING on the ER membrane is followed by activating the second messenger 2′3′-cGAMP generated by the DNA sensor cGAS. Due to low levels of 2′3′-cGAMP, STING is transferred to the Golgi apparatus, polymerized, and recruited to activate TBK1 and IRF3, promoting the production of cytokines such as type I interferon (IFN). However, when the concentration of 2′3′-cGAMP reaches a threshold, the STING phase separator forms, recruiting cGAMP and unphosphorylated TBK1 into liquid droplets, separating STING and TBK1 from its downstream signaling and preventing the overactivation of the innate immune response.



In addition, antiviral sensors isolated in IBs can suppress the activation of downstream pathways (50). Take the example of IBs formed by RSV. Initially, MAVS can activate cytosolic kinase IKK and TBK1 to activate transcription factors NF-κB and IRF3 (100). Lifland et al. found that MAVS and MDA5 are localized in IBs. Importantly, the proximity ligation assay showed that RSV N proteins co-localize with MAVS and MDA5 in IBs (101). Consequently, sequestering MAVS and MDA5 into IBs leads to the strong inhibition of type I interferon production. Furthermore, Fatoumatta et al. observed that p65 recruited into IBs can block the NF-κB signaling pathway (53).





Conclusion

The role of phase separation in viral adsorption, replication, assembly, and release is a hot topic. Biomolecular condensates formed through LLPS can concentrate replication machinery, facilitate viral gene transcription and expression, and regulate innate immune responses by constraining the host sensors in IBs. As a result, phase separation offers a new perspective on viral replication, assembly, and egress within the host cell and a promising treatment strategy for viral infections.

However, the underlying mechanisms of LLPS’s formation and action during viral replication, capsid assembly, progeny egress, and antiviral immune regulation remain unknown. All macromolecules can form a network through multivalent interaction, resulting in phase separation. The intracellular environment, on the other hand, is harsh. How do viral proteins recognize and interact before aggregating at a certain concentration? How do viruses maintain the right balance of LLPS assembly and disassembly to meet the needs of viral replication during the infection? The phase separation phenomenon has only been observed in RNA viruses; however, it is unknown whether phase separation occurs during most other DNA viral infections and HSV-1 and EBV.

Moreover, the proteins’ multivalency is indispensable for forming phase separation. Proteins containing intrinsically disordered regions (IDRs) or SRC homology 3 (SH3) repeats can interact, forming condensates. Viral proteins, like HSV-1 UL11 and ICP4, have IDRs, which can drive the formation of condensates. In addition to IDRs, other modules, like SH3 repeats, and multiple proline-rich motifs (PRM) repeats, are also involved in the multivalent interactions between proteins, leading to the formation of multimers. The formation of multimers can drive the formation of LLPS. Additionally, SH3 repeats and PRM repeats can usually be found in eukaryotic protein. So, it can be presumed that viral proteins may not have these modules and cannot mediate the formation of LLPS through these modules.

Furthermore, the investigation of LLPS’s roles in antiviral immune regulation, such as the cGAS-STING signaling pathway, is still early. It is unclear whether LLPS is involved in other immune response processes like the oligomerization of the cytosolic viral RNA sensors RIG-I and MDA5 and the formation of the inflammasome. More exciting findings on the roles of LLPS in immune regulation are expected to emerge. Overall, LLPS provides a solid theoretical foundation for understanding viral infection. Further investigations into the underlying mechanism of LLPS formation and its roles during viral infections will aid in developing novel antiviral therapies.
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DEAD-box RNA helicase 21 (DDX21), also known as RHII/Gu, is an ATP-dependent RNA helicase. In addition to playing a vital role in regulating cellular RNA splicing, transcription, and translation, accumulated evidence has suggested that DDX21 is also involved in the regulation of innate immunity. However, whether DDX21 induces or antagonizes type I interferon (IFN-I) production has not been clear and most studies have been performed through ectopic overexpression or RNA interference-mediated knockdown. In this study, we generated DDX21 knockout cell lines and found that knockout of DDX21 enhanced Sendai virus (SeV)-induced IFN-β production and IFN-stimulated gene (ISG) expression, suggesting that DDX21 is a negative regulator of IFN-β. Mechanistically, DDX21 competes with retinoic acid-inducible gene I (RIG-I) for binding to double-stranded RNA (dsRNA), thereby attenuating RIG-I-mediated IFN-β production. We also identified that the 217–784 amino acid region of DDX21 is essential for binding dsRNA and associated with its ability to antagonize IFN production. Taken together, our results clearly demonstrated that DDX21 negatively regulates IFN-β production and functions to maintain immune homeostasis.
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Introduction

Innate immunity is the first line of host defense against viral infections and is triggered by pattern recognition receptors (PRRs). Several PRRs are mobilized to sense viral nucleic acids, ultimately leading to the induction of interferons (IFNs). Toll-like receptors (TLRs), retinoic acid-inducible gene I-like (RIG-I) receptors (RLRs), and cytoplasmic DNA receptors are the three main PRRs involved in the recognition of viral pathogen-associated molecular patterns (PAMPs). DEAD-box helicases (DDXs), which contain at least 12 conserved motifs, belong to helicase superfamily 2 and are a class of enzymes that are essential to all living organisms. DDXs are involved in various cellular processes (1, 2), including binding and unwinding nucleic acid strands (DNA, RNA, or RNA-DNA hybrids) (3). Additionally, growing evidence shows that DDXs are involved in innate immunity by sensing viral nucleic acids or regulating downstream signaling pathways (4, 5). RIG-I, also known as DDX58, is a member of the RLR as well as DDX family and responsible for the recognition of cytoplasmic double-stranded RNA (dsRNA); DDX41 recognizes intracellular DNA and bacterial cyclic dinucleotides (6); and DDX3 promotes downstream antiviral signaling by binding to the TANK-binding kinase 1 (TBK1) and inhibitor of kappa B kinase ϵ (IKKϵ) (7), all of which lead to IFN expression. Conversely, overproduction of IFN-I is detrimental and potentially lethal to the host, so preventing its harmful overproduction is essential to maintain the balance of innate and adaptive immunity. Several DEAD-box helicases have been identified that negatively regulate the production of IFN-I to maintain immune homeostasis. For example, DDX24 negatively regulates cytosolic RNA–mediated IFN-I signaling by competing with RIG-I for RNA (8), DDX19 inhibits IFN-I production by disrupting TBK1-IKKϵ- interferon regulatory factor 3 (IRF3) interactions (9), and DDX46 inhibits IFN production by entrapping m6A-demethylated antiviral transcripts, preventing their translation (10, 11).

DDX21, a well-known member of the DDX family, possesses all the characteristic motifs required for DEAD-box helicase function. DDX21 also contains an atypical FRGQR repeat at its C-terminus that contributes to its RNA binding and RNA folding activities (12), allowing it to directly bind rRNA and snoRNA and facilitate rRNA transcription, processing, and modification (13–16). Furthermore, DDX21 is responsible for the unwinding of RNA or RNA/DNA hybrid strands, such as dsRNA, R-loops, and G-quadruplex, depending on its ATPase activity, RNA helicase activity (17), and RNA folding enzyme activity (12, 18). Notably, DDX21 completes cellular processes through enzymatic, but it also exhibits non-enzymatic functions. The role of DDX21 in innate immunity has also been reported. A previous study showed that DDX21, together with DDX1 and DHX36, binds to the adaptor protein TRIF and senses dsRNA to activate the IFN signaling pathway, which is independent of RLRs. Briefly, DDX1 binds to dsRNA via the helicase A structural domain and then recruits DDX21 to mediate the interaction of DDX1 with DHX36. DDX21 and DHX36 bind to the TIR domain of TRIF via their PRK and HA2-DUF domains, respectively, and activate the IFN-I and NF-κB pathways. Knockdown of DDX21 negatively regulates poly (I: C), influenza A virus, or reovirus-induced IFN-I production (19). A recent study showed that DDX21 may balance viral/ligand-induced innate immune signaling by downregulating IFN-β expression. Vesicular stomatitis virus (VSV) infection and poly (I: C) treatment resulted in caspase-dependent cleavage of DDX21 at D126, facilitating its nuclear to cytoplasmic translocation. Cleaved DDX21 inhibits IFN-β production by preventing the assembly of the DDX1-DDX21-DHX36 complex, and knockdown of DDX21 inhibited IFN-β production, whereas overexpression of DDX21 did not affect IFN-β production. Interestingly, knockdown of DDX21 inhibits VSV replication and overexpression of DDX21 promotes VSV replication (20). In addition, overexpression of DDX21 has been reported to promote the activation of IFN-β promoters induced by dengue virus infection or background (21). Obviously, DDX21 antagonism or induction of IFN-I production remains controversial. Previous results on DDX21 regulation of the innate immune response were achieved by overexpression or small RNA interference assays. Moreover, the effect of DDX21 knockout on the innate immune response and whether DDX21 is involved in RLR-mediated innate immunity remains unclear.

In this study, a DDX21-knockout HEK-293T cell line was constructed by CRISPR/cas9 technology. DDX21 was shown to negatively regulate the production of IFN-β. Further analysis revealed that DDX21 inhibits dsRNA-mediated activation of Interferon regulatory factor 3 (IRF3) and NF-κB. Furthermore, we demonstrated that DDX21 is a dsRNA binding protein that antagonizes RIG-I recognition of viral dsRNA and attenuates dsRNA-mediated RIG-I signaling, leading to inhibition of IFN-β production.



Material and methods


Viruses and cells

Sendai Virus (SeV) was obtained from the Centre of Virus Resource and Information, Wuhan Institute of Virology, Chinese Academy of Sciences. VSV-GFP was gifted by Zhigao Bu at the Harbin Veterinary Research Institute of the Chinese Academy of Agricultural Sciences. HEK-293T cells were obtained from the China Center for Type Culture Collection (CCTCC) and cultured at 37°C in 5% CO2 in Dulbecco’s modified Eagle’s medium (DMEM/High glucose; HyClone, USA) supplemented with 10% heat-inactivated fetal bovine serum (FBS; PAN, USA) and 1% antibiotics (penicillin and streptomycin).



Plasmid construction

The DNA fragment encoding DDX21 was amplified from cDNAs of HeLa cells and cloned into the pCAGGS vector with an N-terminal Flag or hemagglutinin (HA) tag to generate the expression plasmids pCAGGS-Flag-DDX21 and pCAGGS-HA-DDX21. The mutants of DDX21 (DDX21-K236E, DDX21-S375L, and DDX21-M4) were constructed by site-directed mutagenesis and named pCAGGS-Flag-DDX21-K236E, pCAGGS-Flag-DDX21-S375L and pCAGGS-Flag-DDX21-M4, respectively. A series of wild-type DDX21 truncation mutants were amplified by overlapping extension PCR using pCAGGS-Flag-DDX21 as a template and then cloned into the pCAGGS vector with an N-terminal Flag. IFN-β-Luc, NF-κB-Luc, and IRF3-Luc vectors have been described previously (22). The expression plasmids for Flag-tagged RIG-I, melanoma differentiation associated gene 5 (MDA5), Mitochondrial antiviral-signaling protein (MAVS/IPS1), TBK1, IKKϵ, and IRF3 have also been described previously (23).



Dual-luciferase reporter assays

HEK-293T cells cultured in 24-well plates were co-transfected with 1 µg of the indicated expression plasmids or empty plasmids, 0.1 µg reporter plasmids (IFN-β/IRF3/NF-κB), and 0.02 µg pRL-TK reference plasmid (Promega, Madison, Wisconsin, USA) using jetPRIME (Polyplus, Illkirch, France) following the manufacturer’s instructions. At 24 h post-transfection (hpt), the cells were infected with SeV (10 hemagglutinating activity units/well) or transfected with poly (I: C) (In vivo Gen, Carlsbad, CA, USA) for 12 h. Firefly and Renilla luciferase activities from lysed cells were evaluated using the dual-luciferase reporter assay system following the instructions described by the manufacturer (Promega). Representative data from three independently conducted experiments were examined and data are expressed as the relative firefly luciferase activities with normalization to the Renilla luciferase activity.



siRNA knockdown

The small interfering RNA (siRNA) targeting DDX21 (siDDX21) and negative control siRNA (NC) were designed and synthesized by Genepharma (Suzhou, China). The sequences used in our study are as follows: siDDX21, 5′-GCAUGAGGAAUGGGAUUGATATT-3′, and NC 5′-UUCUCCGAACGUGUCACGUTT-3′. HEK-293T cells with 60% confluency were transfected with 50 pmol of siRNA using jetPRIME (Polyplus) following the manufacturer’s instructions.



RNA extraction and quantitative real-time PCR

Total cellular RNA was extracted using TRIzol reagent (Invitrogen) and 1 µg RNA of each sample was subsequently reverse transcribed to cDNA with the First Strand cDNA synthesis kit (Roche, Mannheim, Germany). The resulting cDNA was then used as the template for SYBR Green qPCR assay (Applied Biosystems, Foster City, CA, USA). The individual mRNA transcripts were assayed three times and relative mRNA expression levels were normalized to the expression of β-actin mRNA. All real-time PCR reactions were performed in an ABI 7500 real-time PCR system (Applied Biosystems). The qRT-PCR primers used in this study are shown in Table S1.



Western blot analysis

Cells were lysed in lysis buffer (4% SDS, 3% dithiothreitol [DTT], 0.065 mM Tris-HCl [pH 6.8], 30% glycerin) supplemented with a protease inhibitor cocktail and a phosphatase inhibitor cocktail (Sigma, Shanghai, China). Equal amounts of proteins were separated by 10% SDS-PAGE and then transferred to a polyvinylidene difluoride (PVDF) membrane. The membrane was blocked with 5% nonfat milk in TBST with 0.1% polysorbate-20 followed by incubation with the indicated primary antibodies at 37°C for 3 h: rabbit anti-IRF3, p-IRF3, IKKϵ, p-IKKϵ, p65, p-p65, and RIG-I polyclonal antibodies (ABclonal, Wuhan, China); rabbit anti-STAT1, p-STAT1, STAT2, and p-STAT2 polyclonal antibodies (Cell Signaling Technology, Boston, USA); rabbit anti-DDX21 polyclonal antibodies (NOVUS, St. Louis, Missouri, USA); and mouse anti-β-actin, anti-Flag, and anti-HA antibodies (MBL, Beijing, China). After three washes in TBST, the membranes were incubated with horseradish peroxidase (HRP)-conjugated secondary antibodies (Beyotime, Shanghai, China) for 1 h at room temperature. Following washing, the membrane was visualized using enhanced chemiluminescence (ECL) reagents (BIO-RAD, USA). Expression of β-actin was used as a loading control.



Co-immunoprecipitation assay

HEK-293T cells were co-transfected with expression plasmids encoding HA-DDX21 and Flag-RIG-I for 30 h. Cells were harvested and lysed on ice with lysis buffer (50 mM Tris-HCl, 150 mM NaCl, 1% NP-40, 10% glycerin, 0.1% SDS, and 2 mM Na2EDTA) for 30 min at 4°C. A portion of each supernatant from the lysed cells was used as whole-cell lysate (WCL). The remaining supernatants from the lysed cells were precipitated with mouse anti-HA monoclonal antibody (MBL) for 8 h at 4°C, followed by the addition of protein A+G agarose beads (Beyotime) for 4 h. The beads were collected by centrifugation at 3000 rpm for 5 min and washed three times with cell lysis buffer. The beads were resuspended in SDS-PAGE loading buffer and boiled at 95°C for 5 min. The samples and WCL samples were separated by SDS-PAGE and transferred to PVDF membranes, followed by western blotting analyses with the indicated antibodies.



Poly (I: C) pulldown assay

HEK-293T cells cultured in a 60-mm plate were transfected with 3 µg of pCAGGS-Flag-RIG-I, pCAGGS-Flag-DDX21, or empty vector for 24 h. The cells were collected and lysed in 400 µl lysis buffer supplemented with a cocktail of protease inhibitors (Beyotime). The cellular lysates were mixed with the prepared poly (I: C)-coated agarose bead suspension and incubated at 4°C for 4 h. The beads were centrifuged and washed three times with 1 mL of lysis buffer, followed by western blot assay using mouse anti-Flag antibody as the primary antibody.



Generation of DDX21 knockout cells

The CRISPR/Cas9 system was used to generate DDX21 knockout cells. DDX21-specific guide RNA (gRNA) was designed using the online CRISPR design tool (https://zlab.bio/). RNA oligonucleotides were annealed and cloned into the PX458 vector. The plasmid was transfected into HEK-293T cells for 36 h. Cells were digested with trypsin, and individual cells with green fluorescence were sorted by flow cytometry and inoculated into 96-well plates, ensuring one cell per well. Cell clones were sequenced to ensure that both alleles of the cell line contained frameshift mutations. In addition to PCR validation, western blot was also performed using the DDX21 antibody. The selected clones demonstrating unaltered DDX21 expression were used as wild-type (DDX21+/+) clones, while the clones deficient in DDX21 were used as DDX21-/- clones. The target sequences for guide RNA were as follows: DDX21 guide RNA 1: 5′-TTACAGTCCGGTTCAGGATG-3′, DDX21 guide RNA 2: 5′-AGTGAAGCTGCCAGTGAAGA-3′.



Statistical analysis

Statistical analysis was performed using GraphPad Prism 8. Two-tailed unpaired t-tests were used to determine the significance of differences between groups. A p-value less than 0.05 was considered to be statistically significant.




Results


Knockout of DDX21 enhances cytoplasmic RNA-induced IFN-β production

To ascertain the role of DDX21 in the IFN-I production pathway, we constructed DDX21 knockout HEK-293T cells using CRISPR/Cas9 technology with DDX21 guide RNA 1 editing. The knockout cell line HEK-293T DDX21-/- was confirmed at the DNA and protein levels (Figures 1A, B). Next, SeV-induced IFN-β production was analyzed by qRT-PCR in both DDX21-/- and DDX21+/+ cells. As shown in Figure 1C, IFN-β mRNA expression was significantly upregulated in DDX21-/- cells compared with DDX21+/+ cells. In addition, overexpression of DDX21 in DDX21-/- cells (a rescue experiment) also confirmed that DDX21 negatively regulates SeV-induced IFN-β production (Figure 1D). To exclude the off-target effect of CRISPR/Cas9, a DDX21 knockout cell line with DDX21 guide RNA 2 editing was used to assess IFN-β production. The qRT-PCR results showed that the deletion of DDX21 upregulated SeV-induced IFN-β mRNA expression, which was consistent with the results of Figure 1C (Figures S1A, B). These data suggest that DDX21 negatively regulates IFN-β production.




Figure 1 | Knockout of DDX21 enhances cytoplasmic RNA–induced IFN-β production. (A, B) Genomic DNA and cellular lysates from DDX21+/+ and DDX21-/- cells were subjected to sequencing PCR (A) and western blot assay with anti-DDX21 polyclonal antibody (B). (C) DDX21+/+ and DDX21-/- cells were seeded in 24-well plates, followed by infection with SeV (10 hemagglutination units/well). At 12 h post-infection (hpi), the cells were collected for qRT-PCR analysis for detection of IFN-β mRNA expression. (D) qRT-PCR analysis of IFN-β mRNA expression in DDX21-/- cells transfected with pCAGGS-Flag-DDX21 or empty vector followed by infection with SeV for 12 h Protein expression was evaluated by western blot assay (right blots). The experiment was repeated at least three times and the data shown are the means ± SD (n=3) of single representative experiments (**P < 0.01; ***P < 0.001). ns, not significant.



Given that DDX21 inhibits SeV-induced IFN-β production and that SeV as an RNA virus is a potent activator of the RLR pathway (24), we speculated that the inhibition of IFN-β is triggered by RNA. Poly (I: C) was used to assess the inhibition of IFN-β by DDX21 in the RNA-induced IFN signaling pathway. As shown in Figure S2, knockout of DDX21 significantly upregulated poly (I: C)-induced IFN-β mRNA expression. These data further demonstrate that DDX21 exerts a negative regulatory effect on cytoplasmic RNA signaling events in cells.



DDX21 attenuates SeV-induced IRF3 and NF-κB activation

IRF3 and nuclear factor kappa B (NF-κB) are key transcription factors that mediate IFN production in the RLR pathway, and phosphorylated IRF3 and NF-κB subunit p65 (p-IRF3 and p-p65) are their activated forms (24). To analyze whether DDX21 affects the activation of IRF3 and NF-κB, DDX21-/- or DDX21+/+ cells were stimulated by SeV, followed by western blot analysis. As shown in Figure 2A, DDX21 deficiency enhanced SeV-induced phosphorylation of IRF3 and p65. The same results were observed in DDX21 knockout cells edited by DDX21 guide RNA 2, excluding off-target effects (Figure S1C). HEK-293T cells were transfected with pCAGGS-Flag-DDX21 together with the luciferase reporter plasmids IRF3-Luc or NF-κB-Luc and pRL-TK, followed by dual-luciferase reporter assay. The results showed that SeV-induced IRF3 (Figure 2B) and NF-κB (Figure 2C) activation were compromised by overexpression of DDX21. These results strongly support a role for DDX21 as an IFN antagonist, blocking the activation of IRF3 and NF-κB in the SeV-induced RLR signaling pathway.




Figure 2 | DDX21 attenuates SeV-induced IRF3 and NF-κB activation. (A) DDX21+/+ and DDX21-/- cells cultured in 6-well plates were infected with SeV or left untreated for 12 h, followed by western blot analysis with primary antibodies against DDX21, total IKKϵ, total p65, total IRF3, phosphorylated IKKϵ, phosphorylated p65, phosphorylated IRF3, and β-actin. (B, C) HEK-293T cells were transfected with pCAGGS-Flag-DDX21 or empty vectors, together with IRF3-Luc (B) or NF-κB-Luc (C), and pRL-TK receptor plasmids, followed by SeV stimulation for 12 h and dual-luciferase reporter assays. IRF3 -Luc (B) and NF-κB-Luc (C) contain four copies of the IRF3- or NF-κB-binding motif in front of a luciferase reporter gene, respectively. The experiment was repeated at least three times and the data shown are the means ± SD (n = 3) of single representative experiments (**P< 0.01; ***P < 0.001).





DDX21 deficiency enhances anti-RNA viral responses

Several signal transduction pathways are involved in IFN production. Generated IFN-β binds to the interferon receptor and activates the JAK-STAT pathway, inducing the expression of interferon-stimulated genes (ISGs) to establish a cellular antiviral state (25, 26). To further investigate whether the deletion of DDX21 affects the expression of ISGs, we examined total and phosphorylated levels of key signaling molecules in the IFN signal transduction pathway. DDX21-/- and DDX21+/+ cells were stimulated by SeV, followed by western blot analysis. As shown in Figure 3A, the phosphorylation levels of the above-mentioned signaling molecules were significantly up-regulated in SeV-infected cells compared with mock-infected cells. The expression levels of phosphorylated STAT1 (p-STAT1) and p-STAT2 were significantly up-regulated in DDX21-/- cells compared with DDX21+/+ cells, but there was no difference in the total protein levels, confirming that knockout of DDX21 promotes SeV-induced RLR signaling. The effect of DDX21 knockout on SeV-induced mRNA expression of ISGs was further examined by qRT-PCR. As shown in Figures 3B–D, the mRNA levels of ISG15, Mx1, and OAS1 were significantly upregulated in DDX21-/- cells compared with DDX21+/+ cells. To further confirm the above results, we performed IFN bioassays using IFN-sensitive vesicular stomatitis virus expressing green fluorescent protein (VSV-GFP). Replication levels of VSV-GFP were inversely correlated with IFN-α/β levels secreted in DDX21-/- and DDX21+/+ cells. IFA and western blot results showed that the supernatant of SeV-infected cells significantly inhibited the replication of VSV-GFP compared with the mock-infected cells, as demonstrated by the reduced green fluorescent signal and GFP expression. However, SeV-infected DDX21-/- cells supernatants inhibited VSV-GFP replication more strongly compared with DDX21+/+ cells, as evidenced by the lower level of green fluorescent signal and GFP expression in the DDX21-/- cell group (Figures 3E, F). Taken together, these results demonstrate that DDX21 deficiency enhances anti-RNA viral responses.




Figure 3 | DDX21 deficiency enhances anti-RNA viral responses. (A–D) DDX21+/+ and DDX21-/- cells cultured in 6-well plates were infected with SeV or left untreated. The cells were harvested at 12 hpi for western blot analysis with primary antibodies against DDX21, β-actin, total STAT1, total STAT2, phosphorylated STAT1, and phosphorylated STAT2 (A) or qRT-PCR for detecting the mRNA levels of ISG15 (B), Mx1 (C), and OAS1 (D). (E, F) DDX21+/+ and DDX21-/- cells cultured in 24-well plates were infected with SeV or left untreated for 12 h The supernatant was harvested, treated by UV irradiation, and then overlaid onto fresh HEK-293T cells in 24-well plates. At 24 hpt, cells were infected with VSV-GFP. At 12 hpi, VSV-GFP replication was detected by fluorescence microscopy (E) or western blot with primary antibodies against GFP and β-actin (F). Bar, 50 μm. The numbers below the images represent the rate of GFP to β-actin via ImageJ software analysis. The experiment was repeated at least three times and the data shown are the means ± SD (n=3) of single representative experiments (*P < 0.05; ***P < 0.001.





DDX21 fails to disrupt IFN-β promoter activation driven by RIG-I, MDA5, MAVS, TBK1, IKKϵ, or IRF3

SeV is a strong inducer of the RLR-mediated IFN-β signaling pathway (24). Thus, the finding that DDX21 inhibits SeV-mediated activation of IRF3 and NF-κB suggests that DDX21 blocks the SeV-induced RLR-mediated IFN signaling pathway. To determine at which step of the RLR pathway DDX21 exerts its activity, we examined the effect of DDX21 on the production of IFN-β induced by a series of key signaling molecules in the RLR signaling pathway, including RIG-I (Figure 4A), MDA5 (Figure 4B), IPS1 (Figure 4C), TBK1 (Figure 4D), IKKϵ (Figure 4E), and IRF3 (Figure 4F). The results showed that in comparison with results in the corresponding empty vector-transfected cells, these key signaling molecules significantly induced IFN-β promoter activation, but the enhanced activation was not inhibited by DDX21 expression. These results suggest that DDX21 may act as a negative regulator of IFN-β either upstream of RIG-I or RIG-I level during SeV infection.




Figure 4 | DDX21 fails to disrupt IFN-β promoter activation driven by RIG-I, MDA5, IPS1, TBK1, IKKϵ, or IRF3. (A–F) HEK-293T cells were co-transfected with IFN-β-Luc, pRL-TK, and pCAGGS-Flag-DDX21 along with constructs expressing RIG-I (A), MDA5 (B), IPS1 (C), TBK1 (D), IKKϵ (E), and IRF3 (F), respectively. Dual-luciferase reporter assay was performed 24 h after transfection. The relative firefly luciferase activity was relative to that of untreated empty vector control, with normalization of the Renilla reniformis luciferase activity. The expression of DDX21 protein was verified by western blotting with an anti-Flag antibody. β-actin served as a protein loading control. The results were repeated at least three times and the data shown are the means ± SD (n=3) of single representative experiments (n.s, no significant).





DDX21 neither interacts with RIG-I nor affects its expression

Both RIG-I (DDX58) and DDX21 belong to the DEAD-box helicase family and have a similar functional domain. To further determine whether DDX21 targets RIG-I level to affect its function, DDX21-/- or DDX21+/+ cells in monolayer culture were treated with poly (I: C) or SeV for 12 h, followed by qRT-PCR and western blot assay for evaluation of the mRNA and protein levels of RIG-I. As shown in Figure 5A and Figure 5B, DDX21 knockout did not affect the mRNA and protein levels of RIG-I. Similar results were observed in cells transfected with various concentrations of DDX21 plasmid (Figure 5C). Moreover, co-immunoprecipitation results confirmed that DDX21 does not interact with RIG-I (Figure 5D). These results suggest that the inhibition of IFN-β production by DDX21 may occur at the RIG-I-dsRNA recognition step.




Figure 5 | DDX21 neither interacts with RIG-I nor affects its expression. (A, B) DDX21+/+ and DDX21-/- cells cultured in 6-well plates were stimulated with SeV or transfected with poly (I: C) for 12 h, followed by qRT-PCR and western blot assay for detecting the relative mRNA level (A) and protein expression (B) of RIG-I. (C) HEK-293T cells cultured in 6-well plates were transfected with increasing amounts (0.375, 0.75, 1.5, or 3 µg) of plasmids encoding Flag-DDX21. At 24 hpt, the cells were collected for western blot analysis with primary antibodies against RIG-I, Flag, and β-actin. (D) HEK-293T cells cultured in 60-mm dishes were co-transfected with expression plasmids encoding HA-DDX21 and Flag-RIG-I. At 24 hpt, the cells were lysed and subjected to immunoprecipitation analysis with an anti-Flag antibody. The whole-cell lysates (WCL) and immunoprecipitation (IP) complexes were analyzed by western blot using anti-Flag, anti-HA, or anti-β-actin antibodies. The experiment was repeated at least three times and the data shown are the means ± SD (n=3) of single representative experiments (n.s, not significant).





DDX21 competes with RIG-I to bind dsRNA

RIG-I activates the IFN signaling pathway by recognizing and binding dsRNA (27). DDX21 is an RNA binding protein that directly binds various RNAs (12, 13). Therefore, it is reasonable to speculate that DDX21 competes with RIG-I to bind dsRNA for inhibition of IFN-β production. To verify this hypothesis, we first examined the ability of DDX21 to directly associate with RNA species. An RNA pulldown assay was performed by poly (I: C)-coated agarose beads, which have been widely used to identify RNA-binding proteins such as MERS-CoV 4a and Ebola VP35 (28, 29). RIG-I served as a positive control because it has been proven to interact directly with poly (I: C) (30). As seen in Figure 6A, RIG-I bound to poly (I: C)-coated agarose beads but not bound to poly (C)-coated agarose beads, while DDX21 bound both poly (I: C)-coated agarose beads and poly (C)-coated agarose beads, indicating that DDX21 is both a dsRNA and single-strand RNA (ssRNA) binding protein.




Figure 6 | DDX21 competes with RIG-I for binding dsRNA. (A) (A) HEK-293T cells were transfected with expression plasmids encoding Flag-RIG-I, Flag-DDX21, or empty vector. Cells were lysed at 24 hpt and supernatant was incubated with poly (C)- or poly (I: C)-coated agarose beads for 4 h at 4°C. The beads were washed three times with lysis buffer by centrifugation, followed by western blot with an antibody against Flag. Poly (I: C)-coated agarose beads were prepared from poly (C)-coated beads (Sigma), which were incubated with 2 mg/ml of poly (I) (Sigma) for 1 h at 56°C. (B) HEK-293T cells were transfected separately with expression plasmids encoding Flag-RIG-I or HA-DDX21 for 24 h Cell lysates overexpressing DDX21 were incubated with an equal volume of cell lysates overexpressing RIG-I and then treated with poly (I: C)-coated agarose beads for 4 h at 4°C. The beads were washed three times with lysis buffer and then subjected to western blot analysis.



To investigate whether DDX21 disrupts the binding of RIG-I to dsRNA, a competition assay was performed using poly (I: C) pulldown assays. HEK-293T cells were transfected with RIG-I plasmid or various concentrations of DDX21 expression plasmids for 24 h, and then the cells were collected for poly (I: C) pulldown analysis. The lysates from cells transfected with RIG-I expression plasmids were incubated with lysates from cells transfected with increasing concentrations of the DDX21 expression plasmid, followed by supplementation with prepared poly (I: C)-coated agarose beads for 4 h at 4°C. Bound RIG-I was then detected by western blotting. As shown in Figure 6B, the expression levels of RIG-I and DDX21 proteins were detected in WCL; however, significantly smaller amounts of RIG-I coimmunoprecipitated with poly (I: C)-coated agarose beads were detected with increasing concentrations of DDX21 protein. These results indicate that DDX21 at least partially functions to block the recognition or binding of dsRNA by RIG-I, leading to the antagonism of IFN-β production.



The amino acids 217–784 of DDX21 are essential for binding dsRNA to inhibit IFN-β production

To determine the region of DDX21 responsible for binding dsRNA, a series of truncation mutants with N-terminal Flag tags were constructed on the basis of the reported functional domains of DDX21, which contains an N-terminal domain [amino acids (aa) 1 to 396], a Helicase ATP binding domain (aa 217 to 396), a Helicase c-terminal domain (aa 397 to 573), and a C-terminal domain (aa 574 to 784) that has been reported previously to be responsible for RNA binding (31, 32) (Figure 7A). HEK-293T cells were transfected with plasmids expressing Flag-tagged DDX21 or truncation mutants, followed by a poly (I: C) pulldown assay. As shown in Figure 7B, all truncation mutants were expressed at roughly equivalent levels in HEK-293T cells, and the pulldown assay demonstrated that the full-length DDX21, DDX21 1–396 (aa 1–396), DDX21 1–573 (aa 1–573), DDX21 217–784 (aa 217–784), DDX21 397–784 (aa 397–784), and DDX21 574–784 (aa 574–784) had the ability to bind dsRNA, but DDX21 1–216 (aa 1–216) lacked this ability. These results suggest that aa 217–784 of DDX21 are pivotal for dsRNA binding.




Figure 7 | The aa 217–784 region of DDX21 is essential for binding dsRNA to inhibit IFN-β production. (A) Schematic representation of DDX21 WT and the truncation mutants. (B, C) HEK-293T cells were co-transfected with expression plasmids encoding Flag-tagged DDX21-WT or the truncation mutants. Cells were lysed at 24 hpt, and supernatants were examined in poly (I: C) pulldown assay (B) or dual-luciferase reporter assay (C). The experiment was repeated at least three times and the data shown are the means ± SD (n=3) of single representative experiments (**P < 0.01; ***P < 0.001; n.s, not significant).



To further analyze whether the inhibition of IFN-β production by DDX21 is dependent on aa 217-784, HEK-293T cells were transfected with truncation mutants of DDX21, together with IFN-β-Luc and pRL-TK reporter plasmids, followed by stimulation with SeV, and subjected to dual-luciferase reporter analysis. As shown in Figure 7C, SeV stimulation notably induced the activation of the IFN-β promoter, but the increased activation was significantly lower in the presence of the full-length DDX21, DDX21 1–396, DDX21 1–573, DDX21 217–784, DDX21 397–784, and DDX21 574–784, suggesting that aa 217–784 of DDX21 are critical for suppressing SeV-induced activation of the IFN-β promoter. We conclude that DDX21 blocks IFN-β signaling by competing with RIG-I to bind dsRNA through the aa 217–784 structural domain.



DDX21 antagonizes IFN-β independently of its ATPase, RNA helicase, and foldase activities

DDX21 belongs to the DEAD-box RNA helicase family, and lysine 236 (Lys 236) and serine 375 (Ser 375) are highly conserved among DDX proteins and play key roles in its ATPase activity and RNA helicase activity, respectively. Mutating Lys 236 to glutamate (Glu) or Ser 375 to leucine (Leu) eliminates its ATPase activity or RNA helicase activity, respectively (33). In addition, DDX21 has an ATP-independent RNA foldase activity motif within the C-terminus, consisting of three repeating FRGQR sequences and one PRGQR sequence, and mutation of the PRGQR residues to YEGIQ has been previously shown to eliminate the foldase activity of DDX21 (17). To investigate whether DDX21 antagonization of IFN-β depends on its enzymatic activities, we constructed three enzyme activity-deficient mutants of DDX21: DDX21-K236E (only lacking ATPase activity), DDX21-S375L (only lacking RNA helicase activity), and DDX21-M4 (only lacking RNA foldase activity) (Figure 8A). HEK-293T cells were transfected with increasing doses of expression plasmids of these mutants, respectively. Dual-luciferase reporter assays showed that overexpression of the DDX21 mutants K236E, S375L, or M4 significantly inhibited IFN-β promoter activation in a dose-dependent manner with or without SeV stimulation, demonstrating that DDX21 inhibited IFN-β promoter activation independently of its ATPase, RNA helicase, and RNA foldase activities (Figures 8B–G).




Figure 8 | DDX21 antagonizes IFN-β independently of ATPase, RNA helicase, and foldase activities. (A) Schematic representation of DDX21 WT and mutants (K236E, S375L, M4). (B–G) HEK-293T cells cultured in 24-well plates were transfected with increasing amounts (0.1, 0.2, 0.4, or 0.8 g) of expression plasmids encoding Flag-DDX21-K236E, Flag-DDX21-S375L, or Flag-DDX21-M4, together with IFN-β-Luc and pRL-TK reporter plasmids for 24 h and then left untreated (B, D, F) or infected with SeV (C, E, G). At 12 hpi, cells were lysed and the cell supernatant was collected for dual-luciferase reporter assay. DDX21 expression was examined by western blot with an anti-Flag antibody. β-actin served as a protein loading control. The results were repeated at least three times and the data shown are the means ± SD (n=3) of single representative experiments (*P < 0.05; **P < 0.01; ***P < 0.001).






Discussion

DEAD-box RNA helicases are a class of ATP-dependent RNA helicases that are widely involved in various cellular RNA metabolism processes (34). They also play a crucial role in activating/inhibiting innate immune responses. Most DDXs are positive regulators of innate immunity (19, 35–38). However, increasing evidence suggests that DDXs also function as negative regulators involved in regulating excessive immune responses to maintain immune homeostasis (9–11, 20, 39). Here, we confirmed that DDX21 negatively regulates RLR-induced IFN-β production by knocking out DDX21 in HEK-293T cells using CRISPR/Cas9 technology. We found that DDX21 is a dsRNA/ssRNA binding protein that competes with RIG-I to bind dsRNA for inhibiting IFN-β production. The further study identified the key functional domain of DDX21 (aa 217–784) as essential for its ability to inhibit IFN-β production.

DDX21 has been implicated in viral RNA sensing as part of the innate immune response. However, previous reports on the effect of knockdown or overexpression of DDX21 on IFN production remain controversial. In one study, knockdown of DDX21 in dendritic cells inhibited poly (I: C), influenza A virus, and reovirus-induced activation of IFN-I and NF-κB pathways (19). Overexpression of DDX21 in HEK-293T cells promoted dengue virus-induced or background level activation of the IFN-β and ISRE promoters (21). Interestingly, a recent report showed that overexpression of DDX21 had no effect on IFN-β production but promoted VSV replication and that knockdown of DDX21 inhibited poly (I: C) and VSV-induced IFN-β production, as well as VSV replication (20). Notably, VSV has been reported to be an IFN-sensitive strain with a replication level that is inversely correlated with IFN expression (40, 41). In the present study, to exclude endogenous disruption, we knocked out DDX21 using CRISPR/Cas9 technology and investigated its effect on the IFN-β production. Our work confirmed that DDX21 negatively regulates IFN-β production; our findings using CRISPR/Cas9 technology provide more convincing results compared with previous reports using DDX21 knockdown or overexpression assays. In addition, we demonstrated that DDX21 knockout inhibited VSV-GFP replication, and IFN bioassay experiments confirmed that DDX21 knockout promoted IFN-β expression, which is consistent with previous reports. We speculate that the reason for the controversial findings may be due to the endogenous DDX21 expression and differences among various cell lines. Thus, further confirmation is needed by constructing DDX21 knockout cell lines in other cell types.

Previous studies reported that DDX21 induced the production of IFN-I mainly through the adaptor molecule TRIF (20, 42). However, how DDX21 affects the RLR pathway to regulate IFN-I production remains unclear. Viral RNA interacts with the helicase structural domain of RIG-I, inducing their conformational changes and allowing the CARD structural domain to interact with and activate MAVS, which drives the signaling cascade by activating the cytoplasmic kinases IKKϵ and TBK1, followed by the activation of NF-κB and IRF3. NF-κB and IRF3 act synergistically to induce IFN-I and other antiviral molecules (37, 43–45). Increasing evidence suggests that RIG-I is a target of immune regulation by various viral and host proteins. For example, murine hepatitis virus and SARS-CoV N proteins directly interact with the protein activator of protein kinase R (PACT), and the N-PACT interaction dissociates the association of PACT and RIG-I/MDA5, thereby inhibiting IFN-β production (46). Porcine reproductive and respiratory syndrome (PRRSV) N protein competes with TRIM25 for binding to RIG-I, inhibits the expression of TRIM25 and TRIM25-mediated ubiquitination of RIG-I, and antagonizes the production of IFN-β (47). Porcine deltacoronavirus (PDCoV) NS6 protein interacts with RIG-I/MDA5, which attenuates RIG-I/MDA5 binding to dsRNA, resulting in reduced RLR-mediated IFN-β production (48). DDX24 specifically binds to dsRNA to inhibit RIG-I-mediated signaling and negatively regulates IFN-I production. In this study, we confirmed that DDX21 can inhibit SeV-induced activation of IRF3 and NF-κB and negatively regulate SeV/poly (I: C)-mediated IFN-I signaling, Interestingly, DDX21 neither inhibited RIG-I-induced activation of the IFN-β promoter nor affected RIG-I expression but was able to bind dsRNA. A previous study demonstrated that the RIG-I CTD domain is responsible for selectively binding dsRNA (49) and that the expression of CTD inhibits RIG-I signaling and antagonizes SeV-induced IFN production (50). It is therefore plausible that DDX21 inhibits the SeV-induced RLR signaling pathway by competing with RIG-I for binding dsRNA. Competitive binding experiments with poly (I: C) pulldown also proved our speculation (Figure 7B).

The DDXs family of RNA helicases are a class of RNA-binding proteins. Previous reports have demonstrated that DDX21 can bind small nucleolar RNA (snoRNA), ribosomal (rRNA), and specific long non-coding RNA (lncRNA) (13, 14, 51). A recent report indicated that DDX21 interacts with G4 RNA and further confirmed that its C-terminal structural domain is necessary and sufficient for binding to G4 RNA (12). Our results indicate that DDX21 is a dsRNA- and ssRNA-binding protein with an RNA-binding region located at aa 217–784. Interestingly, gray values analysis of western blot shows that the C-terminus of DDX21 is the major dsRNA binding region, which is consistent with previous findings. In addition, previous studies have shown that RIG-I, MDA5, and Toll-like receptors 3 (TLR3) are the major PRRs that recognize dsRNA in the cytoplasm (52–57), while TLR7 and TLR8 are the major PRRs that recognize ssRNA in the cytoplasm (58, 59). Therefore, it is possible that DDX21 may function as a cytoplasmic RNA sensor, competing with other cytoplasmic PRRs to bind dsRNA/ssRNA independently of the DDX1-DDX21-DHX36 complex, thereby impairing signaling and negatively regulating immune responses. However, this possibility needs to be confirmed by further studies.

DDX21 has been shown to be a multifunctional enzyme with RNA helicase activity, ATPase activity, and RNA folding enzyme activity and is involved in almost all RNA-related processes (12, 16, 60). Moreover, we found that DDX21 interrupts RIG-I signaling by binding to dsRNA. Therefore, we explored the relationship between the enzymatic activity and dsRNA binding activity of DDX21 by constructing a series of function-deficient mutants of DDX21 to determine whether their effects on the IFN are related to its enzymatic activities. Unexpectedly, our results showed that the effects of DDX21 on inhibiting IFN-β production are independent of its ATPase, RNA unwinding, and RNA foldase activity.

In summary, we confirmed the inhibitory effect of DDX21 on dsRNA-induced IFN-β production using a DDX21 knockout HEK-293T cell line. Our results reveal a novel mechanism by which DDX21 negatively regulates IFN-β production by competing with RIG-I for binding to dsRNA through the aa 217–784 region. This study provides new insights into the function of the cytoplasmic dsRNA-binding protein DDX21 that negatively regulates the RLR pathway and maintains cellular homeostasis.
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The virus-induced signaling adaptor protein VISA (also known as MAVS, ISP-1, Cardif) is a critical adaptor protein in the innate immune response to RNA virus infection. Upon viral infection, VISA self-aggregates to form a sizeable prion-like complex and recruits downstream signal components for signal transduction. Here, we discover that BAG6 (BCL2-associated athanogene 6, formerly BAT3 or Scythe) is an essential negative regulator in the RIG-I-like receptor signaling pathway. BAG6 inhibits the aggregation of VISA by promoting the K48-linked ubiquitination and specifically attenuates the recruitment of TRAF2 by VISA to inhibit RLR signaling. The aggregation of VISA and the interaction of VISA and TRAF2 are enhanced in BAG6-deficient cell lines after viral infection, resulting in the enhanced transcription level of downstream antiviral genes. Our research shows that BAG6 is a critical regulating factor in RIG-I/VISA-mediated innate immune response by targeting VISA.
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Introduction

The immune system is composed of innate and adaptive immunity. Innate immune is the first line of defense, which resists the invasion of microbial pathogens. Pathogen-associated molecular patterns (PAMPs) are recognized by pattern recognition receptors (PRRs) to initiate signal cascades resulting in the activation of antiviral genes such as type I interferon and proinflammatory cytokines for clearance of invading pathogens (1, 2).

The PRRs include Toll-like receptors (TLRs), RIG-I-like receptors (RLRs), DNA sensors and NOD-like receptors (3, 4). RLRs include RIG-I, MDA5, and LGP2, sensing cytoplasmic RNA viruses (3). Both RIG-I and MDA5 contain a C-terminal domain that recognizes RNA ligand, two N-terminal caspase activation and recruitment domains, which are used to transfer signals, and a central DExD/H RNA helicase domain for RNA binding and facilitating ATP hydrolysis (5, 6). RIG-I and MDA5 have a common adaptor protein VISA (also termed MAVS, IPS-1, and Cardif) (7–10) located at mitochondria. Upon RNA virus infection, the RLRs mediated antiviral signaling is activated, VISA aggregates, and forms a large prion-like polymer, which recruits downstream molecules TRAFs, TBK1, IKK complex, and cIAP1/2 for signaling (11), resulting in the activation of IRF3 and NF-KB to initiate the transcription of antiviral genes.

Previous studies have shown that RIG-I, K63-Ub4, and SNX8 induce VISA aggregation and activate VISA signaling function (11, 12). TRIM31 promotes the aggregation of VISA by K63-linked ubiquitination (13). RNF125, RNF153, AIP4, A20, SMURF2, and MARCH5 are negative regulators that inhibit VISA signaling by K48-ubiquitinating and promoting proteasome degradation of VISA except for A20 (14–18). Besides, PINK1 inhibits the aggregation and signaling of VISA (19). Whether other molecules negatively regulate VISA aggregation is unclear after viral infection.

BAG6 (BCL2-associated athanogene 6, also known as BAT3 or Scythe) is a nucleocytoplasmic shuttling protein involved in protein quality control (20, 21), identified as a ligand for NKp30 involved in antitumor immunity of NK cells (22, 23). Moreover, BAG6 forms a complex with p300 and promotes subsequent p53 acetylation, which is essential in controlling the p53 acetylation required for DNA damage responses (24, 25). In addition, BAG6 promotes the PINK1 signaling pathway and is essential for mitophagy (26). However, whether BAG6 is involved in the innate immune response is unclear. This paper discovered that BAG6 is a negative regulator in the innate immune by targeting VISA. BAG6 interacts with VISA and inhibits VISA aggregation, reducing TRAF2 recruitment. Besides, BAG6 negatively regulates RNA virus-mediated innate immune via promoting K48 poly-ubiquitination of VISA/TRAF2. BAG6 knockout studies suggest that BAG6 deficiency enhances the innate immune response to RNA viruses. Upon Sendai virus infection, downstream antiviral genes’ transcription level is significantly enhanced in BAG6-deficient mouse primary BMDMs cells.



Materials and methods


Antibodies and reagents

Anti-Flag (Sigma, F3165-0.2 MG), anti-Myc (Santa Cruz, sc-40), anti-HA (Sigma, H3663), anti-IRF3 (Santa Cruz, sc-33641; CST #4302S), anti-p-IRF3 (CST #29047, S396), anti-TBK1 (CST #3504S), anti-p-TBK1 (CST #5483S, S172), anti-P65 (CST #8242P, #12629P), anti-p-P65 (CST #3033P, S536), anti-VISA (Santa Cruz, sc-166583, sc-68881; Proteintech, 14341-1-AP), anti-TRAF2 (Santa Cruz, sc-136999), anti-Ub (Santa Cruz, sc-8017), anti-BAG6 (Santa Cruz, sc-365928; Proteintech, 26417-1-AP), anti-actin (Santa Cruz, sc-1616), anti-mouse IgG, HRP-linked (CST #7076), Alexa Fluor 555-labeled Donkey anti-Rabbit/Mouse IgG (H+L) (Beyotime Biotechnology, cat: A0453/A0460), DAPI (Solarbio, cat: C0065), Mito-Tracker Red CMXRos (Beyotime, cat: C1035). Sendai virus, VSV and VSV-GFP were donated by Dr. Hong-Bing Shu (Medical Research Institute, Wuhan University, Wuhan, China).



Cell culture

HEK 293, HeLa, A549, NIH3T3, Vero (provided by Dr. Hong-Bing Shu, Wuhan University, China), and mouse primary BMDMs cells were cultivated in DMEM, containing 10% (vol/vol) Fetal Bovine Serum with 1% penicillin-streptomycin, with 5% CO2 at 37°C. All these cells were tested for no mycoplasma contamination.



Transfection and dual-luciferase reporter assay

HEK 293 cells were cultured in a 100 mm dish, 6 or 24-wells plates, and the indicated plasmids were transferred into the cells with calcium phosphate. Sendai viruses were used to infect cells for the indicated time after 12 h, cells were harvested for analysis after virus infection, and the reporter gene experiments were performed as previously described (27, 28).



Immunoprecipitation, native PAGE, and western blot

These experiments were performed as previously described (27, 29).



Semi-denaturing detergent agarose gel electrophoresis (SDD-AGE)

Cells were harvested by native lysate buffer. Then, the lysates were diluted with 2 × sample buffer (1 × TBE, 20% glycerol, 4% SDS, and 0.005% bromophenol blue) and loaded with a vertical 1% agarose gel (SDD-AGE, 0.5 × TBE, 1% SDS and 1% agarose). Electrophoresis in running buffer (0.5 × TBE, 0.1% SDS) for 60 min with a constant voltage of 100 V at 4°C, the proteins were transferred to PVDF membranes with transfer buffer (0.5 × TBE) and a constant current of 0.3 A at 4°C for Western blot analysis.



Mice and preparation of BMDMs

Wild-type mice (C57BL/6J) were purchased from Hunan Silaikejingda Experimental Animal Co., Ltd. The method of separating bone marrow cells as previously described (30). All mouse experiments were permitted by the Animal Care Committee of Jiangxi Normal University College of Life Sciences.



Quantitative RT-PCR

The total RNA was extracted by RNA extraction Kit from Promega, then reverse transcription was performed with 1 ug of total RNA by Eastep RT Master Mix Kit from Promega. The primers for qPCR were as follows:

	β-actin forward: GTCGTCGACAACGGCTCCGGCATG

	β-actin reverse: ATTGTAGAAGGTGTGGTGCCAGAT

	IFN-β forward: CTAACTGCAACCTTTCGAAGC

	IFN-β reverse: GGAAAGAGCTGTAGTGGAGAAG

	ISG56 forward: TCATCAGGTCAAGGATAGTC

	ISG56 reverse: CCACACTGTATTTGGTGTCTAGG

	CXCL10 forward: TGACTCTAAGTGGCATTCAAGG

	CXCL10 reverse: GATTCAGACATCTCTTCTCACCC

	mGapdh forward: TTCACCACCATGGAGAAGGC

	mGapdh reverse: GGCATCGACTGTGGTCATGA

	mIfn-β forward: CTGCGTTCCTGCTGTGCTTCTCCA

	mIfn-β reverse: TTCTCCGTCATCTCCATAGGGATC

	mIsg56 forward: ACAGCAACCATGGGAGAGAATGCTG

	mIsg56 reverse: ACGTAGGCCAGGAGGTTGTGCAT

	mCxcl10 forward: CCAAGTGCTGCCGTCATTTTC

	mCxcl10 reverse: TCCCTAAGGCCCTCATTCTCA





Plasmids

Mammalian expression plasmids, including VISA, RIG-I, RIG-I-N (1-284aa), TBK1, IKKϵ, TRAF2, TRAF5, IRF3-5D, IFN-β promoter, ISRE luciferase, ubiquitin, and its mutants K48, K63 were described previously (27, 31). pRK5-Flag/HA/Myc-hBAG6 plasmids were constructed using the following primers:

	hBAG6-F-SalI (Forward): AAAAGTCGACCATGGAGCCTAATGATAGTACCAG;

	hBAG6-R-NotI (Reverse): AAAAGCGGCCGCCTAAGGATCATCAGCAAAGG.





CRISPR-Cas9 knockout.

The double-stranded oligonucleotides of human or mouse BAG6 were cloned into a lenti-CRISPR-V2 vector and transfected into HEK 293 cells with psPAX2 and pMD2G. The supernatants were harvested after 48 h and centrifuged at 3000 rpm for 15 min. The viruses were used to infect HEK 293, HeLa, NIH3T3, or BMDMs cells. The infected cells were screened with puromycin (1 μg/mL) for 7 days to obtain BAG6 deficiency monoclonal cells, except for mouse primary BMDMs. BMDMs were infected with the above viruses for 48 h and subsequently replaced with a fresh medium for viral infection.

	hBAG6 gRNA: 5’-CTGTCAGGCTCCTCCACAG3’

	5’-GCAAGATGATAAGAAGCTTC-3’;

	mBAG6 gRNA: 5’-GCGGTACTGGCACTATCACT-3’

	5’-GCCTGACAGCCTGGAGGTAC-3’.





Plaque assays, VSV-GFP fluorescence imaging experiment, and viral infection

For plaque assays and VSV-GFP fluorescence imaging experiment, HEK 293-BAG6, HeLa-BAG6 wild, and knockout cells were infected with SeV, VSV or VSV-GFP (MOI = 0.1). After 1 h, the viruses were removed, pre-warmed PBS was used to wash the cell for twice, and cells were cultured in a fresh medium. The supernatants were harvested for the VSV-GFP fluorescence imaging experiment, and Vero cells were observed and imaged directly by fluorescence microscopy. For plaque assays, the supernatants were used to infect Vero cells for 48 h. The following steps and viral infection were performed as previously described (32).



Fluorescent confocal microscopy

A549, HeLa cells were incubated with Mito-Tracker Red CMXRos (Beyotime, C1035) following protocols provided by the manufacturer. A549, HeLa cells were fixed with pre-warmed 4% paraformaldehyde for 15 min, permeabilized with 0.1% Triton X-100 (in PBS) for 10 min, and blocked with 1% BSA (in PBS) for 30 min. Then, cells were stained with anti-mouse VISA (Santa Cruz sc-166583, 1/250) and anti-BAG6 antibody (rabbit polyclonal, Proteintech, 26417-1-AP, 1/200) at RT for 60 min. Alexa Fluor 488-labeled Goat Anti-Mouse (green) (Beyotime Biotechnology, A0428) and Alexa Fluor 555-labeled Donkey Anti-Rabbit (red) (Beyotime Biotechnology, A0453) (diluted in 1% BSA) was added for 60 min to detect VISA and BAG6. Nuclei were stained with 10 μg/mL DAPI at RT for 15 min. Finally, images were acquired with a Leica DMi8 confocal microscopy under a ×40 objective and analyzed with Leica LAS X software.




Result


BAG6 interacts with VISA specifically

To further investigate the regulatory mechanism of VISA in the RLRs-mediated antiviral signaling pathway, the yeast-two hybrid screening was performed by using VISA as the bait to screen the 293 cell cDNA expression library, trying to discover the novel partner of VISA. Multiple VISA-interacting candidate genes, including BAG6, were obtained. A further co-immunoprecipitation assay was performed in 293 cells, and the results showed that BAG6 interacts specifically with VISA (Figure 1A). The endogenous co-immunoprecipitation assay in HEK 293 cells consistently showed that the interaction between BAG6 and VISA was enhanced upon Sendai virus (SeV) infection (Figure 1B). Further immunofluorescence experiments in A549 and HeLa cells showed that BAG6 was co-localized with VISA on the outer membrane of mitochondria (Figure 1C), suggesting that BAG6 interacts with VISA specifically and may play a role in VISA-mediated antiviral signaling pathways.




Figure 1 | BAG6 interacts with VISA specifically. (A) BAG6 interacts with VISA. HEK 293 cells (2×106) were transfected with indicated plasmids. 12 h after transfection, the cells were infected with SeV (MOI = 1) for 12 h or left untreated before co-immunoprecipitation and Western bolt analysis. (B) Endogenous BAG6 is associated with VISA. HEK 293 cells (2×107) were infected with SeV (MOI = 1) for indicated times or left untreated before endogenous co-immunoprecipitation and Western bolt analysis. (C) A549 or HeLa cells were incubated with anti-VISA (green) and anti-BAG6 (red) antibodies. Mitochondria were stained with Mito-tracker Red CMXRos, and Nuclei were stained with DAPI. Images were acquired with a Leica DMI8 and Leica LAS X software. The size bar represents 50 μm.





BAG6 negatively regulates RLR-mediated antiviral response

To further investigate the role of BAG6 in RNA virus-triggered innate immunity, reporter assays were performed, and the results showed that overexpression of BAG6 in HEK 293 cells inhibited SeV-induced the activation of IFN-β promoter, ISRE, and NF-κB in a dose-dependent manner (Figure 2A). The results of qPCR experiments indicated that overexpression of BAG6 in HEK 293 cells reduced the transcription level of IFNβ, ISG56, and CXCL10 induced by RNA virus (Figure 2B). Furthermore, overexpression of BAG6 in HEK 293 cells weakened the dimerization of IRF3 significantly and inhibited the phosphorylation of TBK1, P65, and IRF3 induced by SeV (Figure 2C). We then investigated BAG6’s molecular target responsible for its role in innate antiviral signaling. Reporter assay results demonstrated that BAG6 inhibited RIG-I-N and VISA-mediated activation of the IFN-β promoter and ISRE, but not the downstream TBK1 and IRF3-5D (Figure 2D), suggesting that BAG6 negatively regulated RNA virus-triggered innate immune cells by targeting VISA.




Figure 2 | Identification of BAG6 as a negative regulator of RIG-I-mediated signaling. (A) BAG6 inhibits the IFN-β promoter, ISRE, and NF-κB in a dose-dependent manner. HEK 293 cells (1×105) were transfected with IFN-β promoter (0.025 μg), ISRE (0.025 μg) and NF-κB (0.05 μg) reporter plasmids and BAG6 plasmids (0, 0.05, 0.1, 0.2, 0.4, 0.8 μg). Twelve hours after transfection, cells were infected with SeV (MOI = 1) for 12 h or untreated before luciferase analysis. (B) Overexpression of BAG6 reduces the transcription of downstream antiviral genes. HEK 293 cells were transfected with control or BAG6 plasmid for 24 h. The cells were infected with SeV (MOI = 1) for 12 h or left untreated, followed by qPCR analysis. (C) Overexpression of BAG6 inhibits RNA virus-induced dimerization of IRF3 and phosphorylation of TBK1, P65, and IRF3. HEK 293 cells (2×105) were transfected with control and BAG6 plasmid for 24 h, and cells were left uninfected or infected with SeV (MOI = 1) for 12 h, followed by immunoblotting analysis. (D) BAG6 inhibits RNA virus-triggered innate immunity by targeting VISA. HEK 293 cells (3×105) were transfected with IFN-β promoter (0.025 μg), ISRE (0.025 μg), BAG6 plasmids (0, 0.1, 0.2, 0.4 μg) and RIG-I-N, VISA, TBK1 or IRF3-5D (0.5 μg) for twenty h before luciferase analysis. (*p < 0.05; **p < 0.01; ***p < 0.001; ns, no significant difference).





The deficiency of BAG6 enhances SeV-mediated antiviral immune responses in human cell lines

To investigate the effect of endogenous BAG6 on antiviral innate immune signaling, we generated BAG6-deficient monoclonal HeLa and HEK 293 cell lines by using the CRISPR Cas9-mediated gene knockout method. As shown in Figures 3A, B, we successfully knocked out the expression of BAG6 in HeLa and HEK 293 cells, and the qPCR analysis indicated the transcription level of IFNβ, ISG56, and CXCL10 induced by SeV infection were significantly increased in BAG6-deficient HeLa and HEK 293 cells. Plaque assay showed that BAG6-deficiency in HeLa and HEK 293 cells inhibited the replication of SeV and VSV (Figures 3C, D). Furthermore, we found that the replication of GFP-tagged VSV was inhibited in BAG6-deficient HeLa cells compared with its wild-type cells (Figure 3E). The knockout of BAG6 in HeLa and HEK 293 cells dramatically promoted the IRF3 dimerization and the phosphorylation of TBK1, P65, and IRF3 after SeV infection (Figures 3F, G). However, the reconstitution of BAG6 in BAG6-deficient HeLa cells could turn its transcription of IFNβ, ISG56, and CXCL10 genes induced by SeV back to a level similar to those in wild-type cells (Figure 3H). The reconstitution of BAG6 in BAG6-deficient HeLa cells could also turn the replication of GFP-tagged VSV back to a level similar to those in wild-type cells (Figure 3I). Further experiments found that the reconstitution of BAG6 in BAG6-deficient HeLa turned its potentiated phosphorylation of TBK1, P65, and IRF3 induced by SeV infection back to a level similar to those in wild-type cells (Figure 3J). These data suggest that BAG6 is a negative regulator of RNA virus-triggered signaling.




Figure 3 | BAG6-deficiency significantly increases the transcription and activation of antiviral genes in HeLa and HEK 293 cells. (A) BAG6-deficiency enhances the transcription of downstream antiviral genes in HeLa cells. BAG6-deficient HeLa cells were left uninfected or infected with SeV (MOI = 1) for 8 h before qPCR analysis. (B) BAG6-deficiency enhances the transcription of downstream antiviral genes in HEK 293 cells. BAG6-deficient HEK 293 cells were left uninfected or infected with SeV (MOI = 1) for 8 h before qPCR analysis. (C) BAG6-deficiency inhibits the replication of SeV and VSV in HeLa cells. BAG6-deficiency HeLa cells were infected with SeV or VSV (MOI = 0.1) for twenty hours. The supernatants were collected for plaque assays to determine the viral titer. (D) BAG6-deficiency inhibits the replication of SeV and VSV in HEK 293 cells. BAG6-deficiency HEK 293 cells were infected with SeV or VSV (MOI = 0.1) for twenty hours. The supernatants were collected for plaque assays to determine the viral titer. (E) Effects of BAG6 deficiency on VSV-GFP replication. BAG6-deficient HeLa and control cells were infected with VSV-GFP (MOI = 0.1). The cells were viewed with Fluorescence Microscope after 16 h, and the supernatants were collected to infect Vero cells to determine the VSV-GFP replication. (F, G) BAG6 deficiency enhances RNA virus-induced dimerization of IRF3 and phosphorylation of TBK1, P65, and IRF3. BAG6-deficient HeLa and HEK 293 cells were uninfected or infected with SeV (MOI = 1) for 8 h before immunoblotting. (H) Reconstitution of BAG6 in BAG6-deficient HeLa cells suppresses virus-mediated innate immune responses. HeLa-BAG6-KO cells were transfected with control or BAG6 plasmids for 36 h. Cells then were left uninfected or infected with SeV (MOI = 1) for 8 h before qPCR analysis. (I) Reconstitution of BAG6 in BAG6-deficient HeLa cells enhances the replication of the virus. Similar to (E), HeLa-BAG6-KO cells were transfected with control or BAG6 plasmids for 36 h, and cells then were infected with VSV-GFP (MOI = 0.1). (J) The experimental treatment was the same as (H) before immunoblotting. (**p < 0.01; ***p < 0.001; ns, no significant difference). The size bar represents 500 μm.





The deficiency of BAG6 enhances SeV-mediated antiviral immune responses in primary mouse cells

To further confirm the function of BAG6 in RLR-mediated signaling, we generated BAG6-deficient mixed primary mouse BMDMs cells by CRISPR Cas9-mediated gene knockout technology to assess the role of BAG6 in SeV-triggered signaling in primary mouse cells. We first verified that BAG6 was successfully knocked out in mouse NIH3T3 using the CRISPR-Cas9 method. Then, we performed a transient transfection using the CRISPR-Cas9 system to produce the BAG6-deficient primary mouse BMDMs cells. As shown in Figures 4A, B, the qPCR analysis showed that the SeV-induced transcription of Ifnβ, Isg56, and Cxcl10 was significantly increased in BAG6-deficient NIH3T3 cells and primary mouse BMDMs. The knockout of BAG6 in NIH3T3 cells and mouse primary BMDMs cells dramatically promoted the phosphorylation of TBK1, P65, and IRF3 after SeV infection (Figures 4C, D). Furthermore, plaque assay showed that BAG6-deficient inhibited the replication of SeV in mouse primary BMDMs cells (Figure 4E). These experimental data suggest that BAG6 negatively regulates the RLR-mediated signaling in primary immune cells.




Figure 4 | BAG6-deficiency significantly increases the RLR signaling in primary immune cells. (A) BAG6-deficiency enhances the transcription of downstream antiviral genes in NIH3T3 cells. BAG6-deficient NIH3T3 cells were left uninfected or infected with SeV (MOI = 1) for 8 h before qPCR analysis. (B) BAG6-deficiency enhances the transcription of downstream antiviral genes in mouse BMDMs. Mouse wild-type BMDMs (4×106) were infected with lentivirus containing BAG6-CRISPR CAS9 sgRNA, the supernatants were replaced with fresh medium after 48 h, and the cells were infected with SeV (MOI = 1) for 8 h before qPCR analysis. (C, D) BAG6-deficiency enhances RNA virus-induced phosphorylation of TBK1, P65, and IRF3. BAG6-deficient NIH3T3 and BMDMs were untreated or treated with SeV for 8 h before immunoblotting. (E) Effects of BAG6-deficiency on virus replication. BAG6-deficient and wild-type BMDMs cells were infected with SeV (MOI = 0.1) for twenty hours. The supernatants were collected for plaque assays. (***p < 0.001; ns, no significant difference).





BAG6 regulates the aggregation and recruitment of downstream signaling molecules of VISA

The aggregation of VISA is essential for its activation. Upon virus infection, VISA translocates to the outer membrane of mitochondria from cytoplasm and aggregates to form a giant prion-like aggregation complex which provides a platform for recruitment of downstream signaling molecules (11). We speculate whether BAG6 has an impact on the aggregation of VISA. The semi-denaturing detergent agarose gel electrophoresis (SDD-AGE) analysis indicated that overexpression of BAG6 extremely inhibited the aggregation of VISA in HEK 293 cells (Figure 5A), whereas BAG6-deficiency increased the SeV-triggered aggregation of VISA in NIH3T3 and primary mouse BMDMs cells (Figures 5B, C). These results indicate that BAG6 reduces antiviral response by inhibiting the aggregation of VISA. The activated VISA recruits downstream signaling molecules TRAFs, TBK1 and IKK complex. The results of the overexpression experiment in HEK 293 cells indicated that BAG6 inhibited the association of VISA with TRAF2 but not other TRAFs (Figures 5D–G). Endogenous co-immunoprecipitation results confirmed that the association between VISA and TRAF2 was hindered upon SeV infection (Figure 5H). Furthermore, BAG6-deficient significantly strengthened the association of VISA with TRAF2 in HeLa cells (Figure 5I). These results suggest that BAG6 inhibits innate immune signaling by attenuating the recruitment of TRAF2 to VISA.




Figure 5 | BAG6 regulates the aggregation and recruitment of downstream signaling molecules of VISA. (A) Overexpression of BAG6 inhibits SeV-induced aggregation of VISA. HEK 293 cells (2×106) were transfected with vector or Flag-BAG6 for 20 h, and cells were infected with SeV (MOI = 1) for 8 h before harvest. Then, the lysates were fractionated by SDD-AGE and SDS-PAGE before immunoblotting analysis. (B) BAG6-deficiency increases SeV-induced aggregation of VISA in NIH3T3 cells. Wild type and BAG6-deficient NIH3T3 cells were untreated or treated with SeV (MOI = 1) for 8 h before harvest. Then, the lysates were fractionated by SDD-AGE and SDS-PAGE before immunoblotting analysis. (C) BAG6-deficiency increases SeV-induced aggregation of VISA in BMDMs. Wild-type BMDMs were infected with lentivirus containing BAG6-CRISPR Cas9 sgRNA for 48 h before viral infection. Wild type and BAG6-deficient BMDMs cells were untreated or treated with SeV (MOI = 1) for 8 h before harvest. Then, the lysates were fractionated by SDD-AGE and SDS-PAGE before immunoblotting analysis. (D–G) Overexpression of BAG6 inhibits the interaction of VISA and TRAF2 specifically. HEK 293 cells (2×105) were transfected with the indicated plasmids for 22 h, and cells were untreated or treated with SeV (MOI = 1) for 10 h following co-immunoprecipitation and Western bolting analysis. (H) Overexpression of BAG6 impairs the endogenous interaction of VISA and TRAF2. HEK 293 cells (4×106) were transfected with the indicated plasmids for 22 h, and cells were untreated or treated with SeV (MOI = 1) for 10 h following co-immunoprecipitation and Western bolting analysis. (I) BAG6-deficiency increases the endogenous interaction of VISA and TRAF2. Wild type and BAG6-deficient HeLa cells (1×107) were untreated or treated with SeV (MOI = 1) for 10 h before co-immunoprecipitation and Western bolting analysis.





BAG6 potentiates the K48-linked ubiquitination of VISA/TRAF2

It has been reported that the polyubiquitination of VISA is essential for its activation (33, 34). To further investigate whether BAG6 affects the ubiquitination of VISA and TRAF2, co-immunoprecipitation experiments were performed, and the results showed that the overexpression of BAG6 in HEK 293 cells enhanced K48 but not K63-linked ubiquitination of VISA (Figure 6A), and the opposite results were obtained using the endogenous co-immunoprecipitation experiments in HEK 293-BAG6-deficient cells (Figure 6B). Further experiments showed that overexpression of BAG6 in HEK 293 cells enhanced K48-linked ubiquitination and inhibited K63-linked ubiquitination of TRAF2, ultimately leading to an increase in total ubiquitination (Figure 6C), and the consistent results were obtained using the endogenous co-immunoprecipitation experiments (Figure 6D). These data indicate that BAG6 may promote the K48-linked ubiquitination of VISA and TRAF2, reducing VISA aggregation and further reducing the recruitment of TRAF2 to regulate RLR-mediated antiviral signal transduction negatively.




Figure 6 | BAG6 promotes the K48-linked ubiquitination of VISA/TRAF2. (A) Overexpression of BAG6 increases the K48-linked polyubiquitin of VISA. HEK 293 cells (4×106) were transfected with Flag-VISA, HA-ubiquitin (WT, K63R, or K48R), and Myc-BAG6 plasmids for 22 h, and cells were untreated or treated with SeV (MOI = 1) for 10 h before co-immunoprecipitation and Western bolting analysis. (B) BAG6-deficiency inhibits the K48-linked polyubiquitin of VISA. HEK 293 wild type and BAG6-deficient cells (4×106) were transfected with HA-ubiquitin (K63R or K48R) for 22 h, and cells were untreated or treated with SeV (MOI = 1) for 10 h before co-immunoprecipitation and Western bolting analysis. (C) Overexpression of BAG6 increases the K48-linked polyubiquitin and impairs the K63-linked polyubiquitin of TRAF2. HEK 293 cells (4×106) were transfected with Flag-TRAF2, HA-ubiquitin (WT, K63R, or K48R), and Myc-BAG6 plasmids for 22 h. Cells were untreated or treated with SeV (MOI = 1) for 10 h before co-immunoprecipitation and Western bolting analysis. (D) Overexpression of BAG6 increases the K48-linked polyubiquitin and impairs the K63-linked polyubiquitin of endogenous TRAF2. HEK 293 cells (4×106) were transfected with HA-ubiquitin (WT, K63R, or K48R) and Flag-BAG6 plasmids for 22 h, and cells were untreated or treated with SeV (MOI = 1) for 10 h before co-immunoprecipitation and Western bolting analysis.






Discussion

The RLRs (RIG-I-like receptors) in the cytoplasm, including RIG-I and MDA5, recognize viral RNA. This viral RNA binding leads to a conformational change of the RLRs, triggering their oligomerization and activation. The activated oligomerization of RLRs provides a template of the oligomer to initiate the assembly of adaptor protein VISA on the outer membrane of mitochondria, leading to VISA’s activation. Once VISA is aggregated and activated, the downstream signaling molecules, including the kinase IKKs, and TBK1, are recruited to the aggregation platform, leading to the activation of IRF3/IRF7 and NF-κB to turn on the production of interferons and proinflammatory cytokines. A few E3 ubiquitin ligases, including TRAF2, TRAF3, TRAF5, and TRAF6, are recruited by VISA through their specific binding motif. The K63 and K48-linked polyubiquitination modification in these signaling cascades are essential for VISA downstream signaling (35). Our study demonstrates the critical role of BAG6 in the innate immune response by promoting the K48-linked ubiquitination of VISA, resulting in a weakened aggregation of VISA.

BAG6 is a ubiquitin-like protein shuttling between nuclear and cytoplasm involved in apoptosis, T-cell response, and antigen presentation (20). It interacts with HSC70 protein and recognizes the misfolded protein, allowing their proteasomal degradation (20). BAG6 is critical for regulating autophagy by modulating EP300/p300 intracellular location (36). It was reported that BAG6 associates with mitofusin1 and 2, localizing on mitochondria, and has a physiological function in mitochondrial fission (37).

Previously, we identified several regulatory proteins (including TARBP2 (31), RACK1 (38), HSPBP1 (39), SNX5 (40), DUT (41) and N4BP3 (42)) involved in the RIG-I/VISA signaling pathway. Recently, our experiments suggest that BAG6 is crucial in negatively regulating RLRs-VISA-mediated antiviral signaling. Overexpression of BAG6 hampered SeV-triggered activation of IFN-β promoter, ISRE, and NF-κB. BAG6-deficiency greatly enhanced the transcription of IFNβ, ISG56, and CXCL10 induced by SeV infection. Further experimental results showed that overexpression of BAG6 inhibited SeV-induced phosphorylation of TBK1, P65, and IRF3. In contrast, the opposite results were obtained in BAG6-deficiency cells (HEK 293, HeLa, NIH3T3, and primary mouse BMDMs).

Our experimental results also showed that overexpression of BAG6 inhibited RIG-I-N and VISA-mediated, but not TBK1 or IRF3-5D-mediated activation of IFN-β promoter and ISRE, indicating that BAG6 inhibits RLRs-VISA-mediated signaling by targeting VISA. Consistently, BAG6 interacted with VISA specifically, and the interaction between BAG6 and VISA was enhanced upon SeV infection.

Virus infection-induced VISA aggregation is critical for downstream antiviral signaling activation (11, 13). Our experimental results demonstrated that BAG6 inhibited the aggregation of VISA induced by SeV infection. The further co-immunoprecipitation experiment showed that recruitment of TRAF2 to VISA is hindered. Previous studies have shown that the aggregation of VISA could be robustly induced in vitro by incubating mitochondria with RIG-I and K63 ubiquitin chains (11, 13), which suggests that K63 ubiquitination of VISA is important for its activation. The analysis of the results of ubiquitination experiments indicated that BAG6 enhanced K48-linked ubiquitination of VISA but had no effect on K63-linked ubiquitination. It has been confirmed that PINK1 inhibits aggregation and signaling of VISA (19), and BAG6 promotes the PINK1 signaling pathway (26). Perhaps BAG6 and PINK1 have a synergistic effect on inhibiting the aggregation of VISA. BAG6 facilitated the K48-linked ubiquitination of VISA may lead to inhibition of signal transduction by a failure of VISA to aggregate normally after virus Infection. However, BAG6 is not an E3 ubiquitin ligase; according to current reports, E3 ubiquitin ligases-mediated (RNF5, RNF125, MARCH5, TRIM25, AIP4) K48-linked ubiquitination initiates proteasomal degradation of VISA (43, 44). Moreover, it’s reported that TRIM29 induced ubiquitination of Lys371, Lys420 and Lys500 sites on VISA and degradation of VISA through K11-linked polyubiquitination (45). TRIM29 was also found to promote K48 ubiquitination and degradation of NEMO to suppress the innate immune response (46). These evidences suggest that TRIM29 is an important E3 ligase in the negative regulation of VISA-mediated signaling pathways. BAG6 correlates well with E3 ubiquitin ligases RNF126 and FBXO7-SCF. Whether BAG6 is involved in regulating the ubiquitination of VISA through them or the reported E3 ubiquitin ligases remains to be investigated. Besides, BAG6 inhibited K63-linked and promoted K48-linked ubiquitination of TRAF2. Previous studies have shown that phosphorylation and K63-linked ubiquitination of TRAF2 is important for signaling (47–50).

TRAFs, critical proteins involved in VISA-mediated signaling, are essential for RNA virus-induced IRF3 activation and IFNβ production. The current studies have shown that VISA-mediated innate immune activation is dependent on TRAFs and partially on NEMO, but not on TBK1 binding proteins (51). When TRAF2/3/5/6 were compounded via CRISPR Cas9 knockout, cells absolutely lost the RNA virus response, suggesting that TRAFs are essential in VISA-mediated signal transduction (51, 52). When a single TRAF was knockout, type I interferon levels in TRAF2-/- and TRAF6-/- cells were decreased substantially, while type I interferon levels in TRAF3-/- and TRAF5-/- cells remained normally induced (51). TRAF2, TRAF3, TRAF5, and TRAF6 were reconstituted in cells with TRAF2/3/5/6 compound knockout, respectively, and cells with reintroduced TRAF6 had the strongest type I interferon production, while TRAF5 had the lowest activity, these results suggest that TRAF6 is essential, while TRAF5 is dispensable (51). Another study showed that IRF3 phosphorylation was extensively lost when TRAF2 and TRAF5 were double knockout, and IRF3 phosphorylation could be induced normally when TRAF2 or TRAF5 were knockout alone (52). Furthermore, after reconstitution of TRAF2 or TRAF5 in TRAF2 and TRAF5 double knockout cells, TRAF2 reintroduction led to a basic restoration of IRF3 phosphorylation levels. In contrast, TRAF5-induced IRF3 phosphorylation level was low, suggesting that TRAF2 is a lot greater essential than TRAF5 in the signaling process and that TRAF5 may play a partly regulatory role in VISA-mediated signaling but is not required (52). Our experimental results show that BAG6 hinders the signal transduction of VISA and downstream TRAF2 but not TRAF5 by interacting with VISA, which is consistent with the above findings.

In conclusion, our results indicate that BAG6 suppresses RNA virus-mediated innate immunity by promoting K48-linked ubiquitination of VISA/TRAF2 and inhibiting VISA aggregation, further inhibiting the recruitment of downstream components reduced the transcript levels of downstream antiviral genes.
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Retinoic acid-inducible gene I (RIG-I) is a receptor that senses viral RNA and interacts with mitochondrial antiviral signaling (MAVS) protein, leading to the production of type I interferons and inflammatory cytokines to establish an antiviral state. This signaling axis is initiated by the K63-linked RIG-I ubiquitination, mediated by E3 ubiquitin ligases such as TRIM25. However, many viruses, including several members of the family Paramyxoviridae and human respiratory syncytial virus (HRSV), a member of the family Pneumoviridae, escape the immune system by targeting RIG-I/TRIM25 signaling. In this study, we screened human metapneumovirus (HMPV) open reading frames (ORFs) for their ability to block RIG-I signaling reconstituted in HEK293T cells by transfection with TRIM25 and RIG-I CARD (an N-terminal CARD domain that is constitutively active in RIG-I signaling). HMPV M2-2 was the most potent inhibitor of RIG-I/TRIM25-mediated interferon (IFN)-β activation. M2-2 silencing induced the activation of transcription factors (IRF and NF-kB) downstream of RIG-I signaling in A549 cells. Moreover, M2-2 inhibited RIG-I ubiquitination and CARD-dependent interactions with MAVS. Immunoprecipitation revealed that M2-2 forms a stable complex with RIG-I CARD/TRIM25 via direct interaction with the SPRY domain of TRIM25. Similarly, HRSV NS1 also formed a stable complex with RIG-I CARD/TRIM25 and inhibited RIG-I ubiquitination. Notably, the inhibitory actions of HMPV M2-2 and HRSV NS1 are similar to those of V proteins of several members of the Paramyxoviridae family. In this study, we have identified a novel mechanism of immune escape by HMPV, similar to that of Pneumoviridae and Paramyxoviridae family members.
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Introduction

Human metapneumovirus (HMPV) is a leading cause of upper and lower respiratory tract infections in humans, particularly in infants, young children, the elderly, and immunocompromised individuals. HMPV belongs to the family Pneumoviridae in the order Mononegavirales and was first isolated in 2001 from children with respiratory ailments (1). This virus is the second most detected human respiratory pathogen after human respiratory syncytial virus (HRSV)—a member of the same family—and is responsible for a significant percentage of bronchiolitis-related hospitalizations in infants and young children (2–4). Additionally, HMPV induces poor innate immune responses, thereby affecting adaptive immunity and interferon (IFN) production (5). However, despite the similarities between HMPV and several other viruses, such as HRSV and parainfluenza viruses—members of the family Paramyxoviridae, in the same order—the mechanisms by which HMPV evades the host immune system remain largely unclear.

Upon detecting viral RNA in the cytoplasm, retinoic acid-inducible gene I (RIG-I)-like receptors (RLRs), including RIG-I and melanoma differentiation-associated gene 5 (MDA5), establish an antiviral state by triggering signaling cascades that induce the expression of type I IFNs and inflammatory cytokines (6–9). Members of the families Paramyxoviridae and Pneumoviridae harbor a 5′-triphosphate moiety, which is a non-self-RNA signature specific for RIG-I; therefore, they are speculated to be recognized primarily by RIG-I (10). RIG-I comprises two N-terminal caspase domains (CARDs), a helicase domain, and a C-terminal regulatory domain (CTD). The helicase and CTD domains of RIG-I recognize viral RNAs, exposing the two N-terminal CARDs, which interact with TRIM25, an E3-ubiquitin ligase (11, 12). TRIM25 deposits the K63-linked polyubiquitin chain on RIG-I CARDs, a phenomenon that induces RIG-I oligomerization and subsequent interaction with mitochondrial antiviral signaling (MAVS) protein (13, 14). As TRIM25 is one of the E3 ubiquitin ligases that play a crucial role in the RIG-I pathway, many viral proteins target TRIM25 to evade the RIG-I-mediated antiviral responses (15, 16). In particular, the V proteins of several members of the family Paramyxoviridae suppress RIG-I signaling by preventing TRIM25-mediated ligation of ubiquitin to RIG-I by forming complexes with both RIG-I and TRIM25 (17). Moreover, the NS1 protein of HRSV—a member of the family Pneumoviridae—interacts with TRIM25 and inhibits RIG-I ubiquitination (18). The ability to inhibit RIG-I signaling appears to be a common feature in the families Paramyxoviridae and Pneumoviridae. Therefore, we hypothesized that similar innate immune escape mechanisms might exist in HMPV as it is very similar to HRSV.

HMPV has a negative-sense single-stranded RNA genome, approximately 13 kb in length, comprising eight genes (3’-N-P-M -F-M2-SH-G-L-5’) that encode nine structural proteins (19), with M2 encoding two overlapping proteins, M2-1 and M2-2. However, unlike HRSV and members of the family Paramyxoviridae, HMPV does not encode non-structural proteins that are able to inhibit the innate immune cascade. Previous reports have suggested that some proteins, such as G, SH, and M2-2, modulate innate host immunity to favor HMPV infection via different mechanisms (5, 20). The attachment G protein, one of the two proteins responsible for viral entry, has been widely studied, as it plays a role in immune response evasion by inhibiting the IFN pathways. HMPV G protein can block RIG-I signaling by interacting with RIG-I (21, 22). Moreover, HMPV M2-2 protein interacts with MAVS protein and inhibits the production of MAVS-induced type I IFN, ultimately inhibiting the innate immune responses (23). However, the mechanisms underlying this HMPV-mediated immune inhibition have not been elucidated yet.

In this study, we sought to determine the mechanisms by which HMPV escapes the immune system. We identified an HMPV protein that inhibits the RIG-I/TRIM25 axis and elucidated the mechanism underlying the immune escape of HMPV. Notably, the mechanism was similar to that for previously reported V proteins of the family Paramyxoviridae and was also shared by the NS1 protein of HRSV. Our data provide mechanistic insights that would aid the development of therapeutic agents against infections attributed to members of the families Paramyxoviridae and Pneumoviridae.



Materials and methods


Cells and viruses

HEK293T, VeroE6/TMPRSS2 (JCRB, Osaka, Japan), and HEp-2 cells were cultured in Dulbecco’s modified Eagle’s medium supplemented with 10% heat-inactivated fetal bovine serum (FBS). The IRF and NF-κB-dual reporter A549 (A549-dual) cells (In vivoGen, San Diego, CA, USA) were used to monitor the activities of the IRF and NF-κB pathways. rHPMV-GFP derived from the HMPV strain Jpn03-1 (GenBank accession number AB503857) has been previously described (24). Wild-type rHMPV-GFP (WT) and rHMPV-GFPΔM2-2 (ΔM2-2), in which M2-2 had been silenced (25), were propagated in VeroE6/TMPRSS2 cells. HRSV A2 strain was propagated in HEp-2 cells.



Plasmids

To express cellular or viral proteins with or without FLAG, V5, HA, or Myc tags, mammalian expression plasmids were created by inserting a cDNA fragment carrying the respective gene into the multicloning site downstream of the cytomegalovirus enhancer chicken β-actin hybrid promoter of pCA7. cDNAs encoding human RIG-I and TRIM25 were purchased from OriGene (Rockville, MD, USA). Further, cDNA fragments encoding the RIG-I ORF [1–925 amino acid (aa)], RIG-I CARD [1–283 aa], TRIM25 [1–630 aa], and TRIM25 truncation mutants were synthesized using polymerase chain reaction (PCR). The cDNA encoding MAVS (derived from HeLa cells), NS1, and NS2 (derived from HRSV strain A2) were synthesized via reverse transcription (RT)-PCR. cDNA fragments encoding HMPV M2-2 deletion mutants were synthesized using PCR. pCA7, encoding P, M, F, M2-1, M2-2, SH, G, or L (derived from HMPV strain Jpn03-1) with or without the FLAG tag, were synthesized as described previously (25).



Luciferase reporter assay

HEK293T cells (∼1 × 105) were seeded in a 24-well plate and transfected with the following plasmids in triplicate: IFN-β promoter-driven firefly luciferase (Fluc) reporter [90 ng/well] (26, 27) or NF-κB-dependent Fluc reporter (TaKaRa Bio, Shiga, Japan) [90 ng/well] plasmid, Renilla luciferase (Rluc) pRL-TK control vector (Promega, Madison, WI, USA) [10 ng/well], plasmids encoding RIG-I signaling molecules (RIG-I CARD [10 ng/well] and/or TRIM25 [10 ng/well]) or MAVS protein (10 ng/well), and the plasmids encoding the viral proteins (NiV-V, MeV-V, HRSV-NS1, NS2, HMPV-N, P, M, F, M2-1, M2-2, SH, G, L, or M2-2 deletion mutants [280 ng/well]), using polyethyleneimine hydrochloride (MW 40,000) (PEI MAX) (#24765; Polysciences Inc., Warrington, PA, UK). An equal amount of DNA was used for transfection by adjusting the amount of the pCA7 empty plasmid. Cells were lysed 24 h post-transfection, and relative luciferase (Luc) activity was determined using the dual-Luc reporter assay system (Promega, Madison, WI, USA).



Activities of IRF and NF-κB pathways

A549-dual cells were stably transfected with two inducible reporter constructs, and activation of the IRF and NF-κB pathways was monitored by evaluating luciferase (Luc) and secreted embryonic alkaline phosphatase (SEAP) activities, respectively, according to the manufacturer’s instructions (In vivoGen).



Immunoprecipitation

HEK293T cells (∼5.0 × 105) seeded in 6-well plates were transfected with various combinations of plasmids (2 mg/well each) using PEI MAX. After incubation for an appropriate duration, the cells were lysed in 400 μL lysis buffer (50 mM Tris-HCl [pH 7.4], 150 mM NaCl, and 1% Triton X-100) supplemented with a protease inhibitor cocktail (Nacalai Tesque Inc., Kyoto, Japan). Cell lysates were then incubated with anti-FLAG, anti-V5, anti-Myc, or anti-HA mouse monoclonal antibody (MAb)-coated magnetic beads (MBL, Nagoya, Japan) at 4°C for 2 h. Beads were washed five times with lysis buffer and denatured in Laemmli sample buffer (50 mM Tris-HCl [pH 6.8], 2% sodium dodecyl sulfate (SDS), 0.1% bromophenol blue, 10% glycerol, and 5% 2-mercaptoethanol). The eluted proteins were subjected to immunoblot (IB) analysis. A portion of the cell lysate was also subjected to IB analysis.



IB analysis

Samples were separated by SDS-polyacrylamide (10-16.5%) gel electrophoresis and electroblotted onto a membrane filter (Immobilon-P; MilliporeSigma, Burlington, MA, USA). Membranes were blocked with Blocking One (Nacalai Tesque) for 30 min, followed by incubation at 20–25°C with rabbit polyclonal antibodies against FLAG (MBL), V5 (MBL), Myc (MBL), HA (MBL), MAVS (D5A9E) (#24930, Cell Signaling Technology, Danvers, MA, USA), TRIM25 (#13773, Cell Signaling Technology) or a mouse monoclonal antibody against RIG-I (D-12) (sc-376845, Santa Cruz Biotechnology, Inc., Dallas, TX, USA) for 1 h. Membranes were then incubated at 20–25°C for 30 min with horseradish peroxidase-conjugated anti-mouse or anti-rabbit IgG antibodies (GE Healthcare, Chicago, IL, USA). Protein bands were visualized using enhanced chemiluminescence Western Lightning Ultra Substrate (PerkinElmer, Waltham, MA, USA) and FUSION-Solo S Imaging System (Vilber Lourmat Sté, Collégien, France).



Statistical analysis

Data are presented as mean ± standard deviation (SD). Differences between two groups were analyzed using the Student’s t-test, whereas those between three or more groups were evaluated using Tukey’s test or Dunnett’s test. A p < 0.05 was considered statistically significant. All statistical analyses were performed using Microsoft Excel 2019 for Windows, version 10.




Results


HMPV M2-2 inhibits TRIM25-mediated RIG-I signaling preventing the activation of the IFN-β promoter

To identify the HMPV proteins responsible for inhibiting RIG-I/TRIM25 signaling, we screened HMPV ORFs for their ability to block RIG-I/TRIM25 signaling reconstituted in HEK293T cells. In this reconstitution system, TRIM25 and RIG-I CARD were co-transfected into HEK293T cells along with an IFN-β promoter-driven firefly luciferase (Fluc) reporter plasmid and internal control (pRL-TK), in accordance with previously described procedures (17, 28). The effect of HMPV proteins on RIG-I CARD/TRIM25-mediated signaling was compared to that of Nipah virus (NiV) V, measles virus (MeV) V, and HRSV NS1 and NS2 proteins, which are well-known viral antagonists of RIG-I/TRIM25 signaling (17, 18, 29). As shown in Figure 1A, co-transfection with RIG-I CARD and TRIM25 resulted in a striking increase in IFN-β promoter activity (compared to transfection with RIG-I CARD or TRIM25 alone). This increase was suppressed upon co-transfection with M2-2 but not upon co-transfection with G, which is reportedly suppressed in other strains (21, 22). The most potent suppression was by M2-2, which exhibited dose-dependent inhibition, similar to that by NiV V (Figure 1B). HRSV NS1 exerted maximum inhibition at the lowest dose tested. A similar experiment was performed using the NF-κB-Fluc reporter plasmid. HMPV M2-2 suppressed RIG-I CARD/TRIM25-mediated NF-κB activation, similar to NiV V, MeV V, and HRSV NS1, whereas the HMPV-G protein did not (Figure 1C). To ascertain the effect of the M2-2 on the IRF and NF-kB pathways in infected A549 cells, luciferase and SEAP activities were evaluated in A549-dual cells infected with rHMPV-GFPΔM2-2 (ΔM2-2), in which the M2-2 ORF was silenced (24, 25). rHMPV–GFPΔM2–2 increased the luciferase and SEAP activities in cells by 9.3– and 8.4–fold, respectively (compared to wild–type rHMPV–GFP (WT)) (Figures 1D, E). 3p–hpRNA is a well–known activator of the RIG–I pathway. These results indicated that M2–2 inhibits RIG–I/TRIM25 signaling and suppresses the activation of the IFN–β and NF–κB pathways.




Figure 1 | Effect of HMPV proteins on RIG–I CARD/TRIM25 signaling. (A–C) An IFN–β promoter–driven (A, B) or NF–κB–dependent (C) Fluc reporter plasmids were transfected into HEK293T cells with the internal control, pRL–TK, and indicated plasmids as described in the Reporter Assay section of the Materials and Methods. Fluc and Rluc activities were evaluated 24 h post–transfection. Relative luciferase activity was calculated as the ratio of Fluc activity to Rluc activity, *p < 0.05, **p < 0.01 vs. transfection with an empty vector instead of a plasmid encoding viral protein (#), Dunnett’s test. (D, E) A549–dual cells were infected with wild–type rHMPV–GFP (WT) or rHMPV–GFPΔM2–2 (ΔM2–2) at a multiplicity of infection (MOI) of 1 or transfected with 5 triphosphate hairpin RNA (3p–hpRNA) (100 ng/mL) as a positive control, and culture media were collected 36 h after infection or treatment. Activation of the IRF and NF–κB pathways in the culture media was evaluated by measuring the luciferase and SEAP activities, respectively, ***p < 0.001, Tukey’s test. Data are presented as mean ± SD of three independent experiments. HMPV, Human metapneumovirus, IFN–β, interferon–β, NF–κB, Nuclear factor–kappa B, IRF, interferon–regulatory factor, pRL–TK, Renilla luciferase plasmid, NiV, Nipah virus, MeV, measles virus. ISRE, interferon–stimulated response element.





M2–2 inhibits TRIM25–mediated RIG–I ubiquitination and the downstream RIG–I–MAVS protein interaction

We investigated the role of HMPV M2–2 in TRIM25–mediated K63–linked polyubiquitination of RIG–I and the downstream RIG–I–MAVS protein interaction. FLAG–tagged RIG–I CARD (FLAG–RIG–I CARD) and HA–tagged TRIM25 (HA–TRIM25) were co–transfected into HEK293T cells along with Myc–tagged K63–linked ubiquitin (Myc–Ubk63) and subjected to IB analysis with RIG–I antibodies. As previously reported (17, 28), ectopically expressed FLAG–RIG–I CARD was ubiquitinated, and further, the ubiquitination was enhanced by co–expressing Myc–Ubk63 or Myc–Ubk63 and HA–TRIM25 (Figure 2A). Thus, the minimal ubiquitination by RIG–I CARD alone was catalyzed by endogenous TRIM25. However, co–expression of HMPV M2–2 markedly suppressed the ubiquitination of FLAG–RIG–I CARD (this was similar to the results obtained upon NiV V co–expression). Conversely, HMPV G slightly suppressed FLAG–RIG-I CARD ubiquitination. Next, to detect the interaction between FLAG–RIG–I CARD and endogenous MAVS protein, cell lysates were subjected to IP with an anti–FLAG antibody, followed by IB analysis with an antibody against MAVS protein. Co–expression of HA–TRIM25 and Myc–Ubk63 resulted in induced RIG-I CARD polyubiquitination, indicating an interaction between FLAG–RIG–I CARD and the MAVS protein (Figure 2B). However, this interaction was disrupted upon co–transfection with HMPV M2-2 or NiV V. In contrast, HMPV M2-1 and HMPV G did not suppress the interaction between the RIG–I CARD and MAVS protein. These results were also in alignment with those presented in Figure 2A. Thus, we can infer that M2–2 interfered with the RIG–I CARD–MAVS protein interaction, possibly by regulating the ubiquitination status of RIG–I CARD.




Figure 2 | Effect of the HMPV M2–2 protein on RIG–I ubiquitination and subsequent RIG–I–MAVS protein interaction. (A, B) HEK293T cells were transfected with indicated plasmids. Cells were lysed using lysis buffer 24 h post–transfection. Cell lysates were subjected to immunoblot (IB) analysis with anti–RIG–I, anti–V5, or anti–HA antibodies, and immunoprecipitation (IP) analysis with anti–Myc, followed by IB with an anti–RIG–I antibody (A). Cell lysates were subjected to IP with anti–FLAG, followed by IB with anti–MAVS protein antibody. A portion of the cell lysates was also subjected to IB (B). HMPV, Human metapneumovirus, NiV, Nipah virus, MeV, measles virus.





TRIM25 is a potential target of M2–2 protein

To investigate the interactions among M2–2, RIG–I CARD, TRIM25, FLAG–tagged M2–2 (FLAG–M2–2) was transfected into HEK293T cells with V5–tagged RIG–I CARD (V5–RIG–I CARD) or V5–tagged TRIM25 (V5–TRIM25). Transfected cells were subjected to IP. As shown in Figure 3A, FLAG–M2–2 co–immunoprecipitated with anti–V5 antibodies in cells transfected with either V5–RIG–I CARD or V5–TRIM25. Conversely, both V5–RIG–I CARD and V5–TRIM25 co–immunoprecipitated with anti–FLAG antibodies (Figure 3B). Further IP experiments on cells transfected with V5–RIG–I CARD or Myc–tagged TRIM25 (Myc–TRIM25) and various FLAG–tagged HMPV proteins showed that only M2–2 protein interacted with both RIG–I CARD and TRIM25 (Figures 3C, D), suggesting that M2–2 specifically interacts with RIG–I CARD and TRIM25. To determine whether these interactions were direct, similar experiments were performed for mixtures of either FLAG–M2–2 and V5–RIG–I CARD or FLAG–M2–2 and V5–TRIM25, which were synthesized using a wheat germ cell–free expression system. Figure 3E shows, only V5–TRIM25 was immunoprecipitated upon using an anti–FLAG antibody, indicating that M2–2 interacted directly with TRIM25 but not RIG–I CARD.




Figure 3 | Interactions among the HMPV M2–2, RIG–I, and TRIM25 proteins. (A–D) HEK293T cells were transfected with the indicated plasmids. Cells were lysed in lysis buffer 24 h post–transfection and subjected to IP with anti–V5 (A), anti–FLAG (B), anti–FLAG, anti–V5 (C), anti–FLAG, or anti–Myc antibodies (D), followed by immunoblotting (IB) with anti–FLAG, anti–V5, or anti–Myc antibodies. (E) V5–TRIM25, V5–RIG–I CARD, and FLAG–M2–2 were synthesized using a wheat germ cell–free expression system. Then, the in vitro transcription/translation products were mixed in various combinations and subjected to immunoprecipitation (IP) analysis with an anti–FLAG antibody, followed by IB with an anti–V5 antibody. A portion of the cell lysates (A–D) or the in vitro transcription/translation products (Input) (E) was also subjected to IB.





M2–2 binds to the SPRY domain of TRIM25

TRIM25 comprises five domains, i.e., RING (RING–finger domain), BB (B box) 1, BB (B box) 2, CCD (coiled–coil domain), and SPRY (SPRY) (30) (Figure 4A). To identify the domains that interact with M2–2, we created TRIM25 deletion mutants and performed IP experiments. V5–tagged TRIM25 deletion mutants, RING and BB1, were transfected into HEK293T cells, together with FLAG–M2–2. FLAG–M2–2 was immunoprecipitated upon using the anti–V5 antibody in cells transfected with FLAG–SPRY but not with RING, BB1, BB2, or CCD, suggesting that the SPRY domain of TRIM25 interacts with M2–2 (Figure 4B). Furthermore, to determine whether this interaction was direct, similar experiments were performed for mixtures of either FLAG–M2–2 and V5–TRIM25 SPRY or FLAG–M2–2 and V5–TRIM25ΔSPRY (lacking SPRY), which were synthesized using a wheat germ cell–free expression system (Figure 4C). Expectedly, V5–SPRY was immunoprecipitated upon using the anti–FLAG antibody, whereas V5–TRIM25ΔSPRY was not, indicating that the interaction between M2–2 and TRIM25 SPRY is direct.




Figure 4 | Interactions between HMPV M2–2 protein and TRIM25 truncation mutants. (A) Schematic diagram of V5–tagged truncation mutants of TRIM25. (B) HEK293T cells were transfected with the indicated plasmids and lysed 24 h post–transfection. Cell lysates were subjected to IP with anti–V5 or anti–FLAG antibodies, followed by immunoblotting (IB) with an anti–V5 antibody. (C) V5–TRIM25, V5–RIG–I CARD, and FLAG–M2–2 were synthesized using a wheat germ cell–free expression system. Then, the in vitro transcription/translation products were mixed in various combinations and subjected to immunoprecipitation (IP) analysis with an anti–FLAG antibody, followed by IB with an anti–V5 antibody. A portion of the total cell lysates (B) or the in vitro transcription/translation products (Input) (C) was also subjected to IB.





M2–2 inhibits MAVS–mediated IFN–β activation

Ren et al. reported that the M2–2 protein of the HMPV strain CAN97–83 suppresses MAVS—which acts downstream of the RIG–I pathway—by targeting the MAVS protein (23) and that M2–2 suppresses RIG–I–mediated signaling. Thus, we tested the ability of the M2–2 protein of the JPN03–1 HMPV strain to block MAVS in HEK293T cells. Transfection with a plasmid expressing MAVS protein alone markedly enhanced the IFN–β promoter activity even in the absence of transfection of the upstream components (Figure 5A). This activation was suppressed upon co–transfection with N or M2–2 proteins. IP experiments on cells transfected with HA–tagged MAVS (HA–MAVS) and various FLAG–tagged HMPV proteins showed that N and M2–2 proteins interact with MAVS proteins (Figure 5B), suggesting the specificity of the interactions between M2–2 and MAVS proteins. Furthermore, to determine whether these interactions are direct, similar experiments were performed for mixtures of FLAG–M2–2 and V5–MAVS, which were synthesized using a wheat germ cell–free expression system (Figure 5C). V5–MAVS was not immunoprecipitated upon using the anti–FLAG antibody, indicating that the interactions between M2–2 and MAVS proteins were indirect. These results suggest that the M2–2 protein of the JPN03–1 strain also inhibits MAVS by indirectly interacting with MAVS proteins.




Figure 5 | Effect of the HMPV M2–2 protein on MAVS–mediated signaling. (A) An IFN–β promoter–driven Fluc reporter plasmid was transfected into HEK293T cells with the internal control, pRL–TK, and the indicated plasmids. Fluc and Rluc activities were evaluated 24 h post–transfection. Relative luciferase activity was calculated as the ratio of Fluc activity to Rluc activity, *p < 0.05, **p < 0.01 vs. transfection with empty vector, Dunnett’s test. (B) HEK293T cells were transfected with the indicated plasmids. Cells were lysed in lysis buffer 24 h post–transfection and subjected to immunoprecipitation (IP) with anti–FLAG or anti–HA antibodies (A), followed by immunoblotting (IB) with an anti–HA antibody. (C) V5–MAVS and FLAG–M2–2 were synthesized using a wheat germ cell–free expression system. Then, the in vitro transcription/translation products were mixed in various combinations and subjected to IP with an anti–FLAG antibody, followed by IB with anti–V5 or anti–FLAG antibodies. A portion of cell lysates (A, B) or the in vitro transcription/translation products (Input) (C) was also subjected to IB. HMPV, Human metapneumovirus, MAVS, mitochondrial antiviral signaling proteins.





M2–2 functional domains inhibit RIG–I CARD/TRIM25–mediated signaling

To examine whether the ability of M2–2 to inhibit MAVS is important for the inhibition of RIG–I CARD/TRIM25 signaling, we determined the functional domain(s) of M2–2 that inhibit RIG–I CARD/TRIM25 and MAVS–mediated signaling. Thus, we created four M2–2 deletion mutants (Δ1–4, Figure 6A) and examined their inhibitory effects on RIG–I CARD/TRIM25– and MAVS–induced IFN–β promoter activation compared to WT, M2–1, and NiV V, which was previously reported to inhibit MAVS (31). As shown in Figure 6B, Δ3 exhibited an inhibitory effect on the RIG–I CARD/TRIM25–induced IFN–β promoter activity, similar to that induced by WT M2–2 and NiV, whereas Δ1, Δ2, and Δ4 did not. Additionally, we evaluated their interactions with RIG–I CARD, TRIM25, and MAVS. IP experiments showed that Δ3 strongly binds to RIG–I CARD and TRIM25, whereas Δ1, Δ2, and Δ4 exhibited only a small or negligible ability to bind to RIG–I CARD and TRIM25 (Figures 6C, D), which is consistent with the results shown in Figure 6B. This suggests that the 1–48 aa region is critical for inhibiting RIG–I CARD/TRIM25 signaling. In contrast—in a manner similar to WT M2–2 and NiV V—Δ2 inhibited MAVS–induced IFN–β promoter activity (Figure 6E). IP experiments showed that Δ2 binds to MAVS proteins (Figure 6F). However, it should be noted that Δ2, which retained its inhibitory effect on MAVS and the ability to bind to MAVS proteins, did not exhibit an inhibitory effect on RIG–I CARD/TRIM25 signaling and the ability to bind to RIG–I CARD and TRIM25. Collectively, these results suggest that the inhibition of RIG–I CARD/TRIM25–mediated signaling is possibly independent of the ability of M2–2 to inhibit MAVS.




Figure 6 | HMPV M2–2 domains that inhibit RIG–I CARD/TRIM25–mediated IFN–β activation. (A, G) Schematic diagram of FLAG–tagged deletion mutants of M2–2. (B, E, H, K) An IFN–β promoter–driven Fluc reporter plasmid was transfected into HEK293T cells with the internal control, pRL–TK, and the indicated plasmids. Fluc and Rluc activities were evaluated 24 h post–transfection. Relative luciferase activity was calculated as the ratio of Fluc activity to Rluc activity, *p < 0.05, **p < 0.01 vs. transfection with empty vector (#). Dunnett’s test. Data are presented as the mean ± SD of three independent experiments. (C, D, F, I, J, L) HEK293T cells were transfected with the indicated plasmids and lysed 24 h post–transfection. Cell lysates were subjected to immunoprecipitation (IP) with an anti–FLAG antibody, followed by immunoblotting (IB) with anti–V5, anti–HA, or anti–FLAG antibodies. A portion of the cell lysates was also subjected to IB. (M) HEK293T cells were transfected with the indicated plasmids and lysed 24 h post–transfection. Cell lysates were subjected to IB with anti–RIG–I, anti–FLAG, or anti–HA antibodies. HMPV, Human metapneumovirus, IFN–β, interferon–β, MAVS, mitochondrial antiviral signaling proteins.



To confirm this, we performed similar experiments using finer Δ3 deletion mutants (Figure 6G). Similar to WT M2–2, Δ3–1, Δ3–2, Δ3–3, Δ3–4, Δ3–6, Δ3–7, and Δ3–8 exhibited an inhibitory effect on RIG–I CARD/TRIM25–induced IFN–β promoter activity and ability to bind to RIG–I CARD and TRIM25, whereas Δ3–5, Δ3–9, and Δ3–10 did not, suggesting that the 13–32 aa region is important for the inhibition of RIG–I CARD/TRIM25 signaling (Figures 6H–J). Although Δ3–8 retained the ability to bind to the MAVS protein, it did not inhibit MAVS (Figures 6K, L). Notably, Δ3–8, which did not retain its inhibitory effect on MAVS, exhibited an inhibitory effect on RIG-I CARD/TRIM25 signaling. Collectively, these results suggest that the inhibition of RIG–I CARD/TRIM25 signaling by M2–2 is not due to MAVS inhibition. Furthermore, TRIM25–mediated RIG–I CARD ubiquitination was substantially and dose–dependently suppressed in response to increased M2–2 protein expression (Figure 6M). Ubiquitination was also suppressed in Δ3–transfected cells as efficiently as in WT M2–2–transfected cells, whereas it was not suppressed in cells transfected with Δ2. Therefore, these results suggest that the inhibition of RIG–I CARD/TRIM25 signaling by M2–2 is not due to MAVS inhibition.



HMPV M2–2 is incorporated into the RIG–I CARD/TRIM25 complex

The SPRY domain of TRIM25 is necessary for TRIM25–RIG–I interactions (30). Therefore, the binding between M2–2 and SPRY may affect the interaction between RIG–I and TRIM25. To evaluate this possibility, FLAG–M2–2 was transfected into HEK293T cells with various plasmid combinations, including either V5–TRIM25 and FLAG–RIG–I CARD or V5–RIG–I CARD and FLAG–TRIM25, and the transfected cells were subjected to IP analysis. FLAG–RIG–I CARD was immunoprecipitated along with V5–TRIM25 (Figure 7A). The amount of co–immunoprecipitated FLAG–RIG–I CARD was increased upon co–transfection with FLAG–M2–2. In addition, FLAG–TRIM25 was immunoprecipitated along with V5–RIG–I CARD (Figure 7B), and the amount of co–immunoprecipitated FLAG–TRIM25 also increased upon co–transfection with FLAG–M2–2. Conversely, both V5–RIG–I CARD and V5–TRIM25 were immunoprecipitated along with FLAG–M2–2 when FLAG–M2–2 was transfected into HEK293T cells together with V5–RIG–I CARD and V5–TRIM25 Figure 7C. These results were similar to those obtained for NiV V–transfected cells, suggesting that M2–2 is incorporated inside the RIG–I CARD/TRIM25 complex and may stabilize the complex.




Figure 7 | Interaction between the HMPV M2–2 protein and the RIG–I CARD/TRIM25 complex. (A–C) HEK293T cells were transfected with the indicated plasmids. Cells were lysed in lysis buffer 24 h post–transfection and subjected to immunoprecipitation (IP) with anti–V5 (A, B) or anti–FLAG (C), followed by immunoblotting (IB) with anti–FLAG or anti–V5 antibodies. A portion of the cell lysates was also subjected to IB. HMPV, Human metapneumovirus, IFN–β, interferon–β, NiV, Nipah virus.





HRSV NS1 is incorporated into the RIG-I CARD/TRIM25 complex

HRSV NS1 protein has been reported to target TRIM25 to inhibit RIG–I ubiquitination and the subsequent RIG–I–mediated antiviral signaling (18). To confirm this, we performed IB analysis using the same procedure as in Figure 2A. HRSV NS1 suppressed the ubiquitination of FLAG–RIG–I CARD—similar to the results obtained upon the HMPV M2–2 or NiV V co–expression, whereas HRSV NS2 did not (Figure 8A). This result suggests that NS1 may also affect RIG–I/TRIM25–mediated signaling via a mechanism similar to that employed by HMPV M2–2 and NiV V. Next, to examine the effect of NS1 on the interaction between RIG–I and TRIM25, FLAG–HRSV NS1 or –HRSV NS2 was transfected into HEK293T cells with either V5–TRIM25 and FLAG–RIG–I CARD or V5–RIG–I CARD and FLAG–TRIM25. Transfected cells were subjected to IP with an anti–V5 antibody. FLAG–RIG–I CARD was immunoprecipitated along with V5–TRIM25 (Figure 8B). The amount of immunoprecipitated FLAG– RIG–I CARD increased upon co–transfection with FLAG–NS1. In addition, FLAG–TRIM25 was immunoprecipitated along with V5–RIG–I CARD, and the amount of co–immunoprecipitated FLAG– RIG–I CARD was also increased upon co–transfection with NS1 (Figure 8C). Co–immunoprecipitated FLAG–HRSV–NS2 was detected in cells co–transfected with V5–RIG–I CARD and V5–TRIM25, however, the amount of precipitated proteins was small. Additionally, NS2 did not affect the RIG–I CARD/TRIM25 complex formation. This result is consistent with those in Figure 1A, where NS2 did not inhibit RIG–I CARD/TRIM25–induced IFN–β promoter activity, which has previously been reported to be suppressed in other strains (29). These results suggest that NS1, but not NS2, is also incorporated into the RIG–I CARD/TRIM25 complex and that it may stabilize this complex.




Figure 8 | Interaction between the HRSV NS1 protein and the RIG–I CARD/TRIM25 complex. (A) HEK293T cells were transfected with the indicated plasmids. Cells were lysed in lysis buffer 24 h post–transfection and subjected to immunoblotting (IB) analysis with anti–RIG–I, anti–V5, or anti–HA antibodies. (B, C) HEK293T cells were transfected with the indicated plasmids. Cells were lysed in lysis buffer 24 h post–transfection and subjected to immunoprecipitation (IP) with an anti–V5 antibody, followed by IB with an anti–FLAG antibody. A portion of the cell lysates was also subjected to IB. HRSV, human respiratory syncytial virus.






Discussion

Innate immunity functions as the first line of host defense against invading pathogens, as well as a critical component in regulating adaptive immunity. The effectiveness of the innate immune response against viral infection depends on the interactive nature of virus components with the host innate antiviral immune systems, including the type I IFN production system (32). Although HMPV induces poor innate immune responses (5), the role of individual HMPV proteins in modulating host innate immune responses remains largely unclear. RIG–I establishes an antiviral state by triggering signaling cascades that induce the expression of type I IFNs and inflammatory cytokines (6–9). The ability to inhibit RIG–I signaling is seemingly a common feature in the families Paramyxoviridae and Pneumoviridae in the order Mononegavirales. Therefore, we hypothesized that similar innate immune escape mechanisms are at play in HMPV as it is remarkably similar to HRSV and parainfluenza viruses, members of the Pneumoviridae and Paramyxoviridae families, respectively. In this study, we screened HMPV ORFs to identify HMPV proteins that inhibit the RIG–I/TRIM25 signaling axis and identified the M2–2 protein as a negative regulator of RIG–I/TRIM25 signaling. Compared to WT HMPV, recombinant ΔM2–2 HMPV, in which M2–2 expression was abrogated, activated transcription factors downstream of the RIG–I signaling pathway in A549 cells. In this study, we focused on the mechanism(s) underlying RIG–I inhibition by M2–2.

To reveal the molecular mechanism(s) by which the M2–2 protein inhibits RIG–I/TRIM25–mediated signaling leading to IFN–β activation, we first examined the effect of M2–2 on RIG–I activation and the downstream protein MAVS, according to a previously described procedure (17,28). M2–2 overexpression inhibited K63–linked polyubiquitination of RIG–I–CARD and CARD–dependent interactions with MAVS. Additionally, we assessed the interaction between M2–2 and RIG–I or TRIM25 by IP using extracts from cells transfected with M2–2 together with RIG–I CARD, TRIM25, or TRIM25 truncation mutants. These experiments showed that M2–2 interacts with RIG–I CARD and TRIM25 SPRY and that M2–2–TRIM25 SPRY interactions were direct, whereas M2–2–RIG–I CARD interactions were not. The TRIM25 SPRY domain is responsible for interactions with RIG–I CARD (30), therefore, the M2–2 protein may bind to the interface between RIG–I CARD and TRIM25. In this study, M2–2 enhanced the stabilization of the RIG–I CARD–TRIM25 complex. Therefore, HMPV M2–2 likely inhibits the K63–linked polyubiquitination of RIG–I by interacting with RIG–I and TRIM25 to form a complex.

This study has revealed that the mechanism underlying HMPV–M2–2 protein–mediated innate immune inhibition is similar to that by V proteins of several members of the family Paramyxoviridae (17). However, the previous study did not examine whether V directly binds to RIG–I and TRIM25. In addition, V proteins also reportedly inhibit MAVS–mediated signaling, leading to the production of type I IFNs (31), however, the impact of MAVS inhibition on RIG–I signaling inhibition has not been investigated. In this study, we characterized the detailed mechanisms underlying the inhibition of RIG–I signaling/MAVS by HMPV M2–2. Additionally, we also revealed that the HRSV NS1 protein also interacts with TRIM25, inhibiting RIG–I ubiquitination, which is consistent with the findings of a previous report (18). Furthermore, we revealed that the HRSV NS1 protein is incorporated into the RIG–I CARD/TRIM25 complex and may stabilize these complexes in a manner similar to the HMPV M2–2 protein.

In addition to viruses of the families Paramyxoviridae and Pneumoviridae, several RNA viruses have evolved strategies that favor their proliferation by targeting molecules such as RIG–I, TRIM25, and MAVS proteins. The NS1 protein of the influenza A virus (IAV), belonging to the Orthomyxoviridae family, interacts with TRIM25 and Riplet, repressing K63–linked ubiquitination of RIG–I (33, 34). NS1 also promotes TRIM25–mediated ubiquitination via strain–specific direct interaction with the second CARD of RIG–I (35). The SPRY domain is also a target of the severe acute respiratory syndrome (SARS) N protein, however, in contrast to that of the M2–2 protein, the interaction between SARS–N and TRIM25 prevents the association of TRIM25 with RIG–I (36). Despite these differences, the effects of IAV NS1, SARS N, paramyxovirus V, HRSV NS1, and HMPV M2-2 proteins are similar, i.e., inhibition of RIG–I signaling/MAVS by preventing TRIM25–mediated ubiquitination of RIG–I CARDs. Several disease–causing viruses in humans target TRIM25–mediated ubiquitination in the innate immune response. Therefore, targeting this inhibitory mechanism may aid the development of novel broad–spectrum antivirals. RIG–I may be a promising target because arenavirus Z protein and herpesvirus U11 are also pathogenic viral proteins that interact with RIG–I and suppress RIG–I signaling (37, 38). The mechanism by which the M2–2 protein inhibits the type I IFN signaling cascade, i.e., by antagonizing TLR7/9 signaling, has been reported (25, 37). However, our findings present a novel mechanism for M2–2–mediated inhibition of RIG–I signaling that is MAVS–independent and specific to the TRIM25–mediated regulatory step in the RIG–I activation pathway. HMPV may evade the innate immune system by leveraging both of these mechanisms.

Ren et al. showed that the M2–2 protein interacts with the MAVS protein, but not RIG–I, to inhibit RIG–I– and MAVS–mediated IFN–β promoter and NF–kB activity (23). We also confirmed an inhibitory effect on MAVS–induced IFN–β promoter activity and a significant, albeit indirect, interaction between M2–2 and the MAVS protein. Thus, we examined the role of M2–2–mediated MAVS inhibition in RIG–I CARD/TRIM25 signaling inhibition using M2–2 deletion mutants. Our results suggested that the ability of M2–2 to inhibit MAVS is not necessary for the negative regulation of the RIG–I CARD/TRIM25 axis. Additionally, previous studies have reported that the C–terminal half of HMPV M2–2 is responsible for the inhibitory effect on MAVS–induced activation of the IFN–β promoter (23). However, our data indicate that the N–terminal half of HMPV M2–2 is responsible for the inhibitory effect on RIG–I CARD/TRIM25 signaling and MAVS. We speculate that these results may be due to the different HMPV strains used in other studies. In comparison with the CN97/83 strain used in other studies, the Jpn03–1 strain used in our study is identical to the CAN97–83 strain in M2–1 ORF and the region of overlap between the M1 and M2 proteins but has a single amino acid difference at position 58 in M2–2 (I and L at this position in Jpn03–1 and CAN97–83, respectively), which is located in the C–terminal half of the M2–2 protein (71 aa). Thus, the reasons for these conflicting results remain unclear.

Nevertheless, the current study has limitations. M2–2 silencing induced the activation of transcription factors (IRF and NF–kB) downstream of RIG–I signaling in A549 cells. This activation may occur through two M2–2 activities, partly explaining why M2–2 deletion attenuates the virus (20). The first is through the inhibition of the RIG–I/TRIM25 signaling axis, in our study, M2–2 was the most potent inhibitor among all the proteins encoded by the HMPV genome in HEK293T cells. The second is through the inhibition of viral RNA synthesis. A previous study has shown that the ΔM2–2 virus produces higher levels of viral mRNAs in Vero cells than the WT virus (39). Additionally, the inhibitory effect of M2–2 on viral RNA synthesis was also confirmed by experiments with an HMPV minigenome construct carrying a luciferase reporter gene (40). In our study, A549 cells infected with the ΔM2–2 virus showed increased viral RNA synthesis. This may increase pathogen–associated molecular patterns (PAMP) levels, thereby inducing IFN–β activation. However, it is difficult to determine the exact contribution of each activity to the inhibition of IFN–β activation. Furthermore, knockout of the M2–2 gene results in the attenuation of virus pathogenicity. Therefore, the recombinant virus, whose M2–2 gene is silenced, is a candidate for attenuated virus vaccine. However, the M2–2–knockout recombinant HMPV show too poor growth in cell culture and cannot be prepared as a vaccine (5, 20, 23). The M2–2 protein is a multifunctional protein that exerts an anti–IFN effect, regulating viral RNA synthesis (39, 41). Such various functions collectively contribute to virus pathogenicity, resulting in the overattenuation of recombinant viruses. Thus moderately attenuated recombinant viruses, which could be created by silencing only a single function with other functions remaining, might be suitable for vaccine development. For this purpose, it would be necessary to determine domains or amino acid residues important for maintaining each function of the M2–2 protein.

In conclusion, we revealed that the HMPV M2–2 protein acts as an IFN antagonist that inhibits RIG–I CARD–dependent interactions with the MAVS protein by blocking TRIM25–mediated RIG–I ubiquitination, possibly by forming a stable complex with both RIG–I and TRIM25. Similarly, HRSV NS1 also formed a stable complex with RIG–I CARD/TRIM25 and inhibited RIG–I ubiquitination. Notably, the inhibitory actions of HMPV M2–2 and HRSV NS1 proteins are shared among several members of the Paramyxoviridae family. We identified that HMPV, similar to HRSV and parainfluenza viruses, has an innate immune escape mechanism similar to theirs. Several disease–causing human viruses target TRIM25 ubiquitination in the innate immune response, therefore, targeting this inhibitory mechanism may aid the development of novel broad–spectrum antivirals.

Furthermore, moderately attenuated recombinant viruses, which could be created by silencing only a single function while preserving other functions, might be suitable for vaccine development.
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Cell types Percentages

Pneumocytes 31.67
Bronchial epithelium 5
Endothelial cells 28.33
Macrophages 10
Other cell types 25

data was normalized to nine samples from HPA RNA-sequencing.
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Target Gene Purpose Name Sequence of Oligonucleotide (5°-3°)

GolFN-a qRT-PCR qGoIFN-0 F CTCCAGCACCTCTTCGACAC
qGoIFN-0. R GTTGATGCCGAGGTGAAGGT
GoIFN-y qRT-PCR qGOIFN-y F ACATCAAAAACCTGTCTGAGCAGC
qGOIFN-y R AGGTTTGACAGGTCCACGAGG
GoIFN-k qRT-PCR qGOIFN- F ACAGCAAAGAAAAGTGATTG
qGOIFN-k R GTTGGAAGATCTCTTCAATGG
GOIEN-A qRT-PCR qGOIFN-A F GAGCTCTCGGTGCCCGACC
qGOIEN-A R CTCAGCGGCCACGCAGCCT
GolL-6 qRT-PCR qGolL-6 F AGCAAAAAGTTGAGTCGCTGTGC
qGolL-6 R TAGCGAACAGCCCTCACGGT
GolL-8 qRT-PCR qGolL-§ GCTGTCCTGGCTCTTCTCCTGATT
qGoIL-8 R GGGTCCAAGCACACCTCTCTGTTG
GoPKR qRT-PCR qGoPKR F GCAACAGCAAAGACTGACGA
qGoPKR R TGTTTGTGACCTCTGCCTTG
GoOASL qRT-PCR qGOOASL F CAGCGTGTGGTGGTTCTC
qGOoOASL R AACCAGACGATGACATACAC
GoMx-1 qRT-PCR qGoMx-1 F TTCACAGCAATGGAAAGGGA
qGoMx-1 R ATTAGTGTCGGGTCTGGGA
GoSTING qRT-PCR qGoSTING F CCATGTCTCAGGACGAGTGC
qGoSTING R TCCTCGTATGCAATGAGCCG
To obtain sequence GoSTING F ATGTCTCAGGAACCGCAGCGC
GoSTING R CTGCGGAGCGACCACCCCTGA
Construction of GoSTING pPcDNA3.1-Flag EcoR [ TAGTCCAGTGTGGTGGAATTCATGTCTCAGGAACCGCAGCGC
pPeDNA3.1-Flag Xho I GTCGTCCTTGTAGTCCTCGAGCTGCGGAGCGACCACCCCTGA
Construct truncated forms GoSTING d1-50 aa F GTGTGGTGGAATTCATG CACCGCCTCACCGCC
of GoSTING GoSTING d1-50 aa R CATGAATTCCACCACAC
GOoSTING d1-150 aa F GTGTGGTGGAATTCATG ACTGAGAGGTCCAAG
GOSTING d1-150 aa R CATGAATTCCACCACAC
GOoSTING d50-340 aa F AGCCCCTGTCACCCGCT CAGGAGGAGTTCACG
GOoSTING d50-340 aa R AGCGGGTGACAGGGGCT

GOSTING d181-382 aa F TGCCACGCATAAAGGAG CTCGAGGACTACAAG
GOSTING d181-382 aa R CTCCTTTATGCGTGGCA
GOSTING d251-382 aa F ACAGCTTCTACGCAATC CTCGAGGACTACAAG
GoSTING d251-382 aa R GATTGCGTAGAAGCTGT
GoSTING d351-382 aa F CGGTGTACGAGGGGACC CTCGAGGACTACAAG
GoSTING d351-382 aa R GGTCCCCTCGTACACCG
GoSTING d365-371 aa F TGGGCTCAACAGACCTC GACCTGCCCCAGCCC

GoSTING d374-382 aa F TCAGTGCCTCCGACCTG CTCGAGGACTACAAG
GoSTING d379-382 aa R CCGCAGGGGCTGGGGCA
GoSTING S369A F CTCAGCCTCCAGATCGCTGCCTCCGACCT

GoSTING S$369A R GCGATCTGGAGGCTGAGGTCT
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siRNAs

si-NC (sense)
si-NC (antisense)
LGP2-1 (sense)
LGP2-1 (antisense)
si-LGP2-2 (sense)
si-LGP2-2 (antisense)
(
(

si-LGP2-3 (sense)
si-LGP2-3 (antisense)

Sequences (5'-3')

UUCUCCGAACGUGUCACGUTT
ACGUGACACGUUAGAATT
CCGUCUACAACAAGAUCAUTT
AUGAUCUUGUUGUAGACGGTT
CGGACGAUGUUUACUUCUATT
UAGAAGUAAACAUCGUCCGTT
GAGAAGAGGAGGUACAAGATT
UCUUGUACCUCCUCUUCUCTT

Positions

M7

1638

1925
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Primer name

qLGP2-F
gLGP2-R
qMAVS-F
gMAVS-R
gIL-1B-F
glL-1B-R
glL-2-F
glL-2-R
qIL-6-F
qlL-6-R
qlL-8-F
qlL-8-R
alFN-o-F
qIFN-a-R
qlFN-B-F
qlFN-B-R
GOAS-F
qOAS-R
qPKR-F
gPKR-R
gMx-F
aMx-R
gMHC-I-F
gMHC-I-R
qMHC-II-F
gMHC-II-R
qGAPDH-F
qGAPDH-R
qDTMUV-F
gDTMUV-R

Primer sequence (5'-3')

GTGGTGGAGCTGGAGAAGAG
CCCTGTTCTCCTCAAAGGTG
ACATCCTGAGGAACATGGAC
AGACCTCCTGCAGCTCTTCG
TCATCTTCTACCGCCTGGAC
GTAGGTGGCGATGTTGACCT
GCCAAGAGCTGACCAACTTC
ATCGCCCACACTAAGAGCAT
TTCGACGAGGAGAAATGCTT
CCTTATCGTCGTTGCCAGAT
AAGTTCATCCACCCTAAATC
GCATCAGAATTGAGCTGAGC
TCCTCCAACACCTCTTCGAC
GGGCTGTAGGTGTGGTTCTG
AGATGGCTCCCAGCTCTACA
AGTGGTTGAGCTGGTTGAGG
TCTTCCTCAGCTGCTTCTCC
ACTTCGATGGACTCGCTGTT
AATTCCTTGCCTTTTCATTCAA
TTTGTTTTGTGCCATATCTTGG
TGCTGTCCTTCATGACTTCG
GCTTTGCTGAGCCGATTAAC
GAAGGAAGAGACTTCATTGCCTTG
CTCTCCTCTCCAGTACGTCCTTCC
CCACCTTTACCAGCTTCGAG
CCGTTCTTCATCCAGGTGAT
ATGTTCGTGATGGGTGTGAA
CTGTCTTCGTGTGTGGCTGT
CGCTGAGATGGAGGATTATGG
ACTGATTGTTTGGTGGCGTG

F, forward primer; R, reverse primer; g, gRT-PCR.

Purpose
oRT-PCR
GRT-PCR
oRT-PCR
oRT-PCR
oRT-PCR
oRT-PCR
oRT-PCR
oRT-PCR
oRT-PCR
oRT-PCR
oRT-PCR
oRT-PCR
oRT-PCR
oRT-PCR

oRT-PCR
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Genes

lasl
lasR
rhll
rhiR
pgsA
pgsR
lasA
lasB
rhiA
rhiC
phzM
phzA
phzH
phzS
rpoD

1 CGCACATCTGGGAACTCA

1 CTGTGGATGCTCAAGGACTAC
: GTAGCGGGTTTGCGGATG

1 GCCAGCGTCTTGTTCGG

: GACCGGCTGTATTCGATTC

: CTGATCTGCCGGTAATTGG

: CTGTGGATGCTCAAGGACTAC
: AACCGTGCGTTCTACCTGTT

: TGGCCGAACATTTCAACGT

: GCCATCCATCTCGACGGAC

: ACGGCTGTGGCGGTTTA

: AACGGTCAGCGGTACAGGGAAC
: GCTCATCGACAATGCCGAACT
: CCGAAGGCAAGTCGCTGGTGA
: GGGCGAAGAAGGAAATGGTC

Primer sequences (5, -3,)

DPIDDDIDDDDDDDDDDD

CGGCACGGATCATCATCT
AACTGGTCTTGCCGATGG
CGGCATCAGGTCTTCATCG
CGGTCTGCCTGAGCCATC
GCTGAACCAGGGAAAGAAC
ATCGACGAGGAACTGAAGA
AACTGGTCTTGCCGATGG
CGGTCCAGTAGTAGCGGTTG
GATTTCCACCTCGTCGTCCTT
CGCAGGCTGTATTCGGTG
CCGTGACCGTCGCATT
AACGGTCAGCGGTACAGGGAAAC
GCGGATCTCGCCGAACATCAG
GGTCCCAGTCGGCGAAGAACG
CAGGTGGCGTAGGTGGAGAA
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Genes

TNF-o
IL-1B
IL-6
IL-8
IFN-B
iNOS
COX-2
IL-2
IL-4
IL-10
TLR4
MyD88
TRAM
NF-xB
IxB
IBo
IKK-B

GAPDH

F
F:
E
Es

i
R
E
E:
F
F:
F:
=
{4
F:
E
F:
F
Fs
F

F:

CTTCTGTCTACTGAACTTCGGG
GAAATGCCACCTTTTGACAG
CTTCCATCCAGTTGCCTTCT
TGTGGGAGGCTGTGTTTGTA
CAGCTCCAAGAAAGGACGAAC
ACTGTGCCATCAGCAAGGTT
TGCTGTACAAGCAGTGGCAA
TGTGGAATGGCGTCTCTGTC
GGTCTCAACCCCCAGCTAGT
GCCGAGGAGATCGTCACC
GGACTCTGATCATGGCACTG
ACTCGCAGTTTGTTGGATG
AGCCAGAAAGCAATAAGC
CTGAAACTACTGATTGCTGCTGGA
GCCATCCCAGGCAGTATCTA
GCCCTTCTGGGATTTCCT
TCAGCTAATGTCCCAGCCTTC
CGGGATGGCTACTATGAGGCTGACC
GTGATTTGTGCCAGCCAGGAAGC
GGTGAAGGTCGGTGTGAACG

Primer sequences (5, -3, )

ITIIIIIIDIIIIIIIDDIDDD

: CAGGCTTGTCACTCGAATTTTG

: TGGATGCTCTCATCAGGACAG

: CCTTCTGTGACTCCAGCTTATC
ACGAGACCAGGAGAAACAGG
GGCAGTGTAACTCTTCTGCAT

: GCTCTTTGTCCATTGGGTTCTT

: GCAGCCATTTCCTTCTCTCC

: AGTTCAATGGGCAGGGTCTC
GCCGATGATCTCTCTCAAGTGAT
: CAGGCGTAGAAGATGTCGGA

: CTGATCCATGCATTGGTAGGT

: CACCTGTAAAGGCTTCTCG
CAAACCCAAAGAACCAAG

: GCTATGTGAAGAGGCGTTGTGC
TTCCAAGACCAGACCTCCAG

: GCGGCTCCGCTTCGTTCT

: CCAGTCTAGAGTCGTGAAGC

: GATTCGCTGGCTAATGGCTTGCT
: TTCTTAACCCGAAGCCCTTGATT
: CTCGCTCCTGGAAGATGGTG
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A Genes

Genes identified as putative homologs of one another during
the construction of HomoloGene.

ADAM17, H.sapiens

ADAM metallopeptidase domain 17
ADAM17, Ptroglodytes

ADAM metallopeptidase domain 17
ADAM17, M.mulatta

ADAM metallopeptidase domain 17
ADAM17, C.lupus

'ADAM metallopeptidase domain 17
ADAM17, B.taurus

ADAM metallopeptidase domain 17
ADAM17, M.musculus

a disintegrin and metallopeptidase domain 17
ADAM17, R.norvegucus

ADAM metallopeptidase domain 17
ADAM17, G.gallus

ADAM metallopeptidase domain 17
ADAM17, X troplcalls

'ADAM metallopeptidase domain 17
ADAM17a, D.rerio

a disintegrin and metallopeptidase domain 17a
ADAM17b, D.rerio

a disintegrin and metallopeptidase domain 17b
Tace, D.melanogaster

Tace

AgaP_AGAP002381, A.gambiae
AgaP_AGAP002381

Adm-4, C.elegans

Adm-4

1 182 189
ADAM17 N

Cysteine switch

motif

Proteins

Proteins used in sequence comparisons and their conserved
domain architectures.

NP_003174.3 — .
824 aa

XP_515293.2 —
824 aa

XP_002799185.1 ——mmm———————

711 aa

XP_005630166.1 ——————————
823 aa

XP_002691532. 1 —_——-
825aa

NP_033745.4  ——ms s ——————
827 aa

NP_064702.1  — i —s——————
827 aa

NP_001008682. 1 —— - -
829 aa

NP_001182159.1 ——a -
843 aa

NP_955067.1  —immm— -
842 aa

XP_689147.3 ~ — S ————————
793 aa

NP_733334.1 — I ————
732 aa

XP_32572.5 — -
759 aa

NP_509318.1  ———————

686 aa

474475 563 603

Conserved Domains

Conserved Domains from CDD found in protein sequences
by msblast searching.

Disintegrin (pfam00200)
=Disintegrin

Pep_M12B_propep (pfam01562)
= Reprolysin family propeptide

Pep_M12B_propep (pfam01562)
= Reprolysin family propeptide.

ZnMc (cl00064)
= Zinc-dependent metalloprotease. This super-family of
metalloproteases contains two majer branches, the
astacin-like proteases and the adamalysin/reprolysin-
like proteases. Both branches have wide phylogenetic

distribution, and contain sub-families, which ...

Disintegrin (cl10507)
= Disintegrin.

Allnon detected compartments
1 ADAM17 detected in Cytosol

731 741 824

Peptidase M12B Disintegrin

Crambin-like
domain domain Region

SH3-binding
motif (2)
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Group Time

Group A (n=44) ow
12w
24w
36w

Group B (n=39) ow
12w
24w
36w

HBcrAg(+)
n° (%)

44 (100.00)

39 (100.00)

N. none: n°, number of cases; -, without detection.

HBV DNA(+)

(%)

HBsAg(+)

n° (%)

N
N

z2zz

1 (2.56)
2(5.13)
2(5.13)

HBeAg(+)
n° (%)

ZZZZZ L ZTE

anti-HBe(+)

n° (%)

3 (52.27)
(50 00)
22 (50.00)
(50 00)
4 (61.54)
4 (61.54)
24 (61.54)
24 (61.54)

anti-HBc(+)
n° (%)

4 (100.00)
4 100.00)
4 (100.00)
4 (100.00)
9 (100.00)
9 (100.00)
9 (100.00)
9 (100.00)

A A
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Group Time anti-HBs (+) anti-HBs, (Q1, Q3), mlU/ml
n° (%)
>10 and <100 2100 and <500 >500 and <1000 >1000
miU/ml miU/ml miU/ml miU/ml
Group A (n=44) ow 27 (61.36) 10 (22.73) 1(2.27) N 42.47 (16.85,109.10)
12w 6(13.64) 9 (20.45) 2 (4.55) 27 (61.36) 1000 (230.4,1000)*
24w 4(9.09) 7(15.91) 5(11.36) 28 (63.64) 1000 (485.1,1000)*
36w 4 (9.09) 7(15.91) 4 (9.09) 29 (65.91) 1000 (483.9,1000)*
Group B (n=39) ow 20 (51.28) 12 (30.77) N N 39.27 (16.06,117.40)
12w 19 (48.72) 13(33.33) N N 39.04 (16.09,112.60)
24w 20 (51.28) 12 (30.77) N N 40.48 (18.97,117.20)
36w 21 (53.85) 11 (28.21) N N 38.78 (16.18,115.20)

N, none; n°, number of cases; M, median; Q1,

first quartile; Q3, third quartile; *, the difference was statistically significant compared with week 0 (P<0.05).
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Mean age (+ SD)

Male n° (%)

History of drinking n° (%)

History of smoking n° (%)

Family history of hepatitis B n° (%)
Liver disease related symptoms n° (%)

n° number of cases.

Group A (n=44)

49.55 + 9.43
22 (50.00)
17 (38.64)
14 (31.82)
20 (45.45)
7(1591)

Group B (n=39)

4654 + 1042
20 (51.28)
16 (41.03)
14 (35.90)
18 (46.15)

6(15.38)
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Alb, M (Q1,Q3), g/L

ALT, M (Q1,Q3), U/L

GGT, M (Q1,Q3), U/L

TBIL, M (Q1,Q3), pmol/L

HBV related liver dysfunction n° (%)
Imaging

Hepatic fibrosis n° (%)

M, median; Q1, first quartile; Q3, third quartile; n°, number of cases.

Group A (n=44)

49.00 (47.00,50.00)

20.50 (13.00,28.00)

20.50 (15.00,33.00)

12,05 (8.15,16.68)
2 (4.55)

27(61.36)

Group B (n=39)
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22,00 (15.00,33.00)
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3(7.70)

25(64.10)
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Group F1 F2 F3 F4 F5 F6 F7 F8 F9 F10
DPV CHv-gEAET 0/5 0/5 0/5 05 0/5 0/5 0/5 0/5 0/5 05
DPV CHv-gEACT 0/5 1/5 0/5 05 1/5 2/5 0/5 0/5 0/5 05
DPV CHv-AgE 0/5 05 0/5 0/5 0/5 0/5 0/5 0/5 0/5 05
Control 05 0/5 05 05 0/5 0/5 0/5 0/5 0/5 05

The numerator is the mortality numbers, and the denominator is the number of ducks challenged with viruses.
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Group

Challenge dose (TCIDso)

10* 10° 10°
CHv-50 0/10 5/10 6/10
DPV CHv-gEAET 0/10 0/10 0/10
DPV CHv-gEACT 0/10 2/10 2/10
DPV CHv-AgE 0/10 0/10 0/10
MEM 0/10 0/10 0/10

The numerator is the mortality numbers, and the denominator is the number of ducks challenged with viruses.
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Primer Sequence (5'-3) Purpose
name

AET-Kan-F  CTGCCGGCCAGACTACGGAACCTCAACAATTGGTACGATGTAGGGATAACAGGGTAATCGATTT Replacement of the

AET-Kan-R  TAATAGTCACGACCCCTAGTACTCCGAGACCGACTACAAACATCGTACCAATTGTTGAGGTTCCGTAGTCTGGCCGGCAGGCCAGTGTTACAACCAAT  gE ET gene by the kan cassette

ACT-Kan-F  CGTGACTATTATAATCCTGGCTGTTTCATCCATCTTTTTATAGGGATAACAGGGTAATCGATTT Replacement of the

ACT-Kan-R  CTATTTCACTAGTGAGTCATTAGTTCAACATCCATGATCATAAAAAGATGGATGAAACAGCCAGGATTATAATAGTCACGGCCAGTGTTACAACCAAT gE CT gene by the kan cassette

gE-F TCTCAAGACGCTCTGGAATC Identification of the gE gene deletion

gE-R AGCGAGTACTTCTCTGCGTC

BAC-Kan-F  TTATTAATCTCAGGAGCCTGTGTAGCGTTTATAGGAAGTAGTGTTCTGTCATGATGCCTGCAAGCGGTAACGAAAACGATTGTTACAACCAATTAACC  Delete BAC miniF sequence and EGFP selection
BAC-Kan-R  ATCGTTTTCGTTACCGCTTGCAGGCATCATGACAGAACACTACTTCCTATTAGGGATAACAGGGTAATCGAT marker

BAC-UL23-F GCCTGCAAGCGGTAACGAAAACGATTCAATTAATTGTCATCTCGG Delete BAC miniF sequence and EGFP selection
BAC-UL23-R CCGCTCCACTTCAACGTAACACCGCACGAAGATTTCTATTGTTCCTGAAGGCATATTCAACGGACATATTAAAAATTGA marker

UL30-F GGACAGCGTACCACAGATAA Identification of the DPV UL30 gene

UL30-R ACAAATCCCAAGCGTAG

UL23-F GCCTGCAAGCGGTAACGAAAACGATTCAATTAATTGTCATCTCGG Identification of the UL23 gene deletion

UL23-R CCGCTCCACTTCAACGTAACACCGCACGAAGATTTCTATTGTTCCTGAAGGCATATTCAACGGACATATTAAAAATTGA

BACF GTTATCCACTGAGAAGCGAACG Identification of the BAC miniF sequence deletion

BAC-R GGCTGTAAAAGGACAGACCACA
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Inactivated vaccine

Live-attenuated vaccine

Strain Origin Adjuvant Dosage (/bird) Immune Survival Strain Origin Dosage Immune Survival
route rate (%) (/bird) route rate (%)
HLJFAd15 CEL*  Oil 10° TCIDso M 100 FAdV-4/QT35 QT35 5x10*TCIDsy M 100
CH/GZXF/1602 CEK®  Oil 45x10°TCIDgg  H® 100 rR188l LMH  10°PFU M 100
SDJNO105 CEF®  Oil 10° TCIDso M 100 rHN20 LMH  10° PFU IN 100
HN LMH?  Oil 10° TCIDso H" 100 rHN20 LMH  10° PFU M 100
HN CE® Qi 10° TCIDso H 100 (IBH) rHN20 LMH  10°PFU H 100
K531/07 CEL  SeppicISA70 5x10°TCIDsy M 80 FAdV4-RFP_F1  LMH  2x10°TCIDsy M 100
rHN20 LMH  Oil 3x10° PFU M 100 FA4-EGFP LMH  10°TCIDso M 100
rHN20 LMH Ol 3x10° PFU H 100 FAdV4-EGFP-  LMH  2.5x10* M 100
rF2 TCIDso

“Chicken embryo liver cells.

bChicken embryo kidney cells.
°Chicken embryo fibroblast cells.
9 eghom male hepatocellular cells.

°Chicken embryo.
'Intramuscular.
ISubcutaneous.
hintranasal.
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Subunit vaccine

Antigen Strain Expression system Dosage (/bird) Adjuvant Immune route Survival rate (%)
penton PR-06 E. col® 25 ug FCA" H 90
penton NIAB/NIBGE 01 E. coli 100 pug Montanide ISA 71VG H 50
penton NIAB/NIBGE 01 E. coli 100 ug Montanide ISA 71VG H 50
(1-225 aa®)
fiber-1 KR5 Baculovirus 50 ug GERBU Adjuvant LQ no.3000 M! 61.5
fiber-2 KRS Baculovirus 50 pg GERBU Adjuvant LQ no.3000 M 96.4
L1-hexon® KRS Baculovirus 50 pg GERBU Adjuvant LQ no.3000 M 26.9
100K NIAB/NIBGE 01 E. coli 25 ug FCA H 40
fiber-1 SXD15 E. coli 100 pg FCA M 100
50 ug FCA ™ 75
fiber-2 SXD15 E. coli 50 pg FCA M 100
L1-hexon SXD15 E. coli 50 ug FCA M 70
penton SXD156 E. coli 50 pg FCA M 35
fiber-2 HB1501 E. coli 25ug FCA H 100
fiber-2 - E. coli 10 ug Montanide ISA 71VG M 100
fiber-2 GZ-QL E. coli 150 pg Sigma M 100
100 ug Sigma M 100
50 ug Sigma M 80
fiber-1 SXD15 Ad-HK2 0.5 ug NA M 100
fiber-2 SXD15 Ad-HK2 0.5 ug N/A M 80
penton SXD15 Ad-HK2 0.5 ug N/A M 67.7
PtDd® SXD15 Ad-HK2 0.5 ug N/A M 100
DC-hexon GX01 L. lactis' 10"° CFU N/A o* 60
hexon GX01 L. lactis 10" CFU N/A o) 50
DC-Hexon GX01 E. faecalis? 5x10° CFU N/A o 90
hexon GX01 E. faecalis 5x10° CFU N/A o 80
Amino acid.

®Loop 1 region of hexon.
°Penton-dodecahedron.
9DC-Hexon: hexon fused with dendfitic cell targeting peptide.
®Escherichia coli.
Lactococcus lactis.
9Enterococcus faecalls.
"Freund's complete adjuvant.
‘Subcutaneous.
Intramuscular.

“Oral.

'Not applicable.
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Subfamily

Alphaherpesvirinae

Betaherpesvirinae

Gammaherpesvirinae

Virus

HSV-1

PRV

HCMV

MCMV
KSHV

MHV68
MDV

Proteins

uL46
uL41
uLs7
uL24

VP24

VP22
VP1-2

UL36USP

IcP27

11345
us3

uL13
uL24
uLs2
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VIRF1
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ORF52
ORF64
Meq

Target

TBK1
cGAS
cGAS
IFN-B
promoter
TBK1
and IRF3
cGAS
STING

cGAS
and
STING
TBK1
and
STING
STING
B-
catenin
IRF3
IRF7
STING

IRF3
STING

cGAS
cGAS
STING
STING

Mechanism

Targeting TBK1 and inhibiting TBK1 dimer formation to suppress IRF3 activation.
Degrading cGAS via its RNase activity.

Deamidating cGAS to catalyze cGAMP synthesis.

Inhibiting the activation of the promoters of IFN-B and IL-6.

Disrupting the interaction between TBK1 and IRF3 to impaire IRF3 activation.

Interacting with cGAS and inhibiting the enzymatic activity of cGAS.

Directly interacting with STING and promoting the deubiquitination of STING to evade antiviral
responses.

Blocking the activation of the IFN-B promoter to evade host antiviral innate immunity by targeting
CGAS and STING.

Interacting with TBK1 and STING via its RGG motif.

Directly interacting with STING to further inhibit the activation of TBK1.
Hyperphosphorylating B-catenin via its kinase activity.

Phosphorylating IRF3 and disrupting IRF3 binding to downstream factor promoter.

Inhibiting the production of IFN-B by targeting IRF7.

Interacting with STING and iRhom2, and disrupting the binding of STING to TRAPb to prevent the
transfer of STING to the Golgi apparatus. Additionaly inhibiting the recruitment of downstream
signaling molecules.

Inhibiting STING-mediated IRF signaling.

Blocking the interaction of STING with TBK1, and then inhibiting the phosphorylation and activation
of STING to suppress cGAS-STING-mediated antiviral immunity.

Directly binding to cGAS and inhibits the downstream phosphorylation of TBK1 and IRF3.

Directly inhibiting cGAS enzymatic activity.

ORF64 DUB active site mutant is associated with impaired delivery of viral DNA to the nucleus.
Blocked the recruitment of downstream TBK1 and IRF7 to the STING.
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Primer Sequence (5'-3')

Monkey-IFN-B-F GCAATTGAATGGAAGGCTTGA

Monkey-IFN-B-R CAGCGTCCTCCTTCTGGAACT

B-actin-F CGGGAAATCGTGCGTGAC

B-actin-F ATGCCCAGGAAGGAAGGTTG

p3xFlag-cGAS-F AAGCTTGCGGCCGCGATGGCGGCCCGGCGGGGAAAG
p3xFlag-cGAS-R AGATCTATCGATGAATTTCACCAAAAAACTGGAAATCCA
cGAS-Exon1-gRNA- CACCGAGACTCGTTGCGGTCGGTC

F

cGAS-Exon1-gRNA-  AAACGACCGACCGCAACGAGTCTC

R

cGAS-Exon2-gRNA-  CACCGCTAGAAGAATATTCTGACAC

F

cGAS-Exon2-gRNA-  AAACGTGTCAGAATATTCTTCTAGC

F
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Gene name

RIG-T
MDA5
MAVS
MyD88
TRIF

The target sequence (5°-3’)

CUCUUGGAGGCUUAUUUCA
GAGAAACCAGUGAUUCCCU
CUGCUGCGGAAUUCAAACA
CGGCUGAAGUUAUGUGUGU
CCACCUUUCAGAAGAAGAU
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Gene name

Porcine-RSAD2
Porcine-OAS1
Porcine-Mx1
Porcine-Mx2
Porcine-TFIT1
Porcine-1SG15
Porcine-IRF9
Porcine-STAT1
Porcine-IFN-B
Monkey-IFN-B
Monkey-GAPDH
Porcine-IFN-A1
Porcine-IFN-A3
Porcine-IFN-A4
Porcine-RIG-T
Porcine-MDAS5
Porcine-MAVS
Porcine-MyD88
Porcine-TRIF
Porcine-GAPDH

Forward primer (5°-3°)

ATCTGCCCACCACCCCCACTA
GAGTTTTCCACCTGCTTCACG
GGAGGCGGAAGAAGAAAAGAA
AGAGGCAGCGGAATCATCAC
AAGAAGATGAAGGAGAAAAGT
AATGTGCTTCAGGATGGGGTG
ATCCTCCAGGACCCCTTCAA
TCCGTTTTCATGACCTTCTGT
GCTAACAAGTGCATCCTCCAAA
CTAGCACTGGCTGGAATGAGACT
CCTTCCGTGTCCCTACTGCCAAC
GGTGCTGGCGACTGTGATG
ACTTGGCCCAGTTCAAGTCT
GCTATGGGACTGTGGGTCTT
GTGTGCGGTGTTTCAGATGC
CACTTGCCCGCGAATTAACA
CCTCTGGGACCTCTTCGACA
CCATTCGAGATGACCCCCTG
GCTCCCGAGCTGGAGTTATC
ATGGTGAAGGTCGGAGTGAAC

Reverse primer (5°-3°)

ACGGCTCTCCGCCTGAAAAGT
AAATCTGTTTTCCCGCTTCCT
CAGAGGGATGTGGCTGGAGAT
CTCCACTTTGCGGTAGCTGA
CAGGAGAGAAGAGAAGGGTGT
CCAGGATGCTCAGTGGGTCTC
AACCCTACCTTCCGGAGACT
CTGAATATTCCCTGACTGAGT
CCAGGAGCTTCTGACATGCCA
GGCCTTCAGGTAATGCAGAATC
GACGCCTGCTTCACCACCTTCT
GATTGGAACTGGCCCATGTG
CATCCTTGGCCCTCTTGA
AGGGAGCGGTAGTGAGAGAG
AGCCTGCTGCTCGGATATTT
GTCCGAGACGTCCAGACTTG
GCTGTTTGAATTCCGCAGCA
TAGCAATGGACCAGACGCAG
GGTACCTGGAAATCCTCGCA
CGTGGGTGGAATCATACTGG
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Virus

ZIKV

HBV

HIV

HCV

IAV

CHIKV
LCMV
HSV-1

SeV

DENV

Model

Primary human keratinocytes

Human hepatocyte cell lines (HepG2, Huh7)

Human kidney cell line (HEK 293), human hepatocyte cell line (HepG2)

Primary human MDMs

Primary human monocyte-derived DCs

Human hepatocyte cell line (Huh7.5)
Mice

Human hepatocyte cell line (HepG2)
Primary human PBMCs and lung epithelial cell line (A549)

Human lung epithelial cell line (A549)

Mice

Primary human MDMs

Mice

Primary human macrophages and DCs, human epithelial and glioma cell
lines (HelLa, U373MG, and T98G)

African green monkey kidney epithelial cell line (Vero cells)

Primary human keratinocytes

Mice

Primary human cell co-cultures

Mode of inhibition by IL-27

Activation of STAT1 leads to OAS2 transcription independent of
type | and type Il IFNs

Increases type | and Ill IFN production leading to OAS1, PKR,
and MXT transcription

Complexes with IL-6R to inhibit infection

Type | IFN-mediated IL-27 production induces TRIM25
expression

Increases IFNo. production leading to enhanced APOBEC
cytidine deaminase expression

Reduces SPTBN1 expression independently of IFNo.

Increases transcription of ISGs such as MX1, OAS2, and PKR
similar to that of IFNo

Increases transcription of ISGs such as MX7 and OAS2
independently of type | IFNs

Inhibition partially dependent on IFNo.

Increases HCV-specific IFNy-producing CD8+ T cells
synergistically with IL-12

Increases transcription of MX7 independently of IFNa. and IFNy
Induces IFNa. production which leads to expression and
activation of PKR

Complexes with IL-6R to induce type | and Il IFNs which leads
to increased ISG transcription

Augments NK cell cytokine production and effector functions
Increases IAV-specific IFNy-producing CD8+ T cells

Mediates immunopathology by promoting T-cell production of
IL-10

Inhibits infection in the absence of IFNs

Promotes pDC differentiation and NK cell effector functions
Enhances proinflammatory cytokine IL-6, IP-10 and MIG
production

Complexes with IL-6R to inhibit infection

Activation of STAT1 leads to OASZ transcription independent of
type | and type Il IFNs

Mediates immunopathology by promoting T-cell production of
IL-10

Production by DCs promotes Tgy cell differentiation, supporting
B-cell antibody production
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Gene names Viral type

A3G EV71, CA16, EVD68

AUF1 PV, CVB3

FUS/TLS CvB3

GBA1 EV7i1

SAMHD1 EV71, CA16, EVD68

SIRT1 EV7T1

TRIM7 EV71, CVBS, E11, EVD68, PV
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Antiviral mechanism

. Competitively binds to 5'UTR along with PCBP1.

. Interacts with 3DP* and is packaged into progeny virions.
. Interacts with viral IRES.

. Interacts with viral RNA.

. Formation of stress granules and regulates innate immunity.
. Reduces the expression of SCARB2 on the cell surface.

. Interferes with EV71 binding to SCARB2.

. Interferes with the interactions between VP1 and VP2.

. Interacts with viral 5’'UTR.

. Reduces the acetylation of 3DP.

. Degrades viral 2BC protein.
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Host restrictive factors are listed in alphabetical order.





