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Editorial on the Research Topic 
Control, operation and trading strategies of intermittent renewable energy in smart grids


1 INTRODUCTION
To achieve the goal of carbon neutrality and resolve the Research Topic of the global energy crisis, large numbers of intermittent renewable energy sources, such as wind turbines and photovoltaic generators, have been widely installed in modern power grids (Van Soest et al., 2021). The stochastic nature of renewable energy production has raised significant reliability concerns and brought about significant financial risks for various decision-makers, and the use of power electronic devices in renewable energy integration also poses major challenges for power system control and operation (AlAshery et al., 2019). To mitigate the uncertainties caused by intermittent production of renewable energy, it is necessary to utilize resources and approaches promoting flexibility, such as battery storage and price-responsive demand, to explore novel market mechanisms at both wholesale and retail levels, and to investigate advanced modeling and optimization techniques (Jin et al., 2018).
The major challenges in the control, operation, and trading of intermittent renewable energy resources in smart grids are the uncertainties and complexities inherent in the power transmission, distribution, and consumption processes (Bevrani et al., 2010). Moreover, given the worldwide backdrop of power industry deregulation, decision-makers in the domain of intermittent renewables also need to consider volatile electricity prices in retail and wholesale markets, as well as the random behaviors of other strategic participants. Under these circumstances, it is necessary to develop advanced control, operational, and trading strategies for intermittent renewable energy resources based on state-of-the-art smart grid technologies.
This Research Topic reports on the latest advances in the area of control, operation, and trading of intermittent renewable energy resources in smart grids to resolve potential difficulties and challenges; more forty articles related to this area have been published. As shown in Figure 1, accurate forecasting and modeling methods could provide a foundation in the form of reliable information for the control, operation, and trading of intermittent renewable energy resources. Additionally, various other techniques, such as fault diagnosis, network design, and power flow optimization, could also increase stability and the economic efficiency of decision-making in power grids with significant dependence on renewable energy. Considering these issues, the articles published under this Research Topic can be divided into five categories: forecasting and modeling methods, control strategies, operational strategies, trading strategies, and other techniques.
[image: Figure 1]FIGURE 1 | Overall framework of techniques for the integration of intermittent renewable energy sources into smart grids.
2 FORECASTING AND MODELING METHODS
With the rapid development of renewable energy sources, such as wind and solar power, accurate prediction of the output of these weather-sensitive renewable energy sources has become increasingly important. Huang et al. propose a novel direct method for deterministic and probabilistic wind speed forecasting based on an explainable neural network; they also verify its feasibility and effectiveness using data from real wind farms in Belgium, which indicates that the method has strong potential for practical applications in real electrical power and energy systems. Xu et al. develop a simplified average model of a large photovoltaic power station for electromagnetic transient analysis, considering high- and low-voltage fault ride-through, and verify the accuracy and effectiveness of the proposed model by carrying out simulation studies. Kang et al. develop a solar irradiance prediction method based on deep learning, namely the Feature-enhanced Gated Recurrent Unit, which does not require auxiliary data, but only time series data on solar irradiance; they report that, based on samples of solar irradiance data in Lyon, France, their model offers better predictions than a baseline model.
3 CONTROL STRATEGIES
Since renewable energy systems rely primarily on power electronics converters to connect to the power network, these replace traditional generator units relying on a large rotating axis to provide inertia support. This means a reduction in the overall inertia of the power system, which poses challenges for maintaining stable control of the system. Chu et al. propose an integrated control strategy based on active support, which can achieve grid connection stability for voltage source converters used in renewable energy generation. Wang et al. develop a control strategy based on active support of renewable energy sources, which can provide VSC-based renewable energy units with similar levels of inertia support to those achieved with traditional synchronous generators. Wen et al. propose a voltage compensation-based two-level hierarchical adaptive control strategy for power systems employing large-scale wind power generation, which can mitigate the loss of transient stability caused by the use of a modular multilevel converter. Li et al. present a perturbation observer-based robust non-linear damping control scheme for a doubly fed induction generator–based wind farm, enabling damping of the inter-area oscillations of multi-area power systems. Wen et al. propose a control strategy for PV grid-connected inverters, based on the model predictive control algorithm, that can overcome the issues arising from frequent power oscillations in the system. To enhance the resilience of the power grid, Shi et al. propose a generation rescheduling scheme based on optimal emergency control that considers the risk-based dynamic security constraint and reactive power constraints. Zhao et al. propose a droop-based active voltage control strategy for VSCs in large-scale RES-integrated power systems, which may enable VSCs to continue to operate and regulate the voltage at the point of common coupling during a fault without causing overcurrent. Xie et al. develop a high-precision bus voltage control strategy based on extended state observation, load current estimation, and grid voltage differential feedforward. Finally, Qian et al. develop an adaptive droop control strategy in which the control variables are the voltage references and droop coefficients of the modular multilevel converters, and a multiple-objective particle swarm optimization method is applied to solve the problem and compute the Pareto frontier.
4 OPERATION STRATEGIES
Intermittent renewable energy resources pose a major challenge to the safe, stable, and efficient operation of power grids, which increases the complexities of developing operating strategies for various players. Li et al. propose a stochastic hydro unit commitment model for a price-taker hydropower producer in a liberalized market with the objective of maximizing total revenue. Qin et al. establish an optimal configuration model for an active distribution network to ensure the stable and continuous operation of a grid involving multiple types of energy. Wang et al. establish a master–slave game bilevel optimization model considering the relationship between the power company and the park-integrated energy system user, in which the output uncertainty of renewable energy in the park is handled by adjustable robust optimization. Du et al. establish a system for bi-level co-expansion planning in integrated electricity and heating systems, considering demand response, which can minimize expenses on both the investment and operational levels. Yang et al. propose a methodology combining the multi-dimensional firefly algorithm with local search, referred to as LS-MFA, to solve the UC problem; the success of the proposed method is proven via experimental studies considering 10 machines over multiple 24-h periods. Xue et al. establish a coordinated economic dispatch strategy for primary and secondary heating systems, considering supplemental heat from the boiler. Zhang et al. perform a simulation and economic analysis of a high-temperature heat storage system for a thermal power plant and discuss the principle of solid heat storage technology. In order to meet the needs of users connected with renewable energy, Xue et al. construct an integrated energy system using a two-layer optimization method for operational strategy development and capacity allocation in the integrated energy system; the optimization results obtained via the proposed methods are compared with those obtained via a traditional energy supply system, with the findings indicating that the proposed methods can achieve the lowest costs in terms of system investment while satisfying the reliability and safety constraints. Ye et al. adopt a simulation approach in order to take EVs into account in the domain of demand-side uncertainty, which can significantly improve the efficiency of multi-energy dispatching. Finally, Shen et al. propose novel methods to determine the optimal capacity configuration of a hybrid energy storage system; this approach combines ensemble empirical mode decomposition and empirical mode decomposition.
5 TRADING STRATEGIES
With the goal of facilitating coordination between the carbon and electricity markets and achieving carbon reduction goals, Yang et al. develop a cooperative trading strategy for carbon-emitting power generation units participating in carbon and electricity markets; in doing so, they explore the process of interaction between electricity prices and carbon prices. Duan et al. investigate a multi-stage robust clearing model, considering renewable energy output uncertainty, and propose an effective reserve calculation method for engineering implementation in order to calculate unit reservations efficiently without breaking the security constraints. As an approach to handling the challenges inherent in the Energy Internet (EI), Wang et al. adopt a blockchain perspective for the design of an analysis framework for EI technology that consists of five dimensions. Game theory offers significant insight in the study of decision optimization among multiple decision-making bodies; against this backdrop, Huang et al. conduct a critical survey on applications of game theory in the electricity market and renewable energy trading. Finally, in order to facilitate large-scale wind power consumption in electricity markets, He et al. establish a detailed demand response (DR) model that includes price-based DR and incentive-based DR, where incentive-based DR includes load shifting and load curtailment; their simulation results indicate that the proposed trading method can make effective use of wind power and reduce system costs.
6 OTHER TECHNIQUES
Transformers play a crucial function from generation to consumption in linking renewable energy with energy from other sources; Wang et al. present a unified framework of intelligent algorithms for the assessment of transformer conditions. Dissolved gas analysis is an effective technique for the diagnosis of early faults in oil-immersed transformers. Zhang et al. present a review on the application of artificial intelligence techniques for DGA-based diagnosis and for computing solutions to intractable problems in early transformer fault diagnosis. Lyu et al. design a method to reduce the computational complexity of the extraction process and improve the computational efficiency of the relevant power flow algorithm. Zhang et al. present a variable weight synthesizing assessment model that combines the G1 method with the entropy weight method. Liang et al. study a smart sensing network edge computing model in the context of the ubiquitous power Internet of Things, presenting an improved multi-node-cluster strategy for optimization of cooperative scheduling. False data injection attacks commonly target smart grids; Aziz et al. analyze six hybrid supervised learning techniques for the detection of such attacks, using six different boosting and feature-selection methodologies. Zheng et al. design an optimal reconfiguration strategy for thermoelectric power generation systems under heterogeneous temperature difference conditions based on a particle swarm optimization algorithm. Information security plays an indispensable role in smart grids, and Kou et al. focus on encryption techniques that can ensure information security is maintained. Tian et al. propose a steady-state information method for fault line selection in small current grounding systems; their method is based on Optimization Spiking Neural P Systems. Based on the end-to-end learning paradigm, Ye et al. propose an intelligent method for the detection of substation insulator defects. Bushings are indispensable components in high-voltage direct current transmission systems; Teng et al. investigate the influence of HVDC bushing insulation properties on the distribution of electro-thermal coupling fields. With the goal of improving power quality and reliability in smart grids for sensitive industrial loads, Zhang et al. explore new design methods for correcting unbalanced power distribution networks. Separately, Zhang et al. propose a bald eagle search algorithm for optimal reconfiguration of centralized thermoelectric generation arrays. Elshenawy et al. propose a system of two interconnected AC microgrids based on three renewable energy sources, namely wind, solar, and biogas energy. Yang et al. propose a distributed topology recognition method that is fault-tolerant to measurement failures. Zhao et al. present a dynamic frequency response-constrained optimal power flow model that can be used to quantitatively evaluate the frequency stability margin during a primary frequency control period following an under-frequency event. With the objective of improving the resilience of power systems, Mei et al. propose a mixed-integer linear programming model with network connectivity constraints for a minimum backbone grid.
7 CONCLUSION
In summary, various types of research article relating to the implementation of renewable energy in smart grids have been published under this Research Topic. Control and operational strategies are investigated in 21 articles, meaning that more attention has been paid to these areas of research compared with others. Moreover, various players and applications involved in the control, operation, and trading of renewable energy resources have been investigated in detail; these investigations will contribute to the development of the next-generation low-carbon smart grid.
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With the large-scale renewable energy access to the power system, the voltage source converters (VSCs) in the system are gradually increasing. The system inertia is weakened, which leads to the decrease in frequency supportability and affects the stability of the power system. After adopting active support control, VSC-based renewable energy units have inertia supportability similar to traditional synchronous generators (SGs), which can improve the frequency stability of the power system. This article is intended to the control strategy based on active support of renewable energy. Small-signal stability of a two-zone system with different control strategies for VSCs under different conditions is analyzed. At the same time, the dynamic adjustment effect of different parameters on active support control is considered, and frequency stability of a two-zone system with inertial flexible control is improved. In this article, the basic principle of active support control is expounded in detail. Compared with PQ-control and droop-control, it is verified that active support control has good frequency supportability. The small-signal model of VSCs for active support and two-machine system is established. Combined with the simulation system, the influence of virtual inertia and damping coefficient on system stability is verified.
Keywords: active support, frequency stability, small-signal analysis, virtual inertia, VSC control strategy
1 INTRODUCTION
Modern power grids are being penetrated by various renewable energy sources, which are integrated into the power grid through various converters (Fan et al., 2019). This also promotes the development of renewable energy grid-connected technologies. The power system with a high proportion of renewable energy may cause multiple power outages due to weakness of the inertia support capacity (Nikkhajoei and Lasseter, 2009). For power grids with large load demand and high proportion of renewable energy generation, significant frequency evens may happen, such as the “8.9” blackout in the United Kingdom and the “9.28” South Australia blackout (Chen et al., 2020). One of the important causes is that the high proportion of renewable energy and DC transmission leads to a decrease in system inertia damping. Therefore, scientifically measuring and effectively improving the anti-interference ability of the power grid with a high proportion of renewable energy have become an important issue that needs to be concerned in power grid planning and dispatching operation (Wang et al., 2020; Wu et al., 2019; Kayikci and Milanovic, 2009; Li et al., 2015). However, renewable energies such as photovoltaic and wind power (DC power generation) are generally connected to the grid via inverters. Due to the influence of of voltage and frequency is very weak. Consequently, they are basically not involved in the voltage and frequency regulation of the power system. Therefore, higher requirements are put forward for SGs. Given that the installed capacity of photovoltaic and wind power in the power system is surging, together with the installed proportion of SGs such as thermal power generation, water power generation, and nuclear power is decreasing year by year, the regulation task of SGs aggravates sharply, and the system stability decreases gradually.
At present, the active support control is mainly based on the virtual synchronous generator (VSG) control (Li et al., 2017b; Li et al., 2020). The most common active support control simulates the rotor motion equation of SGs, and the active power is coupled with the frequency change rate. This structure is also used in this article. VSG has gradually become a research hotspot since the concept was first proposed by the Lawskatar University of Technology, Germany (Zhong and Weiss, 2011; Li et al., 2022a; Shu et al., 2018). Around this technology, extensive studies have been carried out, and fruitful results have been achieved in the improvement of the control strategy, the optimization and setting of the parameters, the stability analysis, and the multi-generator parallel synergistic equivalence. Moreover, combined with the ontology control of specific renewable energy units, the active support control is used to connect wind turbines and the photovoltaic to the grid (Zhang et al., 2020; Hou et al., 2019; Yuan et al., 2017; Li et al., 2022b; Liu et al., 2017; Li et al. 2017a). A prior work proposed a renewable frequency control strategy, including virtual inertia control based on VSGs, which simulates the behavior of conventional SGs in large power systems and virtually adds some inertia to the system control loop (Gaber et al., 2019). A statistical model that can estimate the system inertia in real-time through observed steady-state and relatively small frequency changes has been proposed by Cao et al. (2016), but it lacks the possibility of implementation. The virtual inertia control of a doubly-fed wind turbine was used in the reference (Ma et al., 2017), through the phase-locked loop virtual inertia participation system to influence the system damping, and did not abandon the traditional phase-locked loop. According to the frequency rate of change in stages of inertia and damping coefficient adaptive control, the reference proposed a piecewise adaptive inertia and damping control method based on the power difference as the calculation parameter, in order to improve the power distribution state (Song et al., 2017). However, the introduction of piecewise analysis adds to the system complexity. A complete small-signal model of a multi-inverter parallel system with classical droop control and power differential droop control has been established but without considering the influence of damping (Xu et al., 2017). In addition, an SG simulation model of a wind turbine during rotor motion to evaluate transient stability has been proposed but did not discuss transient stability in detail (Tang et al., 2018).
This article focuses on the small-signal stability analysis of active support for renewable energy. By the active support control strategy, the renewable energy units will have the inertia support characteristics similar to the traditional SGs and can participate in the system frequency regulation. Meanwhile, since the inertia H and damping D of the renewable energy unit can be changed, the inertia of each unit can be flexibly set according to the actual demand of the dynamic response in each region. Combined with the characteristics of the network inertia center, the anti-disturbance ability of the network can be further improved. The control strategy design and small-signal analysis of active support control for VSC are described in detail in this article. Based on the topology of the three-phase VSC inverter, the basic principle of active support control is introduced, and the frequency supportability of PQ-control and droop-control is compared. The small-signal model of active support control for VSC is established, and then the small-signal analysis is carried out by transfer function. Furthermore, the influence of each parameter on the stability of the system is verified by simulation results. The small-signal model of active support control based on a two-machine system is established. Similarly, the small-signal analysis is carried out through the transfer function, and the influence of each parameter on the stability of the system is verified by simulation as well.
2 BASIC PRINCIPLES OF THREE CONTROL MODES
VSC has a variety of power control strategies, such as PQ-control, droop-control, and active support control. Different strategies are used for control, and the corresponding effect and grid-connected stability are quite different. It is significant for grid-connected inverters to select appropriate control methods in this research.
2.1 PQ-Control
PQ-control is to adjust the power difference by proportional–integral controller (PI), and then the desired power can be obtained through the current loop control by using pulse width modulation (PWM). For PQ-control, the controlled power is directly changed into the dq-axis of the current, and the inverter becomes the current source control. Therefore, when the inverter runs in the microgrid, it does not have the supportability of voltage and frequency. The power generation system of renewable energy (such as wind power and photovoltaic power generation) is out of the front-end power generation equipment, and the back-end inverter is basically controlled by PQ-control. Therefore, the renewable energy needs to operate in a large power grid with strong voltage inertia support. The basic expression of PQ-control active power is given in (1):
[image: image]
The control strategy diagram of PQ-control is given in Figure 1.
2.2 Droop-Control
In droop-control, the power difference is changed into frequency change, then into angle change, and then into current loop control through Park transformation. It is characterized by the sagging curve between active power and frequency and reactive power and voltage. Changing active power and reactive power will change the frequency and voltage of the controller accordingly, which is similar to the process of the primary frequency regulation and voltage regulation for SGs. Therefore, compared with PQ-control, droop-control will have a certain support capability of frequency and voltage. It can be adopted in a microgrid or low inertia system with fewer SGs.
The basic expression of active frequency for droop-control is determined as follows:
[image: image]
where Pm is the mechanical power, Pe is the electromagnetic power, Δω is the unit value, representing the generator angular frequency, and K is the droop coefficient. It can be seen that the droop coefficient is the only variable that affects the relationship between active power and frequency. Changing the droop coefficient will regulate the frequency stability of the system.
The control strategy diagram of droop-control is given in Figure 2.
[image: Figure 1]FIGURE 1 | Control strategy diagram of PQ-control.
[image: Figure 2]FIGURE 2 | Control block diagram of droop-control.
2.3 Active Support Control
The SG has good grid-connected stability and supportability. Although the droop-control has some characteristics of the SG and has a certain supportability of frequency and voltage, it still cannot fully simulate the external characteristics of the SG. In contrast, the inverter with active support control can greatly simulate the characteristics of the traditional SG, and then, the grid will have the ability of active support, raising the stability and robustness of the whole system.
The relationship between rotor inertia and frequency is analyzed by the second-order SG model. The basic expression of active frequency for active support control is shown by the following expression:
[image: image]
where Pm is mechanical power, Pe is electromagnetic power, ω is generator angular frequency, H is the inertial constant, D is the damping coefficient, and θ is the generator electrical angle.
In this article, the active support control does not consider the reactive voltage loop control, so a desired port voltage is directly given. Moreover, only the active frequency response characteristics are analyzed. The control frame is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Active support control block diagram.
It can be seen from Figure 3 that the active support control is actually similar to the improved droop-control, which not only has the active frequency droop characteristics in the droop-control but also can simulate the process of active frequency change in the rotor motion of the SG more accurately. Therefore, the active support control of the inverter will also have good grid-connected stability and supportability.
The active support control simulates the rotor motion equation of the SG and generates a self-controlled rotor angle to avoid the influence of the network strength and phase-locking accuracy caused by the phase-locked loop (PLL). The inverter adopts active support control because of the flexibility of the parameters. Compared with the traditional SG, it will realize the adjustability of inertia, which plays an important role in realizing the inertia support of renewable energy.
In order to compare the frequency response of VSC under different control strategies, the connected load is combined with an SG. The change of frequency when the load suddenly increases at a certain time is simulated. The reference power and voltage of SG are set to 100 MVA and 20 kV, respectively. The reference power and voltage of the inverter are set to 200 MVA and 20 kV, respectively.
Figure 4 shows the frequency response of the inverter with different control strategies under the same output. Figure 5 shows the active power output of the inverter with different control strategies under the same output. When t = 2 s, the load increases by 10%. It can be seen from the graph that PQ-control does not undergo frequency change. Therefore, after the load surges, the frequency drops rapidly and its amplitude also changes substantially, and frequency change is not affected by parameters. Due to the active frequency link, the frequency change of droop-control is significantly better than that of PQ-control. The frequency response can be adjusted by changing the droop coefficient.
[image: Figure 4]FIGURE 4 | Frequency response of different control strategies.
[image: Figure 5]FIGURE 5 | Active power output of different control strategies.
The active support control provides inertia support, so the change of power does not immediately map to the change of frequency. Comparing the frequency response curve of droop-control and active support control (H = 0.1, D = 1) under the same disturbance, the frequency change of active support control is slower than that of droop-control.
It can also be seen from Figure 5 that compared with PQ-control, the active power output of droop-control and active support control at the moment of disturbance is significantly high, which also confirms that PQ-control has no frequency support characteristics. The active power of active support control is higher than that of PQ-control, which indicates that the frequency support capability of active support control is better than that of PQ-control. Therefore, when the system is disturbed, the active support control has a buffer process, which is more conducive to improving the system frequency stability.
When the virtual inertia of active support control is further improved, the frequency drop is further reduced, the drop speed is further slowed down, the active power output is further increased, and the frequency support capability is further enhanced.
3 SMALL-SIGNAL MODEL AND STABILITY ANALYSIS OF VOLTAGE SOURCE CONVERTERS FOR ACTIVE SUPPORT
The active support control simulates the rotor motion equation of a synchronous generator, produces a self-controlled rotor angle, avoids the influence of network strength and phase-locking accuracy brought by using PLL, and achieves the effect of active support. When the VSC for active support is incorporated into the infinite system, the voltage and power angle of VSC components will be in a dynamic change process, so its state equation needs to be listed. Ignoring the influence of inverter component characteristics, the DC side power supply adopts energy storage infinite power supply.
Due to the large installed capacity of an infinite system, its characteristics are similar to an ideal voltage source. This means the internal resistance is very small, and the external voltage characteristics remain basically unchanged. Moreover, when a small-signal or large disturbance occurs in the external environment, the power angle and frequency of the infinite system are not affected. Therefore, its voltage and frequency do not require column state equations.
3.1 Small-Signal Model of VSC for Active Support
The grid-connected system of VSC for active support is composed of VSC and an infinite system in series through line impedance. The equivalent circuit is shown in Figure 6.
[image: Figure 6]FIGURE 6 | Equivalent circuit of active support VSC.
In Figure 6, Z1 and Z2 are characteristic lines with the same line impedance and same length.
By delta-star transformation, Figure 6 can be converted into Figure 7.
[image: Figure 7]FIGURE 7 | Equivalent circuit of actively supported VSC after conversion.
The conversion relationship of each component after equivalent transformation is given as follows:
[image: image]
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According to Figure 7, the small-signal equation can be listed as follows.
[image: image]
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According to (8), the characteristic equation can be solved as (10):
[image: image]
The system line parameters are shown in Table 1. Substituting Table 1 into (4) and (10) yields (11).
[image: image]
TABLE 1 | System line parameters.
[image: Table 1]According to (11), the characteristic roots of the state equation are mainly affected by the virtual inertia H and damping D. The two parameters have different effects on the stability of the system with different values. The small-signal analysis of (11) under different parameters is carried out. The results are shown in Figure 8.
[image: Figure 8]FIGURE 8 | Trajectories of characteristic roots for H from 40 to 70 at D = 30.
In Figure 8, s1 and s2 are the dominant characteristic roots, and the direction indicated by the arrow is their variation trend. H gradually increases along the direction indicated by the arrow. In the initial state, the characteristic root of the system is negative. With the increase of H, s1 and s2 gradually transit to the imaginary axis, which indicates that the system stability decreases.
In Figure 9, s1 and s2 gradually increase along the direction D indicated by the arrow. In the initial state, the characteristic root of the system is a virtual value. With the increase of D, s1 and s2 gradually transit to the negative real-axis, so the system stability is improved.
[image: Figure 9]FIGURE 9 | Trajectories of characteristic roots for D from 1 to 50 at H = 30.
3.2 Experimental Verification
The system in Section 3 is used for analysis. The reference power and voltage of SG are set at 100 MVA and 20 kV, and the inverter is set at 200 MVA and 20 kV, respectively. When t = 2 s, the load increases by 10%.
In active support control, both the virtual inertia constant H and damping coefficient D can affect inverter frequency response. The virtual inertia constant mainly affects the speed of system frequency fluctuation. Increasing the virtual inertia constant can slow down the frequency change and reduce the fluctuation amplitude. The damping coefficient D affects the amplitude of frequency fluctuation of the system. By increasing the damping coefficient, the amplitude of frequency drop will decrease.
As shown in Figure 10, when the virtual inertia constant H increases from 5 to 15, the drop rate of frequency slows down. Furthermore, the frequency drop amplitude decreases and slowly attenuates to a stable value. As shown in Figure 11, when D increases from 30 to 40, the frequency drop amplitude decreases and slowly approaches the steady-state value.
[image: Figure 10]FIGURE 10 | Frequency of the grid-connected inverter when virtual inertia time constant changes.
[image: Figure 11]FIGURE 11 | Frequency of the inverter with varying damping coefficients under grid connection.
4 SMALL-SIGNAL MODEL AND STABILITY ANALYSIS OF VSC FOR THE ACTIVELY SUPPORTED TWO-MACHINE SYSTEM
When the active support VSC is connected to an SG, the voltage and power angle of the VSC component will be in a dynamic change process, so its state equation needs to be listed. Ignoring the influence of inverter component characteristics, the DC side power supply adopts energy storage type infinite power supply.
Similarly, when the external environment occurs in small-signal or large disturbance events, the voltage and frequency of SG will also change dynamically, which also needs to list its state equation. Moreover, the SG considers the excitation and speed regulation system. Therefore, compared with the grid-connected system containing VSC for active support, the state matrix order of the whole system increases, and the dynamic adjustment process is much complex.
4.1 Small-Signal Model of Two-Machine System Containing Voltage Source Converters for Active Support
The grid-connected system about VSC for active support is composed of VSC and an SG with equal capacity connected in series through line impedance. The equivalent circuit is shown in Figure 12.
[image: Figure 12]FIGURE 12 | Equivalent circuit of the actively support VSC two-machine system.
In Figure 12, Z1 and Z2 are characteristic lines with the same line impedance and same length.
By using star triangle transformation, Figure 12 can be converted into Figure 13.
[image: Figure 13]FIGURE 13 | Equivalent circuit of the active support VSC two-machine system after conversion.
In Figure 13 the conversion relationship of each component after equivalent transformation is as follows (4): he active power of the two-machine system satisfies as (12) and (13):
[image: image]
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Considering the speed regulation and excitation system of SG, the SG needs to adopt the classical three-order model with Eq. The model equation is shown in (14):
[image: image]
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A simplified model of the excitation system with automatic regulation is given as (17):
[image: image]
The simplified model considering only prime mover governor in the speed control system is given as (18):
[image: image]
The small-signal equation of VSC is given as follows:
[image: image]
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The small-signal equation of SG is defined in (21):
[image: image]
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The state equation matrix based on (19) and (20) can be obtained as follows:
[image: image]
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Assuming that the amplitude of SG’s port voltage [image: image] is the same as that of the port voltage [image: image] in q-axis. SG only considers the inertia time constant, without considering the damping coefficient. The excitation parameter is 10, and the speed regulation parameter is 5. Because the transfer function of the model omits some parameters of excitation and speed regulation control, the parameters are approximate, and there may be some errors. The specific parameters are listed in Table 3.
The system line parameters are shown in Table 2. The SG parameters are shown in Table 3. Substituting Tables 2, 3 into (27), (34) is obtained:
[image: image]
TABLE 2 | Line parameters of the two-machine system.
[image: Table 2]TABLE 3 | SG parameters.
[image: Table 3]According to (27), the characteristic equation can be solved as follows:
[image: image]
It can be seen from equation (35) that the characteristic roots of the state equation are mainly affected by the virtual inertia H1 and the damping D1. The two parameters have different effects on the stability of the system with different values. The aforementioned characteristic equation has a zero root. The fifth-order equation is reduced to the fourth-order equation, and two pairs of characteristic roots will be solved. The small-signal analysis of (35) under different parameters is shown in Figure 14.
[image: Figure 14]FIGURE 14 | Eigenvalues when D = 10 and H changes.
Figure 14 shows the trajectory of characteristic roots when H1 changes from 10 to 50 under D1 = 10. s5 is zero, and s1, s2 and s3, s4 are two pairs of dominant characteristic roots. It can be seen from the figure that s3 and s4, the conjugate complex roots with negative real parts, do not change significantly with the change of virtual inertia H1. The characteristic roots of s1 and s2 change significantly with the virtual inertia H1. In the figure, the directions indicated by arrows are their changing trends. H gradually increases along the directions indicated by arrows. In the initial state, the system characteristic root is negative. With the increase of H, s1 and s2 gradually transit to the virtual axis, indicating that the system stability decreases. Therefore, in the two-machine system, the real part of the characteristic root solved by the characteristic equation is negative, and the system is static and stable under this operating condition. When the damping coefficient of VSC for the active support unit is constant, only the virtual inertia time constant is increased, so the system stability will be reduced.
Figure 15 shows the trajectory of characteristic roots when D1 changes from 1 to 30 under H1 = 20. s5 is zero, and s1, s2 and s3, s4 are two pairs of dominant characteristic roots. It can be seen from the figure that s3 and s4, the conjugate complex roots with negative real parts, do not change significantly with the change of virtual inertia D1. D1 gradually increases along the direction indicated by the arrow. In the initial state, the characteristic root of the system is a virtual value. With the increase of D1, s1 and s2 gradually transit to the negative real axis, and the system stability is improved.
[image: Figure 15]FIGURE 15 | Eigenvalues when H = 20 and D changes.
Therefore, in the two-machine system, the real part of the characteristic root solved by the characteristic equation is negative, and the system is static and stable under this operating condition. When the virtual inertia constant of VSC for the active support unit is constant, the system stability will be improved only by increasing its damping coefficient.
4.2 Experimental Verification
The system in Section 4.1 is used for analysis. The reference power and reference voltage of SG are set at 100 MVA and 20 kV, and the inverter is set at 200 MVA and 20 kV, respectively. When t = 2 s, the load increases by 10%.
In active support control, both virtual inertia constant H and damping coefficient D can affect inverter frequency response. The virtual inertia constant mainly affects the speed of system frequency fluctuation. Increasing the virtual inertia constant can slow down the frequency change and reduce the fluctuation amplitude. Damping coefficient D affects the amplitude of system frequency fluctuation. By increasing the damping coefficient, the amplitude of frequency drop will decrease.
Figure 16 shows that when the virtual inertia time constant H increases from 10 to 30, the frequency drop rate slows down. Moreover, the frequency drop amplitude decreases and slowly attenuates to a stable value. Figure 17 shows that when the damping coefficient D increases from 10 to 30, the frequency drop amplitude decreases and slowly approaches the steady-state value. Figure 18 shows how the frequency changes when two parameters change simultaneously. After many experiments, the effect of continuous interference is the same as that of single interference.
[image: Figure 16]FIGURE 16 | Frequency of the parallel inverter with the virtual inertial time constant changing.
[image: Figure 17]FIGURE 17 | Frequency when the damping coefficient of the inverter changes in parallel connection.
[image: Figure 18]FIGURE 18 | H and D change at the same time.
5 CONCLUSION
This article describes the control strategy design and small-signal analysis of VSC for active support. Based on the topology of three-phase VSC, the basic principle of active support control is introduced. Compared with PQ-control and droop-control, it is obvious that PQ-control does not have the frequency supportability. The frequency supportability of active support control is better than that of droop-control. When the system is disturbed, the active support control has a buffer process, which is more conducive to improving the frequency stability of the system. Then, the small-signal model of VSC for active support is established, and the small-signal analysis is carried out by the transfer function.
The influence of virtual inertia constant H and damping coefficient D on system stability is verified by simulation results. The small-signal model of a VSC-based two-machine system with active support control is established. Similarly, the small-signal analysis is carried out through the transfer function. Moreover, combined with the simulation results, the influence of the virtual inertia constant H and the damping coefficient D on the stability of the system is verified. With the increase of its virtual inertia constant, the system stability will decrease. In addition, with the increase of the damping coefficient, the system stability will be improved.
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Transformers are playing an increasingly significant part in energy conversion, transmission, and distribution, which link various resources, including conventional, renewable, and sustainable energy, from generation to consumption. Power transformers and their components are vulnerable to various operational factors during their entire life cycle, which may lead to catastrophic failures, irreversible revenue losses, and power outages. Hence, it is crucial to investigate transformer condition assessment to grasp the operating state accurately to reduce the failures and operating costs and enhance the reliability performance. In this context, comprehensive data mining and analysis based on intelligent algorithms are of great significance for promoting the comprehensiveness, efficiency, and accuracy of condition assessment. In this article, in an attempt to provide and reveal the current status and evolution of intelligent algorithms for transformer condition assessment and provide a better understanding of research perspectives, a unified framework of intelligent algorithms for transformer condition assessment and a survey of new findings in this rapidly-advancing field are presented. First, the failure statistics analysis is outlined, and the developing mechanism of the transformer internal latent fault is investigated. Then, in combination with intelligent demands of the tasks in each stage of transformer condition assessment under big data, we analyze the data source in-depth and redefine the concept and architecture of transformer condition assessment. Furthermore, the typical methods widely used in transformer condition assessment are mainly divided into rule, information fusion, and artificial intelligence. The new findings for intelligent algorithms are also elaborated, including differentiated evaluation, uncertainty methods, and big data analysis. Finally, future research directions are discussed.
Keywords: transformer condition assessment, information fusion, artificial intelligence, big data analysis, uncertainty method, condition-based maintenance
1 INTRODUCTION
Energy, underpinning human activities, is crucial for the development of modern economies (Borunda et al., 2016; Azmi et al., 2017). The contradiction has become quite intense between traditional energy supply and the increasing demand for energy in the development of the global economy (Lu et al., 2022). To alleviate the dependence on traditional energy sources, bridge the gap between electricity supply and demand, and reduce environmental pollution, more and more renewable and sustainable energy sources are being used to generate electricity (Chen and Chang, 2015; Fu et al., 2015; Rauf et al., 2015; Rahbar et al., 2018; Fu et al., 2020). In addition, the third industrial revolution represented by new energy technology (IEEE-SA Standards Board IEEE Std C57104-2019, 2019) and energy internet technology is on the rise, and the power network has evolved from local small-scale networks to cross-regional interconnected power grids (Li et al., 2022a). Hence, it is imperative to ensure the safety, reliability, and high efficiency of power grids (Li et al., 2022b).
As smart grid technology thrives rapidly, power transformers are playing an increasingly significant role in power systems. However, transformer defects and failures may be caused by overload, overvoltage, internal insulation aging, and the natural environment, which will not only lead to huge economic losses and affect the daily lives of power consumers but also influence public safety and cause serious social losses (Malhara and Vittal, 2010; Miranda et al., 2012; Gang et al., 2014; Li et al., 2016a). Conventional periodic maintenance (e.g., preventive maintenance) has been over-estimated because the time-based strategy may fail when faults cannot be detected during the time intervals between planned maintenance periods (Trappey et al., 2015). In such cases, condition-based maintenance (CBM) is necessary, which can support proactive maintenance, alter scheduled maintenance, prolong the service life, and reduce maintenance costs, thus making maintenance work more scientific (Wang et al., 2015). CBM strategies are jointly determined by condition monitoring (Kou et al., 2022) and assessment. Therefore, in order to prevent undesirable failures and defects, it is important to keep monitoring and evaluating the operating condition of power transformers, grasp the rules of their operation state, and provide suggestions for transformer condition maintenance and asset management (Saha et al., 2015). To this end, there is an increasing need for better non-intrusive diagnostic and monitoring techniques to evaluate the overall operating condition of the transformers (Wang et al., 2002).
At present, condition assessment for power transformers mainly analyzes and judges the health condition mainly through one or a few state parameters and unified diagnostic criteria (Sheng et al., 2018; Wu et al., 2020), which fails to comprehensively take advantage of defects, maintenance history, family quality history, etc. The thresholds are determined by statistical analysis of a great deal of experimental data and subjective experience. Moreover, transformer state information is scattered in various business application systems and is characterized by a complex and diverse structure as well as uneven quality. As a result, it is difficult to obtain transformer data integration, an accurate description of the fault or defect evolution, as well as associated rules between the transformer state parameters. The accuracy, pertinence, and timeliness of the diagnosis and evaluation results may differ from the actual operation and maintenance of power transformers (Wu et al., 2021). Hence, it is significantly necessary to exploit new techniques to optimize and improve the existing research structure for transformer condition assessment and further benefit attempts for CBM and asset management.
In the last decade, various power utilities, research institutions, equipment-operating units, and manufacturers have striven to develop emerging technologies, such as big data, cloud computing, Internet of Things, mobile Internet, and artificial intelligence, which are widely applied to power grids. These new technologies can promote rule mining among transformer-operating information, environmental data, and power grid operation data. As for operation and maintenance of power transformers, advanced measurement infrastructures have been deployed in smart grids, and transformer state data has gradually emerged as large-volume, multi-type, and fast-growing, thus paving the way for the application and development of big data, artificial intelligence, and other technologies in transformer condition assessment. Hence, integrating intelligent algorithms into big data and knowledge analysis is valuable for transformation condition assessment.
Until now, several methods for transformer condition assessment have been applied to the theoretical investigation and various research (Flores et al., 2011; Liao et al., 2011; Arias Velasquez and Mejia Lara, 2018; Zhou and Hu, 2020). At the same time, several surveys on transformer condition assessment have been carried out from different perspectives (Wang et al., 2020a). A variety of condition monitoring methods and diagnostic tests were investigated in (Wang et al., 2002), (Islam et al., 2018a) and (Xie et al., 2020), including dissolved gas analysis (DGA), tap changer condition, frequency response analysis, insulation resistance measurements, partial discharge, turns ratio, oil testing, and power factor. De Faria et al. (2015) reviewed operational lifetime degradation factors and the major techniques employed for predictive maintenance based on DGA. In addition, the Doernenburg, Rogers, IEC ratio, Duval triangle, and key gas methods were introduced in detail (Faiz and Soleimani, 2017). Bakar et al. (2014) presented several methods for measuring the concentrations of dissolved gases in transformer oil and provided several interpretations of DGA. Singh and Verma (2008) presented an overview of transformer fault diagnosis (Shi et al., 2009) based on AI techniques, including fuzzy logic, neural networks, and neuro-fuzzy-based expert systems. Time-domain polarization measurements and physicochemical-based diagnostic techniques were investigated respectively in (Saha, 2003) and (Sylvestre N’cho et al., 2016) to assess the insulation condition in aged transformers. Since the health index well reflected the health and operating condition of transformers, Azmi et al. (2017) examined the previous mathematical equation/algorithm of the health index in terms of combination of scoring, scoring, and ranking method, ranking and tier method, multi-featured factor assessment model, and matrices. Wang et al. (2020b) provided a comprehensive review of the existing work for transformers from two perspectives, including fault diagnosis and operating condition prediction.
However, none of the previous work has been dedicated to a comprehensive survey of intelligent algorithms applied in transformer condition assessment, considering the intelligent demands of the tasks in each stage of condition assessment under big data. To this end, this article aims to provide a uniformed framework for transformer condition assessment, from data acquisition, data processing, and data analysis to visual application, to cope with various patterns of transformer failures and tackle the intelligent demands of big data analysis. Moreover, various data acquisition modules, data system, and the relevant data types with respect to transformer condition assessment are explored in detail. Furthermore, the intelligent algorithms applied in data analysis for transformer condition assessment are exhaustively reviewed in this article. The main contributions can be summarized as follows:
• The statistical analysis of transformer failure locations and types is investigated. Moreover, the main factors related to the operational condition of a power transformer and operating mechanism in the developing process of an internal latent fault are comprehensively analyzed.
• To cope with various patterns of transformer failures and comprehensively investigate large amount of transformer stat data, a uniformed framework for transformer condition assessment, from data acquisition, data processing, and data analysis, to visual application, is proposed.
• The data acquisition and data types related to transformer state are exhaustively investigated, and the basic concept related to transformer condition assessment is discussed.
• A holistic study of traditional condition assessment methods is presented, including rule-based method, information fusion method, and artificial intelligence method.
• In addition, the state-of-the-art efforts made in three established topics about transformer condition assessment are surveyed under big data, including differentiated evaluation, uncertainty evaluation, and big data analysis.
In the following, the statistical analysis of transformer failures is presented in Section 2, including transformer failure locations, failure types, and operating mechanism of latent fault. Section 3 discusses the data source, concept, and architecture of transformer condition assessment. Several traditional methods for transformer condition assessment are investigated in Section 4. Section 5 explores the new findings related to transformer condition assessment. Finally, some possible further advancement is discussed.
2 TRANSFORMER FAILURE STATISTICS AND ANALYSIS
Large power transformers are generally working under high voltage, high current, suffering from wind, frost, rain, and snow, etc. frequently, and the operating environment is harsh. Moreover, as operating time increases, the dielectric strength and mechanical strength of transformer insulation materials decrease, which may increase failure probability and reduce residual life (Su et al., 2022). According to the 1983 CIGRE working group’s statistics of large-scale transformer failure records with a service life of less than 20 years from 1968 to 1978, the order of transformer failure locations is generally on-load tap-changer, winding, bushing, tank, core, and relay, as shown in Figure 1 (Bossi et al., 1983).
[image: Figure 1]FIGURE 1 | Defective components of a transformer (OLTC: on-load tap changer).
As shown in Figure 2, power transformers are extremely complex systems, involving circuits, magnetic circuits, insulation, and mechanical mechanisms (Xiao et al., 2022). They are subject to a variety of internal and external stresses (electrical, magnetic, mechanical, and thermal) and influence factors. The inner insulation condition is affected by the multi-field coupled working environment, such as electric field, magnetic field, and temperature field. The water content, impurities, defects, and other factors will also affect inner insulation and safe operation of transformers. At the same time, external factors (e.g., strong lightning strikes (Chen et al., 2021a), corrosive gases, current and load impact generated by power grid operation, monitoring information transmission safety) could cause a major uncertainty in the safe and reliable operation of transformers. The statistics of common transformer fault causes are shown in Figure 3 (Xiang Zhang and Gockenbach, 2008).
[image: Figure 2]FIGURE 2 | Main factors related to transformer operation.
[image: Figure 3]FIGURE 3 | Transformer failure causes.
Since transformers have complicated structures and many factors, the correlation of failure causes and components is not always obvious, and some faults have characteristics of inductivity and compliance. That is, a fault may be caused by another fault, and it may induce the other faults. Even sometimes, a variety of failures happen together; that is, faults have the characteristic of concurrency. For example, when a short circuit accident occurs in the power system, two or more faults such as deformation, solder joint breakage, or insulation damage occur simultaneously. The fundamental reason for transformer faults is that the internal insulation (including solid insulating materials and insulating oil) of the transformer has gradually decreased, which results in transformer outages. At the same time, the harmonic in the power system network could increase transformer losses and cause an abnormal rise in temperature, which will decrease efficiency, insulation aging, and the expected lifetime (Henderson and Rose, 1994; Elmoudi et al., 2005; Elmoudi et al., 2006). Transformer overload operation will lead to decomposition of solid insulation materials and a large amount of gas is generated, which affects its mechanical properties, electrical properties, and insulation properties. The development mechanism is shown in Figure 4. Moreover, there exist complex relationships between transformers and other power equipment in electrical and informational aspects. It is often the case that clearly good assets and clearly bad assets are given appropriate scores, but it is the journey and rete of travel between two states that is of interest. Therefore, it is vitally important to accurately judge the operating condition and detect the potential faults through modern electrical science, information science, data science, and mature system science methods, which are also the key points of this article.
[image: Figure 4]FIGURE 4 | Developing mechanism of a transformer’s internal latent fault.
3 OVERVIEW OF TRANSFORMER CONDITION ASSESSMENT
The degradation of most transformers, a changing, dynamic, and non-linear process, begins from early defect, latent fault, or deterioration to failure because of long-term bombinated stresses of “electric–magnetism–force–heat” and external environments. In an attempt to counterattack these undesirable situations, it is imperative to assess the performance of transformers according to the results of condition monitoring (Velasquez-Contreras et al., 2011). Considering that transformers have an inherent complex structure, intricate degradation mechanism, and variable operational conditions, transformer condition assessment should not only integrate state parameters and properties related to themselves and their components, but also take into account environmental information, power grid operation, and so on. Only in this way can the operational state of transformers be reflected and judged from different perspectives.
The goal of transformer condition assessment is to combine the DGA, oil quality, furan content, and oil insulation as well as inspection observations in different subsystems, analyze the correlation of these state parameters, and obtain the health and operating condition of the power transformers based on standards, algorithms, and expert knowledge (Rudin et al., 2012; Chen et al., 2016; Zhang et al., 2017). The assessment results can be used to support condition monitoring decisions, maintenance planning, and asset management.
3.1 Flowchart of Transformer Condition Assessment
The overall structure of transformer condition assessment, “data acquisition—data processing and mining—comprehensive data analysis—visual presentation of user demand,” is illustrated in Figure 5. Transformer condition assessment requires various state parameters that can reflect the operating condition of a power transformer, such as DGA data, electrical testing data, oil testing data, historical data, family defects, load, economic dispatch, and operating environment.
[image: Figure 5]FIGURE 5 | Flowchart of transformer condition assessment.
As depicted in Figure 5, multi-modal data processing involves text mining, image recognition, and waveform analysis. After data cleaning, feature extraction, and data fusion, the assessment of the actual transformer operating condition is carried out from different perspectives, such as feature recognition, anomaly detection, fault diagnosis, and prediction (Kou et al., 2021), which can provide powerful economic and technical justifications for planned asset replacement, maintenance costs, and statistical analysis of family defects. In addition, as determined by the optimal balance among capital investment, operating maintenance, and asset maintenance cost, the maintenance strategy includes monitoring, repair, maintaining, replacing, or contingency control (Azmi et al., 2017). Thus, transformer condition assessment is expected to bridge the contradictions between the benefits of electricity power production and asset maintenance budgets.
3.2 Data Source
Data is the basis for the transformer condition assessment. The data required for the analysis of the transformer operating state (Figure 6) mainly comprise transformer operation attributes, inspection records, inspection, live detection, online monitoring, system operation data, fault and defect records, maintenance records, weather information, and so on. The data are scattered in each sub-business systems, including production management system (PMS), equipment condition monitoring system, geographic information system (GIS), energy management system (EMS), weather forecasting system, lightning location system, and mountain fire/ice warning system. According to different sources of transformer state data, transformer condition information can be divided into internal data (e.g., transformer operating and maintenance records, transformer online monitoring, and live detection data, etc.) and external data (e.g., power grid operation data, and environmental meteorology information, etc.).
[image: Figure 6]FIGURE 6 | Transformer data collection and classification.
4 TRADITIONAL METHODS FOR TRANSFORMER CONDITION ASSESSMENT
The traditional methods for transformer condition assessment represent that these methods are widely used in assessing the operating condition of power transformers. Several common transformer condition assessment methods can be classified into rule-based, information fusion-based, and artificial intelligence-based methods.
4.1 Rule-Based Method
Doernerburg, Rogers, modified Rogers, Duval Triangle, IEC 60599, and other DGA criteria interpretations (Trappey et al., 2015) were developed to evaluate the condition of oil and paper insulation and detect faults indirectly from the gases. The IEEE (IEEE-SA Standards Board IEEE Std C57104-2019, 2019; IEEE-SA Standards Board IEEE Std C57106-2015, 2016) guides classify DGA results into three types, including “DGA Status 1” (low gas levels and no indication of gassing), “DGA Status 2” (intermediate gas levels and/or possible gassing), and “DGA Status 3” (high gas levels and/or probable active gassing). In addition, since IEEE and IEC (International Electrotechnical Commission IEC 60422-2013, 2013; International Electrotechnical Commission IEC 60567-2011, 2011) standards classify the evaluation grade into “normal,” “attention,” “abnormal,” and “serious,” the obtained results of transformer state assessment are usually presented in the form of a state grade or health index (Naderian et al., 2008; Jahromi et al., 2009). Some other state parameters, such as interfacial tension, water content, and dielectric breakdown voltage, are judged by limited values for different voltage classes.
Although rule-based condition assessment is relatively simple, easy, and widely used, there are three problems facing existing standards: 1) it is difficult to apply the unified calculation model parameters, weightings and thresholds of the standards to diversified transformers for different types, regions and manufacturers; 2) the uncertain impacts of multiple data sources, degradation mechanisms, etc. are neglected; and 3) the transformer evaluation process mainly relies on DGA data, oil test and electrical test data.
4.2 Information Fusion Method
Given that there are many state parameters related to power transformers and the information obtained from a single sensor is incomplete, it is essential to combine different information from multiple data sources to acquire an accurate description of the health and operating condition of power transformers. Moreover, multi-source information fusion can enhance the viability of transformer condition assessment and fault diagnosis (Li et al., 2009).
The existing research mainly concentrates on feature level fusion and decision level fusion. Li et al. represent different aspects of the power transformer with an index based on DGA (HIC•H), insulating paper health index (HIiso), main health index (HIm), and an index based on oil quality factor (HIoil). The weight of each index parameter was calculated through an analytic hierarchy process, and the final HI was obtained by summing the weights of the four indexes (En-Wen and Bin, 2014). Cui et al. (2016) proposed using a Bayesian Network (BN) based multisource data and information fusion method to assess the overall health condition of a transformer. Li et al. (2018) established a hierarchical Bayesian belief network to calculate a probabilistic health index and then assessed the operational state of power transformers. The method comprises four layers, which are index layer, component layer, factor layer, and data layer. Islam et al. (2018b) studied the long-term degradation of different subsystems, such as tap changer condition operations, impurity analysis, insulation condition, bushing condition, internal components, and other parameters, and then combined them into a condition-based HI score. Moreover, the maintenance history and loading information were considered. In terms of policy-making level fusion, Ma et al. (2011) adopted Bayesian fusion and Dempster–Shafer fusion to integrate the diagnosis results obtained from the conventional diagnosis algorithm, utility practices, predictive learning algorithm, and expert judgments. The detailed investigation of advantages and limitations is illustrated in Table 1.
TABLE 1 | Investigations of the information fusion method.
[image: Table 1]To sum up, these methods only consider part of the state parameters. If there exists a big difference in different assessment layers, it is liable to lead to misleading assessment results. Meanwhile, there is little research on data-level fusion from the perspective of data science for transformer condition assessment.
4.3 Artificial Intelligence Method
Owning to the artificial intelligence (AI) technologies with robust capacity in feature extraction and classification, several AI methods such as, artificial neural network (ANN) (Illias et al., 2016), fuzzy logic (Flores et al., 2011) support vector machine (SVM) (Li et al., 2016b), and deep belief network (DBN) (Dai et al., 2017) were introduced into transformer condition assessment and fault diagnosis. The detailed investigations of artificial intelligence methods are shown in Table 2. The pre-determined DGA gas content and existing DGA ratios (Roger ratios, IEC ratios, etc.) are used as input parameters of AI models (Zhang et al., 2021). Li et al. proposed classifying different fault types of power transformers by the use of a genetic algorithm (GA) and SVM (Li et al., 2016b). Dai et al. adopted the DBN to reflect the mathematical correlation between dissolved gas ratios and transformer faults (Dai et al., 2017). Flores et al. put forward the type-2 fuzzy logic system for assessing the condition of the paper-oil insulation (Flores et al., 2011).
TABLE 2 | Investigations of artificial intelligence method.
[image: Table 2]Given that some gas ratios are not capable of transformer fault diagnosis, some researchers adopt GA (Jahromi et al., 2009; Sahri and Yusof, 2015), particle swarm optimization (PSO) (Lee et al., 2007), rough set (RS) (Zang and Yu, 2009; Zhi-bin, 2012), and principal component analysis (PCA) (Trappey et al., 2015; Kari and Gao, 2017) to select optimal DGA ratios and eliminate redundant DGA ratios that affect the correct rate of fault diagnosis, thereby enhancing the accuracy and reliability of transformer fault diagnosis results. Although these artificial intelligence methods have achieved better accuracy, they require large amounts of sample data and expert experience and a great deal of time for computation, which is not practical in the actual electrical equipment evaluation. The following are the specific drawbacks for these methods: 1) overlooking the differences of the transformer under different operating environments; 2) neglecting the uncertainty of the complex nature of the transformer, data sources, uncertain variables in the health condition assessment models; 3) facing great difficulties in heterogeneous data fusion and correlation analysis because power transformer data has typical big data characteristics.
5 EVALUATION OF INTELLIGENT ALGORITHMS FOR TRANSFORMER CONDITION ASSESSMENT
With the development of online monitoring techniques, cyber-physical systems, and the Internet of Things, the obtained transformer data also has characteristics of big data. Therefore, it is indispensable to explore new findings that can facilitate the operating condition analysis of transformers and tackle the challenges of big data analysis for transformer condition assessment. Therefore, this section summarizes the more recent literature on intelligent algorithms for transformer condition assessment.
In particular, a brief elaboration of the differences between traditional methods and the evolution of intelligent algorithms is presented. The traditional methods depend on the IEC and IEEE standards, which classify the state grade into “normal,” “attention,” “abnormal,” and “serious.” Furthermore, the obtained results of transformer condition assessment usually appear in the form of a state grade or health index (Naderian et al., 2008; Jahromi et al., 2009). Although traditional methods are relatively simple, easy, and widely used, there are three problems with existing standards, including: 1) it is difficult to apply the unified calculation model parameters, weightings, and thresholds of the standards to diversified transformers for different types, regions, and manufacturers; 2) the uncertain impacts of different data sources, degradation mechanisms, etc., are not considered; and 3) these methods cannot comprehensively explore and make the best of large amounts of state data with respect to the operating condition of transformers.
To sum up, compared with the traditional condition assessment methods based on guides, information fusion, and artificial intelligence, the evolution of intelligent algorithms has the following four characteristics:
• quickly extracting key state parameters;
• effectively mining the universality and individuality of the transformer to achieve differentiated assessment of the transformer state;
• deeply excavating the association relation and evolution rule between the transformer fault and state parameter;
• involving a data-driven evaluation process, which not only effectively avoids the interference of human factors but enhances the objectivity of the evaluation results.
5.1 Differentiated Evaluation
In general, the threshold comparison method is usually used to compare the monitored value of the state quantity with the preset threshold in condition assessment, and the operating state of the transformer is merely classified into healthy and non-healthy depending on whether the thresholds are deviated from the preset values. This method is so ambiguous that it is not conducive to maintenance decisions. In addition, the preset threshold in the above method is usually based on other countries’ threshold corrections. However, transformers in different countries have great differences in voltage level, processing technology, and operating environment (Qi et al., 2020). Moreover, thresholds are divided for different types of devices, and the threshold partitioning method is rough, which leads to the evaluation results being too rough and the accuracy not being high. It is difficult to achieve a differentiated and refined evaluation of transformers of different types and regions. Therefore, this part will attempt to give an overview of existing research results with respect to differentiated evaluation.
The DGA diagnostic standard of the State Grid Corporation of China is “DL/T 722 Guide to the Analysis and Diagnosis of Gas Dissolve in Transformer Oil” (STATE GRID Corporation of China DL/T722-2014, 2014), which is established based on the recommended values in IEEE standards and IEC 60599. IEC 60599 (International Electrotechnical Commission IEC 60599-2015, 2015) collected a large amount of the global gas concentration data, which covered the different individual valves observed worldwide and surveyed by IEC and CIGRE. There were great differences between foreign transformers, such as voltage level, manufacturer, operating and loading practices, and climate. The attention values and absolute gas production rates of the volume fraction of H2 (hydrogen), C2H2 (acetylene), total hydrocarbons, CO, and CO2 were provided in the DL/T 722 Guide. However, the voltage level was merely classified into “above 330 kV” and “below 220 kV,” which failed to provide warning thresholds for all dissolved gases of the power transformer under different voltages.
These issues also exist in the condition assessment of the power transformer. Therefore, several countries adopt different methods for parameter threshold determination. The United States and the United Kingdom calculate the threshold values depending on voltage level classification. Germany takes the influence of operating years and voltages into consideration. Japan presents the threshold values according to the equipment rated capacity and voltage level (DUVAL M., 2004). The statistics on fault rate and defects of transformers from three different voltage grades of 110 kV, 220 kV, and 500 kV (Zhang et al., 2015) showed that the distribution model of dissolved gas composition and gas production rate accorded with the Weibull distribution, and the attention values and alarm values of each gas were obtained by the inverse cumulative distribution function. The field experience data demonstrated that the calculated attention values and alarm values were more suitable for the actual operation and maintenance. Qi et al. (Qi et al., 2020) obtained meticulous and personalized warning results for power transformers with different properties and operating conditions by investigating the differentiated warning rules. Attentional and alarming values under different operating ages, voltage levels, and oil types were calculated and verified by the actual data. The extensive verification showed that both the gas concentration and gas increase rate conformed to the Weibull distribution with an accuracy rate of 98.21%.
In this context, it is urgent to achieve the differentiated warning values of dissolved gases and other state parameters of diversified transformers with different properties and operating environments, and classify more detailed transformer state information for elaborated and personalized condition monitoring and health condition assessment.
5.2 Uncertainty Evaluation
Power transformers are complex systems that contain many components with different state parameters related to the transformers. The relationships between state parameters and operational state are complicated and invisible. For example, the amount of any gas generated in a transformer is expected to be affected by the duration of use, loading, thermal history, the duration of any faults, the presence of one or more faults, and external factors such as voltage surges (Mirowski and LeCun, 2012). Transformer condition assessment is a process of combining multiple data sources and obtaining a specific health grade for operation and maintenance planning. There is inherent ambiguous and uncertain information in transformer condition assessment. Therefore, this part aims to provide a literature review for previous works with respect to uncertainty evaluation.
The uncertainty during transformer condition assessment is derived from four aspects: 1) the complex nature of the transformer, including its structure, degradation mechanism, and defect development law (Aizpurua et al., 2019a); 2) data sources and expert knowledge such as error-prone measurements; 3) uncertain variables in condition assessment models such as the selection and weight of health index, and the ambiguous reflection between the health grade and transformer conditions (Liao et al., 2011; Aizpurua et al., 2021); and 4) external factors such as the operating environment, the operation of power grids, and the incorporation of intermittent renewable energy and applications (e.g., photovoltaic solar power generation, electric vehicles, wind energy) (Mirowski and LeCun, 2012).
The data sources and expert knowledge of uncertainty directly influence the final transformer health state evaluation. Aizpurua et al. (2019a) combined the different sources of expert knowledge to infer the confidence intervals of transformer health condition for decision-making under uncertainty. Given that the winding hotspot temperature (HST) was inferred from indirect measurements, a Bayesian inference framework was proposed in Aizpurua et al. (2019b), quantifying the uncertainty-informed remaining useful life (RUL) and analyzing the impacts of temperature and load measurement errors on RUL prediction. Dey et al. (2010) utilized the uncertainty envelope to eliminate noise in dielectric response measurements for transformer condition monitoring. Ma et al. (2010) took DGA and depolarization current as examples to demonstrate the difficulties in obtaining diagnosis conclusions under measurement-originating uncertainty and developed a SVM algorithm to deal with any measurement-originating uncertainties.
Other research mainly concentrates on uncertainty-based methods, such as Dempster–Shafer evidence theory (Akbari et al., 2010), Bayesian network (Li et al., 2018), matter element theory (Liang et al., 2013), and rough set (Tang et al., 2004; Chen and Yang, 2014), which can effectively combine key state parameter sets and provide a soft decision for transformer condition assessment. On the other hand, some scholars adopt the fuzzy theory (Sun et al., 2016), cloud theory (Liao et al., 2014), set pair theory (Li et al., 2015; Liu et al., 2018) and other uncertain reasoning methods to deal with uncertainty conversion between qualitative concepts and quantitative representations, which avoid absolute boundaries of evaluation criteria to a certain extent.
Future research should focus on combining multiple data sources and expert knowledge, exploring the intricate relationships between health grades and indices, and comprehensively assessing the health state of transformers to obtain more accurate decision-making concerning operation and maintenance.
5.3 Big Data Analysis
Since big data has been involved in power transformer data, conventional data processing and analysis can no longer meet the analysis of the health and operating condition. As depicted in Figure 4, big data in transformer condition assessment is characterized by various sources (e.g., PMS, EMS, and GIS), high volume (several TBs), wide variety (e.g., DGA data, textual defect records, infrared images, videos, and partial discharge patterns), varying velocity (e.g., online monitoring, daily inspections, and quarterly/yearly maintenance), veracity (e.g., missing data, redundancies, and malicious information), and values (e.g., operational, technical, and economic) (Dijcks, 2012; Zinaman et al., 2015). In such cases, it is indispensable for power utilities to extract valuable information from large volumes and varieties of both real-time and historical data to make data-driven decisions. In particular, big data analysis contributes to better monitoring, operation, and maintenance of power transformers (Bhattarai et al., 2019).
At present, big data analysis technology has been preliminarily applied to the condition assessment of power transmission and transformation equipment, and certain research results have been obtained, mainly including abnormal state identification (Catterson et al., 2010; Liang et al., 2018; Lin et al., 2018; Zhang et al., 2018; Liu et al., 2020), association rule mining (Sheng et al., 2018), differentiated warning value calculation (Qi et al., 2020), transformer condition assessment (Yan et al., 2018), and fault diagnosis and prediction (Sheng et al., 2018; Zhou et al., 2019). Given that data loss and abnormalities result from environmental interference, internal fault, and sensors’ failures (Catterson et al., 2010), Lin et al. used association rules and wavelet neural networks to identify the abnormal sensor data and the abnormal state of the transformers (Lin et al., 2018). Several anomalous state detection methods were also applied to distinguish the normal and abnormal behavior, including auxiliary feature vector and density-based spatial clustering of applications with noise (Liu et al., 2020), improved K-means clustering (Liang et al., 2018), improved Canopy model (Zhang et al., 2018). Research by (Sheng et al., 2018) utilized the probabilistic graphic model to reflect the association rules among various state parameters of the transformer. The mined association rules contributed to improve the prediction accuracy. Qi et al. (2020) used fuzzy c-means (FCM) and Euclidean distance to identify the optimal transformer properties. In these studies, they identified operation age, voltage grade, and oil type to better characterize the differences between transformers based on dissolved gas data analysis. A differentiated warning rule could be obtained by the calculation of three selected optimal classification properties through the association analysis between distribution characteristics and defect/fault rate, which effectively reduced the rate of false positives and false negatives. Zhou et al. (2019) transferred the waveform processing to the distribution characteristic analysis of partial discharge signals via maximum likelihood estimation, which improved the accuracy of partial discharge estimation, particularly in low signal noise ratio conditions. Dai et al. (2017) adopted multi-layer and multi-dimension mapping to extract more detailed differences between fault types based on DBN, exploring different training datasets, different characterization parameters, and sample datasets. Moreover, the effect of discharge and overheating multiple faults on the diagnosis model was studied.
6 CONCLUSION AND FUTURE TRENDS
CBM is to obtain the transformer maintenance decisions according to its conditions, and transformer condition assessment is a prerequisite and basic work for CBM in transformer asset management. In other words, transformer condition assessment can provide powerful economic and technical support and decision-making strategies for transformer CBM and asset management. Therefore, we summarized the statistical analysis for components and types of transformer failures that are prone to occur and found that on-load tap-changer, winding, bushing, tank, and core are more likely to fail, and electrical factors, lightning, and insulation are the most important causes of transformer failures. To cope with various patterns of transformer failures and comprehensively investigate large amount of transformer stat data, this article provides a uniformed framework for transformer condition assessment, from data acquisition, data processing, and data analysis, to visual application. With regard to data acquisition, the data required for transformer operating condition comes from different subsystems with different condition monitoring techniques (e.g., inspections, frequency response analysis, and infrared thermography), which can be classified into internal data (e.g., transformer operating and maintenance records, DGA, furan, and insulation resistance) and external data (e.g., load, system faults, economic factors, and power grid dispatching). Furthermore, aiming at data analysis for transformer condition assessment, a comprehensive overview of the traditional condition assessment method is presented by surveying the previous studies, including advantages and limitations. With the advancement of smart grids, data acquisition, artificial intelligence, and renewable energy technology, several state-of-the-art research studies on transformer health state evaluation have been conducted. The new findings for intelligent algorisms are comprehensively surveyed from three new perspectives, including differentiated evaluation, uncertainty evaluation, and big data analysis. Compared with traditional assessment methods, the evolution of intelligent algorisms can quickly extract key state parameters, effectively mine the universality and individuality of transformers, deeply excavate the association relations, and implement data-driven evaluation.
Transformer condition assessment is an indispensable tool for the safe and reliable transmission of electricity energy, which deserves and needs constant attention. With the development of green and clean power, there has emerged an inexorable trend that energy consumption relies more on green and clean electricity. Ultrahigh high-voltage (UHV) technology of long-distance power transmission provides an excellent chance for concentrated development of green energy. At the same time, power equipment faces new requirements. Power transformers tend to be larger and more complicated. Large-size transformers possess CPS characteristics and their components are close coupled, which pose great challenges to condition assessment and fault diagnosis (Li et al., 2016a). Owning to the increasing research interest in transformer condition assessment, the following trends and tendencies for transformer condition assessment are recommended to be further investigated.
6.1 Enhancing New Manufacturing Technology
Novel smart sensors have the potential to enhance the advancement of power systems and power equipment. With the advancement of Internet of Things and mobile Internet technologies, reliable and low-cost distributed intelligent sensor networks will be widely deployed in smart grids. Moreover, a large number of smart sensors with high precision (Chatterjee et al., 2013), such as gas sensor arrays (Uddin et al., 2016; Jang et al., 2018), infrared spectroscopy (Zhao et al., 2014), photoacoustic spectroscopy (Mao and Wen, 2015), gas chromatograph techniques (Fan et al., 2017), solid oxide fuel cell chromatographic detector (Fan et al., 2020) have been studied, manufactured and applied, providing a more comprehensive data basis for big data analysis. Another trend is the novel smart transformer (Saha et al., 2015). The development of power transformers is following the direction of large capacity, high voltage, reliability, intelligence, energy efficiency, and environmental protection. Smart transformers with self-diagnosis functions are an important issue in the current transformer industry. Compared with existing transformers, smart transformers are equipped with more electronic devices, smart sensors and actuators, a good communication interface, operating information management, condition diagnosis and evaluation, operation data monitoring, and fault alarm function. In particular, smart transformers (hybrid transformers) that can resist the large-scale penetration of intermittent new energy sources and applications (e.g., photovoltaic power generation, electric vehicles) should be further implemented and investigated (Hunziker et al., 2020).
6.2 Improving Data Quality
At present, research institutions, power utilities, and manufacturers have collected a large amount of power transformer data, including operating conditions, oil tests, live-line detection, online monitoring, maintenance records, and fault defects. However, the transformer state data is characterized by heterogeneity, uneven data quality, and asynchrony, which is stored in different formats in scattered, disparate sub-systems. Due to error-prone measurements, data duplication, and data missing, the accuracy of transformer condition assessment is poor. In the case of low data quality, the results of transformer fault diagnosis and predictive analysis will deviate from the actual results (Li et al., 2016a). Therefore, it is extremely significant to improve the quality of transformer data. In the future, data quality evaluation and data governance should be carried out further to ensure smooth research on the evaluation work from the source.
6.3 Making the Best of Unstructured Data
A large amount of unstructured data (e.g., infrared thermal images, videos, ultraviolet images, partial discharge pattern, frequency response, and waveform curves) are collected by manual inspection, online monitoring techniques and smart measurements, which can help effectively diagnose the transformer defects and failures such as oil leakage, cooling system malfunction, winding distortion or displacement, and partial discharge, and provide an important decision-making for transformer condition assessment and fault diagnosis. For instance, enormous textual documents such as trouble and defect records, operating tickets, and logs of operation and maintenance are valuable for transformer condition assessment. Therefore, it is indispensable to carry out unstructured data mining, feature extraction and structural conversion of acoustic signals, images and text related to transformer state, improve the statistical analysis and knowledge mining of transformer data, and support multi-dimensional and comprehensive evaluation of transformer operating conditions via text mining technology, pattern recognition technology, image processing technology, machine learning and deep learning technology. In terms of text mining, Xie et al. (2016) used hidden Markov model-based text reprocessing to extract the key information from fault and defect elimination record texts to assess the operating condition of distribution transformers and combined them with typical power-off tests and live line detecting results. To identify the causes of transformer failures, Ravi et al. (2019) studied 393 terms and 103 documents and found that “lightning,” “leak,” “cable,” “animal,” and “temperature” were the major causes. Wangfang and Liuquan (2019) utilized knowledge graph technology to construct an error recognition model of power equipment defect records.
6.4 Conducting Small Sample Data Learning
A typical characteristic of transformer state parameters is that there is massive normal operating data and small sample fault data. In essence, state data concerning the health and operating condition of power transformers have increased dramatically, and big data technology has already become a powerful data-driven tool in equipment condition assessment. It should be noted that there are still several limitations: 1) due to some factors (e.g., transformer sensor types, operation and maintenance mode, state information acquisition), state parameters of the transformer exhibit “pseudo big data” and only several types of state parameters are obtained; 2) public transformer data are not available because of national security, enterprise privacy, and trade secrets; and 3) most power transformers are under good operation and maintenance management, which makes train/test data for intelligent algorisms insufficient.
In addition, power transformer faults are small-probability events and the fault case records are not comprehensive, which leads to the lack of abnormal transformer samples. As a result, unbalanced transformer datasets cause great difficulty in the applications of machine learning and big data methods and poor results in transformer condition assessment (Cheng et al., 2019). Machine learning generally has quantitative requirements for training samples. However, transformer anomalies and fault samples are relatively small, which limits the effectiveness of machine learning. Hence, it is essential to construct a unified fault sample information management system in which fault records are collected and supplemented. On the other hand, it is critical to further study the machine learning method that can be applied to small sample datasets.
6.5 Applying Expert Knowledge to Data Mining
From the cybernetic point of view, transformers are typically complex “grey box” systems. It is necessary to focus on a scientific research paradigm that combines mechanism analysis and data-driven methods for transformer condition assessment. On the one hand, knowledge and experience related to the transformer state are accumulated in the long-term electricity production, which are valuable for actual guidance. On the other hand, machine learning technology demonstrates its great advantages in intelligently analyzing the data, discovering potential problems, and excavating hidden laws. Therefore, how to integrate the expert experience of equipment state assessment into machine learning, combine knowledge analysis with data mining, and establish a mechanized expression model of expert experience and a knowledge-driven learning model are important challenges that need to be overcome for expert knowledge sharing and inheritance (Liu et al., 2019; Kou et al., 2020). Knowledge graph technology is becoming a key enabler for large-scale processing of massive collections of semantic knowledge from structured web data, text, and images (Fensel, 2019), which has been widely applied in various modern domains (Wang et al., 2021; Wang et al., 2022). It is believed that knowledge graphs offer an effective solution that merges large-scale data processing and expert knowledge with robust semantic technologies (Galkin et al., 2017).
6.6 Analyzing Failure Mechanism
The failure mechanism refers to the correlation rules between fault features and transformer state parameters through theoretical or experimental analysis. How to combine machine learning with the existing under-fault mechanism to perceive the “correlation” of complex transformer faults and effectively extract key features of transformer operating condition are challenging issues for transformer condition assessment. Moreover, the transformers display the characteristics of CPS, with the information network and physical world being closely coupled. The power system CPS theory may be used to study the strong coupled relationships between the transformer and different states of information, which helps establish an effective and accurate mapping between the data space and the physical entity and supports operating condition assessment and CBM.
6.7 Integrating Multiple Methods
Existing condition assessment models are still far from “compatibility”. Due to the fact that various methods have their own superiorities, it is difficult to generalize them. Therefore, it is urgently critical to integrate multiple methods for transformer condition assessment to complement each other and obtain the mutual coordination of different models. However, employing hybrid models on small training sets may increase the risk of overfitting the training data, thereby resulting in worse “generalization” performance on the out-of-sample test set (Mirowski and LeCun, 2012).
6.8 Incorporating External Factors
The external factors of the transformer mainly include environmental meteorology data, grid operation data, and malicious data attacks. In recent years, the worldwide harsh and extreme weather has frequently occurred, contributing to an increase in domestic and international power grid accidents. External extreme environmental factors (e.g., lightning, heavy rain, strong winds, dense fog, high temperatures, low temperatures, freezing rain) may cause catastrophic damage to t power transformers and other electrical equipment (Chen et al., 2009; Schexnayder, 2009; Chen et al., 2021b). Meanwhile, loads and harmonics of the power grids also present several challenges to the transformer, and false data injection attacks (Wang et al., 2018) and other transformer-substation communication network attacks threaten the safety and reliability of power substations and power networks (Kerr et al., 2010).
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Aiming at the grid connection stability of renewable energy generation Voltage Source Converters (VSCs), an active support integrated control strategy is proposed in this article. First, the standard third-order model based on synchronous generator is established, and the renewable energy generation VSCs are equivalent to an approximate synchronous voltage source with the excitation system and speed regulation system. Second, an improved virtual impedance control is added on the basis of the model, which can reduce the impact of impulse current and improve the reactive power support capacity during fault by switching the virtual impedance during fault. At the same time, a virtual dual PSS control is added to the model, and the damping torque method is used to provide positive damping torque for the system and improve the oscillation suppression ability of the system. Finally, a simulation system is built to verify the correctness and effectiveness of the proposed control strategy.
Keywords: active-support control, third-order model, VSCs, virtual dual PSS, dynamic damping, additional impedance
1 INTRODUCTION
With the continuous development of renewable energy, a new type of power system with new energy is gradually replacing the power system with traditional generators as the main body. Among them, the high proportion of renewable energy and the high proportion of power electronic equipment are typical features of the new power system. Since the new energy units rely mainly on the power electronics converter VSC to connect to the network, this will replace the traditional units which rely on the rotating large axis to provide inertia support. As a result, the overall rigid inertia of the system decreases, which brings new problems to the safe and stable operation of the power system (Kehe et al., 2019; Zhenning et al., 2019). As a result, the active support control technology emerged as the times require, which is equivalent to the traditional synchronous generator mathematically and physically, and can provide certain frequency and voltage support to the power network (Zhipeng et al., 2014; Tianwen et al., 2015; Chong et al., 2015; Fu et al., 2020).
In order to improve the VSC frequency modulation capability of the new energy units, the concept and application of virtual synchronous generator (VSG) are studied by Frack et al. (2015) and Driesen and Visscher (2008). A third-order VSG model is also presentedby Loix et al. (2009). It improves the frequency modulation characteristics of the virtual synchronous generator by adding first-order filter links to the virtual damp branch and the frequency feedback branch, respectively. A mechanism for VSG voltage, frequency, active, and reactive power control is introduced (Fu et al., 2015; Xiangwu and Desheng, 2018). A microgrid virtual synchronous generator with PQ and VF control functions is designed. Its synchronous inductance, damping factor, inertia, and other parameters can be flexibly designed without manufacturing restrictions to meet the different operation requirements of the microgrid (Yang et al., 2011). One way to stabilize the frequency of synchronous generators is to add virtual inertia to the distributed generator. This principle has been studied by many authors. In the case of wind power, only the energy stored in distributed resources is used, which is the inertia of wind turbines (Ekanayake, 2003; Ekanayake and Jenkins, 2004; Lalor et al., 2004; Li et al., 2021a). On the other hand, the advantage of VSG control is that its swing equation parameters can be used in real time, so that it can get faster and more stable operation. Using this feature of VSG system, a VSG system with adaptive virtual inertia is introduced. The scheme eliminates the oscillation, thereby increasing the reliability of the VSG unit to change or perturbate Alipoor et al., (2013) analyzed the influence of different control on the frequency of power network and distinguished the characteristics of inertia support and primary frequency modulation support (Xiaohui et al., 2018). A new VSG power frequency control model is presented, which improves power allocation and suppresses oscillations by discriminating between improved frequency modulation and damping coefficients (Xiangwu and Jiaoxin, 2019).
In view of the voltage stability in the case of new energy unit failure, Shengwen et al. (2011) and Li et al. (2021b) uses the double closed-loop control strategy to adjust the output power of the wind turbine side converter by relying on the detection of current and generator speed, so as to make the fan operate stably during the failure. Ge et al. (2011) presents an improved instantaneous power component method, in which the positive and negative sequence components are decomposed, so that the fan does not go offline under asymmetric faults (Lu et al., 2018). A fault current limiter (VI-FCL) based on virtual impedance is proposed, which can effectively suppress the fault current and oscillation during recovery by improving the inverter droop control to attach a virtual impedance control loop.
On the analysis of damping characteristics of renewable energy unit VSCs, (Yilin et al., 2021) a design method of virtual power system stabilizer is presented, which can compensate virtual excitation equivalent moment (Ruomei et al., 2019). The idea of Power System Stabilizer (PSS) to compensate negative damping moment and the design method of phase compensation are analyzed by using the method of damping moment to maximize the compensated damping moment. The principle of phase compensation for fast excitation system with (PSS-AVR) parallel model is discussed. The general idea of the damping moment analysis is deduced through the elimination change of matrix, and the influence of different parameters in virtual synchronizer on the system damping moment coefficient is analyzed in detail (Yuntao et al., 2020). The influence of PSS added to different units on frequency oscillation in multimachine system is analyzed, and a method to evaluate the influence is presented (Qinglan et al., 2020). By establishing the linearization equation of the system, a new damping control method is presented, which can effectively avoid the low frequency oscillation mode, which is not conducive to the system stability (Shintai et al., 2014).
In view of the problems existing in the VSC of the new energy unit previously mentioned, this article puts forward an overall control method for the VSC of the new energy unit with active support. The reactive power regulation link in the VSG control is improved by using the transient voltage equation of the synchronous generator and the simplified excitation regulation system. The active support control strategy using the standard third-order model of synchronous machine is presented in Section 1. In Section 2, an improved virtual impedance control strategy is proposed to ensure that the permanent magnet generator set retains as much active power as possible during voltage drop, to improve its reactive power support capacity and to improve low voltage traversal capacity. In Section 3, the mechanism of electromechanical oscillation of ASC-VSC is analyzed by a damped torque method, and a method of suppressing power oscillation by virtual double PSS is presented. Section 4. A simulation system is built to verify the validity of the proposed method. Section 5 states the conclusion. The VSCs control structure of the active-support renewable energy unit is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Overall control of the active-support new energy VSC unit.
2 ACTIVE-SUPPORT CONTROL
2.1 Standard Third-Order Model of Synchronous Generator
In order to make the renewable energy generation VSCs have the characteristics of frequency and voltage regulation of synchronous generators, a standard third-order model of the synchronous generators is established according to the second-order rotator motion equation and first-order transient potential equation of the synchronous generators.
Compared with the traditional PLL phase-locked loop control strategy, the third-order model of the synchronous generator can produce a self-rotating angle, which does not depend on the change of power grid angular speed. The power angle step changes will not occur when the system is disturbed by power, effectively increasing the autonomy and immunity of the active support-controlled voltage source converter. The standard third-order model of the synchronizer is shown in Eq. 1:
[image: image]
where M is the virtual inertia; D is the damping coefficient; Δω is the angular velocity deviation of the rotor movement; Pm is the mechanical power; Pe is the electromagnetic power; δ power angle of the generator; [image: image] is the transient electromotive force; id is the straight axis current component; xd is the direct axis synchronous reactance; [image: image] is the straight-axis transient reactance; Eqe is the no-load electrodynamic force; [image: image] is the straight axis transient time constant.
To ensure that the active support-controlled voltage source converter can Safe and stable operation limits the current out of limit behavior of the VSC during fault, so the virtual stator winding link is introduced, and the expression is:
[image: image]
where Edref is the direct axis voltage reference value; Eqref is the reference value for cross-axis voltage; [image: image] is the straight axis transient reactance; Xq is the coaxial synchronous reactance; and iq is the cross-axis current component.
The control block diagram of the synchronous standard third-order model is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Standard third-order model of the synchronous generator.
2.2 Design of Speed Controller
The renewable energy units which used the active-support control can simulate the static frequency characteristics of the synchronous generators and achieve automatic allocation of unbalanced power among multiple machines in system frequency modulation, that is:
[image: image]
where fref is the frequency reference value; Pm is the power reference value; P0 is the active power output of the renewable energy unit; fmeas is the measured frequency; and Km is the droop coefficient of P − f.
The control block diagram of the governor is shown in Figure 3.
[image: Figure 3]FIGURE 3 | The block of speed controller.
2.3 Design of Excitation Controller
The active-support control voltage source converter excitation regulator can automatically adjust the port voltage of the generator when an unbalanced power impact occurs in the system. In case of unbalanced power impact on the system, the active-support control voltage source converter excitation regulator can automatically adjust the port voltage of the generator, effectively improving the dynamic voltage stability of the system. At the same time, it can be simplified as the first-order inertial link with the voltage deviation as the input signal.
The expression is:
[image: image]
where Umeas is the active-support controlled voltage source converter outlet voltage; Uref is the voltage reference value; and ΔEf is the excitation voltage deviation. The control block diagram of the governor is shown in Figure 4.
[image: Figure 4]FIGURE 4 | The block of excitation controller.
3 IMPROVED VIRTUAL DAMPING CONTROL
The excitation part of the traditional Virtual Synchronous Generator (VSG) control uses the reactive power-voltage droop link, which can meet the voltage regulation requirements when the system has small disturbance, but when the system voltage drops greatly, the simple reactive power-voltage droop link cannot face the system voltage regulation requirements. Therefore, this article adds an improved virtual reactance based on the third-order model of the synchronous generator, which can enhance the reactive power support capacity of the new energy system and improve the low-voltage ride through capacity in case of fault. At the same time, when the system voltage drop is light, the renewable energy unit can produce active power as much as possible.
The improved virtual impedance model is as follows:
[image: image]
where Zf is the parameter of virtual impedance determined by calculation under different degrees of three-phase symmetric faults; Ig is the output current of the renewable energy unit; Kon is the virtual impedance triggered on factor; t is the current time; ts is the transient time adjustment factor from 0 to the maximum of the virtual impedance; and tc is the time when the measured instantaneous peak current exceeds the threshold.
At the moment of system failure, the output current of renewable energy unit jumps due to different degrees of voltage drop. On one hand, the output current of the renewable energy unit is less than 1 p.u.,which is the rated value of the output current under the standard unitary value. This moment, the virtual impedance does not start. On the other hand, the current value of these units is too large, which means that the current at this time has been converted into the form of impulse current, and the virtual impedance is introduced into the active support control strategy during the fault period. If the current value of dq axis is directly multiplied by the proportional coefficient, its value will produce an instantaneous impact in the voltage loop. To reduce these effects, the exponential adjustment factor named − (t − tc)/ts is set so that the virtual impedance value can quickly and smoothly reach the corresponding maximum virtual impedance value, which has the effect of steadily limiting the current while improving the reactive power output capacity of new energy units during failure.
Now we have a virtual impedance, but we need to know how the renewable energy unit can use it. Therefore, the virtual impedance triggered on factor Kon is introduced to determine whether a renewable energy unit enters the emergency voltage control mode or not. The virtual impedance trigger opening factor Kon is mainly determined by three parts. The first part is the size of the voltage [image: image] at the grid-connection point of the renewable energy unit to determine the KU factor:
[image: image]
The second part is to determine the size of the KI factor by the current scalar unitary [image: image] output from the inverter of the new energy unit:
[image: image]
where Igmax is the maximum current allowed by the inverters of new energy units. Generally, it is between 1.1–1.5 p.u. This article takes 1.2 p.u. as the reference. The third part is mainly to solve how to distinguish whether the system is in a failure state when the new energy unit is not full-blown or the influence of the failure is slight. The third part is the ratio of the output current of the new energy unit inverters before and after the failure to determine the size of KΔI:
[image: image]
From the Formulae 6–8, the virtual impedance trigger switch coefficient Kon is:
[image: image]
As shown in Figure 5, the renewable energy unit first identifies whether the virtual impedance triggered opening factor Kon is greater than or equal to 2. If it is greater than or equal to 2, the renewable energy unit enters the emergency voltage control mode and puts into the virtual impedance control link. To determine if the output current is greater than 1 p.u. in the KU process, and if the output current is greater than 1 p.u., the stable operation of the renewable energy unit in the low voltage traversal state is maintained. If the output current is less than 1 p.u., the renewable energy unit is released from the emergency voltage control mode, and the improved virtual damping control strategy is withdrawn from the operation.
[image: Figure 5]FIGURE 5 | Flow chart of fault discrimination.
4 ADDITIONAL VIRTUAL DUAL POWER SYSTEM STABILIZER METHOD
A virtual dual PSS method is presented to solve the power oscillation caused by the negative damped torque of the system. That is, the virtual excitation PSS and the virtual power angle PSS work together to further improve the damping characteristics of the system.
4.1 Hfron-Phillips Model of Active Support Controlled Voltage Source Converter
Assuming that the speed regulator does not participate in the operation, ignoring the effect of distributed capacitance on the line and line loss, the grid-connected voltage of the active support controlled voltage source converter is infinite system voltage U = Ug∠0° degrees. The Heffron– -Phillips model for a single machine infinite system is established as follows:
[image: image]
where K1∼K6 is the coefficients of the parameters related to the system structure and the static operating point.
This article mainly analyses the suppression methods of ACVSC (Active Support Controlled Voltage Source Converter) grid-connected electro-mechanical oscillation, without considering the influence of source-end characteristics and inverter element characteristics. Based on Formula 10, a Heffron–Phillips model of the active support control voltage source converter grid-connected system is obtained as shown in Figure 6.
[image: Figure 6]FIGURE 6 | Grid-connected Heffron–Phillips model of voltage governor.
4.2 Design Method of Virtual Excitation Power System Stabilizer
Additional PSS can select the angular speed deviation, frequency deviation, and power deviation of the rotor as input signals. In this article, angular velocity deviation is taken as input signal for the analysis. Figure 7 shows the additional virtual excitation PSS control block diagram.
[image: Figure 7]FIGURE 7 | Additional virtual excitation PSS control block diagram.
As shown in Figure 7, the electromagnetic torques supplied by the additional virtual excitation PSS to the electromechanical oscillation circuit are:
[image: image]
By substituting the Laplacian operator s = jΩ and Δω = jΩΔδ for the previous formula, we can get:
[image: image]
Because the Te parameter of the exciter is very small and the transient time constant [image: image] is generally large, the torque vector graph shown in Figure 8 can be drawn from the Formula 12. Where A is the phase of the denominator with Fupss(s)Δδ; B is the global phase of the Fupss(s)Δδ; and C is the phase of the reciprocal denominator with Fupss(s)Δδ.
[image: Figure 8]FIGURE 8 | Virtual excitation PSS compensation torque vector diagram.
As shown in Figure 8, ΔTupss, additional torque, make vertical lines to the horizontal and vertical axis of Δω − Δδ in the first quadrant, which can be decomposed into the overlay of two orthogonal vectors, where Depss > 0, a positive additional damping moment can be provided to improve the damping characteristics of the system.
4.3 Design Method of Virtual Power Angle Power System Stabilizer
On the basis of virtual excitation PSS, this section puts forward the method of adding virtual power angle PSS. Due to the flexible configuration of power electronic equipment, virtual power angle PSS can divide the deviation of rotor angular velocity Δω into virtual power angles Δδ, which greatly improves the adjustment accuracy of the system. Figure 9 shows an additional virtual power angle PSS control block diagram.
[image: Figure 9]FIGURE 9 | Additional virtual power angle PSS control block diagram.
As can be seen from Figure 9, the variation Δδ of the rotor motion angle consists of two parts. One part is obtained by integrating the angular velocity deviation Δω of the rotor, the other part is generated by the additional virtual power angle PSS link with gain factor KPss. The damping torque contributed by the additional virtual power angle PSS to the electromechanical oscillation circuit is divided into two parts, that is, [image: image] for K1 and [image: image] for K5. The expression is as follows:
[image: image]
The total damping torque contributed by Virtual Power Angle PSS to electromechanical oscillation circuit ΔTδPSS is:
[image: image]
Based on Formula 14, a compensating torque vector graph as shown in Figure 10 can be drawn, where A is the phase of Fupss(s)Δδ denominator, B is the overall phase of Fupss(s)Δδ fraction. Like the virtual excitation PSS, the additional virtual power angle PSS can also provide a positive additional damping torque to the system.
[image: Figure 10]FIGURE 10 | Virtual power angle PSS compensation torque vector diagram.
In summary, both the virtual excitation PSS and virtual power angle PSS have the effect of damping torque contributing to the electromechanical oscillation circuit of the system. Both the virtual excitation PSS and virtual power angle PSS take the angular velocity deviation of the rotor as input signals. The rotor angular velocity deviation is zero at a steady state and only plays a role in the dynamic process of the system. When the virtual excitation PSS and the virtual power angle PSS work together, not only will they not affect the stable operation of the original system, but also will further optimize and improve the dynamic damping performance of the system.
5 SIMULATION
5.1 Simulation Comparison of Traditional VSG Control and Active-Support Control
A two-machine system is built in the DigSILENT/PowerFactory simulation software. As shown in Figure 11, one of them is a 200 MW new energy unit with an active-support control, which has a virtual inertia factor H = 8 and a damping factor D = 3. The other 200 MW synchronous unit analyses the support capability of the two control strategies under active and reactive load disturbances. The validity of active support control strategy is verified by the comparative analysis. When the two-machine system runs to 301 s, a 25 MW active surge in the system load occurs. Figure 12 shows the active output curve of the active-support renewable energy unit when the active load increases suddenly.
[image: Figure 11]FIGURE 11 | Simulation model diagram of the two machine system.
[image: Figure 12]FIGURE 12 | Active power output of new energy unit during sudden increase of active load.
The active power output of the renewable energy unit controlled by the V–Q droop voltage gradually increases from 58.36 to 73.56 MW when the load increases dramatically. But with the control of the active-support, it gradually increases from 58.36 to 78.64 MW.
On the other hand, as shown in Figure 13, the output reactive power of the renewable energy unit controlled by V–Q droop voltage gradually increases from 13.20 to 18.70 MVar during the reactive power surge of the load. The active power output of the renewable energy unit under the active-support control gradually increases from 13.20 to 23.86 MVar. It is not difficult to analyze that when the active load of the active-support renewable energy unit suddenly increases in the two-machine system, it bears more active load increase which not only meets the active demand of the system, but also indirectly meets the reactive demand of the system. The active-support renewable energy unit have significantly improved the active and reactive support capabilities in the system, and improved the system stability.
[image: Figure 13]FIGURE 13 | Reactive power output diagram of the new energy unit during sudden increase of active load.
Figure 14 shows the voltage of the grid-connected point of a permanent magnet wind generator when the active load increases sharply. The voltage at the grid connection point of the renewable energy unit controlled by the V–Q droop voltage regulation gradually drops from 1 to 0.9767 p.u. when the active power surge occurs, and then remains stable. The grid-connected voltage of the renewable energy unit under the active-support control stabilizes rapidly to 1 p.u. after short-amplitude oscillation, which ensures that the grid-connected voltage remains stable at the reference value. It shows that the renewable energy unit under the active-support control has better voltage regulation capability than the V–Q droop voltage control. In the case of active load disturbance, it has faster and more stable voltage support capacity and shorter voltage regulation time.
[image: Figure 14]FIGURE 14 | Voltage of new energy unit paralleling network point when the active load increases suddenly.
5.2 Reactive Power and Voltage Support Capability of Virtual Impedance Control Area Grid
A typical IEEE Four-Machine-Two-Area System is built for analysis and validation. The structure of the system is shown in Figure 15. The system consists of two areas, the left area S and the right area A. Each of these areas has two generators nominally designated as 900 MVA. Generator 2 is replaced by the equal capacity active-support controlled voltage source converter. The two areas are electrically connected through 220 km double-circuit lines, each with a fixed load. Under the basic steady-state operation, the transmission power between the two regions is 400 MW.
[image: Figure 15]FIGURE 15 | Four-machine two-zone system topology diagram.
To verify the reactive power and voltage support of the active-support renewable energy unit with virtual reactance control strategy in a regional power network in case of symmetric failure of the system, three-phase short circuit fault at node 8 between area S and area A were set up. The grounding reactance Lf is 10 Ω, and the Xfd in the active-support renewable energy unit is 0.037 p.u., aiming at the compared reactive power support capacity of area S and area A.
Compare the voltage values of 6 and 10 nodes in Figure 16. It is found that the voltage drop at 6 nodes of area S (containing active-support renewable energy unit) is significantly smaller than that at 10 nodes of area A coupling point. This indicates that area S has stronger reactive power support capability during the low voltage traversal, resulting in higher voltage values during failure. Area S is less affected by the fault and has strong anti-interference ability.
[image: Figure 16]FIGURE 16 | Comparison diagram of voltage change at coupling point in four-machine two-area system.
From Figure 17, it can be seen that G2 in area S assumes more reactive power, while G3 and G4 in area A assume similar reactive power because the system does not apply control strategy to the traditional synchronous generator. Therefore, on the basis of improving the regulation flexibility of the traditional synchronous generators and the continuous improvement of new energy grid connection scale, the system should make more use of the fast reactive power support capacity of active-support new energy units in the region during the fault. The voltage drop of each node in the guarantee area shall be minimized, and the synchronous generator in the area shall ensure the partial load operation in the system as much as possible.
[image: Figure 17]FIGURE 17 | Change of output reactive power output of each unit in four-unit two-area system.
5.3 Output Power of Additional Virtual Dual Power System Stabilizer Control Area Grid
5.3.1 Suppression Effect of Each Control Oscillation Under Small Disturbance
At t = 300 s, Load 1 in area S in Figure 15 sets a 10 percent load increase event. The output power of the active-support controlled voltage source converter is compared under four working conditions: no PSS, virtual excitation PSS, virtual power angle PSS, and virtual dual PSS. Figure 18 shows the output active power diagram of the active-support controlled voltage source converter.
[image: Figure 18]FIGURE 18 | Active power output diagram of active-support controlled voltage source converter.
From the analysis in Figure 18, it can be seen that the output power of the active-support controlled voltage source converter is obviously compared under four working conditions. When PSS is not configured, the system’s damping performance is weakened due to the negative damping torque caused by the introduction of excitation link, and the output power oscillation of the active-support controlled voltage source converter is large. However, the effect of virtual excitation PSS with a single configuration is limited. After the virtual double PSS is added, the oscillation amplitude of the output power of the active-support controlled voltage source converter is further suppressed, and the time to reach a steady state output is shorter, and the damping performance of the system is further improved. Rotor angular velocity deviation under four operating conditions is shown in Figure 19.
[image: Figure 19]FIGURE 19 | Rotor angular velocity deviation of active-support controlled voltage source converter.
As can be seen from Figure 19, under the conditions of virtual power angle PSS and virtual dual PSS, the deviation of the rotor angular velocity Δω will return to zero approximately after 200 s of disturbance. However, the angular velocity deviation between the PSS without configuration and the PSS with virtual excitation takes a long time to recover and shows a reduced amplitude oscillation state. When the angular velocity deviation of the rotator is restored to zero, the additional feedback signal from the dual PSS output is zero, and the damping torque provided to the electromechanical oscillation circuit is also zero. Therefore, the selection of angular velocity deviation of the rotor as the input signal of PSS will only play a role in the oscillation dynamic process of the system, and will not affect the stable operation of the original system. The oscillation characteristics of generator G1 and G4 under different operating conditions are shown in Figure 20.
[image: Figure 20]FIGURE 20 | Power and relative rotor angle oscillation characteristics of generators G1 and G4.
Generator G3 was set as the reference generator, each generator unit takes into account the role of the speed regulator, and each synchronizer automatically allocates the unbalanced power during load disturbance. As can be seen from Figures 20A,C, the oscillation amplitude of power decreases significantly after the additional virtual excitation PSS or additional virtual power angle PSS. From Figures 20B,D, it can be seen that the maximum offset and oscillation amplitude of generator G1 and G4 relative to the rotor angle of the reference motor will also be reduced, which reduces the power oscillation on the transmission lines between the regions of the system. The system frequency oscillation characteristics under four different operating conditions are shown in Figure 21.
[image: Figure 21]FIGURE 21 | The system oscillation characteristics.
As can be seen from Figure 21, the virtual dual PSS configuration reduces the maximum depth of system frequency and the dropping rate is smaller than that of the virtual power angle PSS configuration. Under the conditions of virtual power angle PSS and virtual dual PSS, the system frequency restores to a stable state approximately 220 s after system power disturbance which effectively shortens the frequency adjustment time and has a better characteristic of damping the frequency oscillation of the system. PSS not configured and virtual excitation PSS configured continue to exhibit reduced amplitude oscillation, but the effect of damping oscillation with the virtual excitation PSS is better than that without PSS configured. In summary, the virtual dual PSS will effectively improve the frequency stability of the system after the disturbance under the interaction of power angle PSS and excitation PSS.
5.3.2 Double Power System Stabilizer Oscillation Suppression Effect in Failure State
When t = 300 s, three-phase short-circuit fault is set at node 8 between area S and area A, and run to 300.6 s fault removal is performed to compare the effect of virtual double PSS oscillation suppression. The simulation results are as follows:
The output active and reactive power of the new energy unit under the virtual double PSS condition during the fault period are compared. As shown in Figures 22, 23, the virtual dual PSS can still suppress power oscillation and improve the recovery speed of the active and reactive power after a fault. This conclusion is consistent with the system perturbation.
[image: Figure 22]FIGURE 22 | Active power output diagram of active-support controlled voltage source converter under the fault state.
[image: Figure 23]FIGURE 23 | Output reactive power diagram of active-support controlled voltage source converter under the fault state.
It can be seen from Figures 24, 25 that the current and voltage oscillations can be suppressed by configuring the dual PSS during a fault. This improves the recovery speed of the output current and port voltage of the active-support controlled new energy unit, and improves the antidisturbance ability of the system. The simulation verifies the validity of the virtual dual PSS method.
[image: Figure 24]FIGURE 24 | Output current diagram of active-support controlled voltage source converter under the fault state.
[image: Figure 25]FIGURE 25 | Port voltage diagram of active-support controlled voltage source converter under the fault state.
6 CONCLUSION

(1) This article presents an active-support control strategy based on a third-order model. By introducing the first-order transient voltage equation, the renewable energy unit is equivalent to a synchronous voltage source with the excitation control and speed control, which improve the frequency modulation capability and voltage support capability of the new energy system.
(2) In addition, in order to improve the low voltage traversal capability of the new energy units, an improved virtual impedance control strategy is presented. The short-circuit output current is limited by switching the virtual impedance, and the reactive power support capability during the fault is improved. It can also improve the low-voltage ride by the capacity of regional power grid to a certain extent.
(3) The problem of power oscillation during the grid connection of actively supported new energy units is studied. Through the analysis of damping torque method, the additional virtual excitation PSS and the virtual power angle PSS can contribute a certain damping torque to the electromechanical oscillation circuit of the system. By comparing the oscillation behavior of the system under four working conditions, it can be obtained that the configuring virtual double PSS can better compensate the negative damping torque of the system and thus better suppress the system oscillation.
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Internet of things of cloud computing offers high-performance computing, storage and networking services, but there are still suffers from a high transmission and processing latency, poor scalability and other problems. Internet of things of edge computing can better meet the increasing requirements of electricity consumers for service quality, especially the increasingly stringent need for low delay. On the other hand, edge intelligent network technology can offers edge smart sensing while significantly improve the efficiency of task execution, but it will lead to a massive collaborative task scheduling optimization problem. In order to solve this problem, This paper studies an ubiquitous power internet of things (UPIoT) smart sensing network edge computing model and an improved multi node cluster cooperative scheduling optimization strategy. The cluster server is added to the edge aware computing network, and an improved low delay edge task collaborative scheduling algorithm (LLETCS) is designed by using the vertical cooperation and multi node cluster collaborative computing scheme between edge aware networks. Then the problem is transformed based on linear reconstruction technology, and a parallel optimization framework for solving the problem is proposed. The simulation results suggest that the proposed scheme can more effectively reduce the UPIoT edge computing latency, and improve the quality of service in UPIoT smart sensing networks.
Keywords: ubiquitous power internet of things, edge computing, smart sensing, low latency, linear reconstruction
1 INTRODUCTION
The ubiquitous power Internet of Things (UPIoT), which has an electrical system at its core, works with technologies such as smart terminal sensors, communication networks and artificial intelligence to link all parts of the power system (Wang and Wang, 2018). The UPIoT is a special IoT, and the power grid is a specific application object of IoT technology, which covers all aspects of generation, transmission, distribution, transformation and consumption for power or even energy networks; the connected objects range from electrical equipment to household appliances. The UPIoT integrates IoT technology with power systems to realize various types of information sensing devices and the sharing of communication information resources (Reka and Dragicevic, 2018). The UPIoTs can actualize holistic awareness, automatic control and smart decision-making of smart power grids by deploying hundreds of millions of sensing devices and smart terminals, which is a key direction for current smart grid development.
Once massive power IoT nodes (e.g., power terminals, smart homes, other energy system equipment) are connected, the sensed data volume and data type of UPIoTs will increase sharply (Ge et al., 2016; Wang et al., 2018; Yang et al., 2019); the demand of new electricity users for service will grow continually; and the requirements for service quality, especially the need for low latency, will become increasingly stringent. The high processing delays resulting from the long distance from cloud computing data centres to end users bring about long transmission delays, which impairs the performance of latency-sensitive applications (Pan and McElhannon, 2018); this is a serious problem for smart grids.
In recent years, researchers have begun to study the combination of edge computing and power systems (Okay and Ozdemir, 2016; Shi et al., 2016; Li et al., 2018; Sun et al., 2019). Reference (Jiang et al., 2013) presented a cloud/edge collaboration architecture designed for advanced measurement systems, which stores and analyses power status data (e.g., voltage, current, phase angle) through a three-layer configuration (edge device-fog-cloud), in which fog-layer devices implement all or part of the processing features, thereby effectively enhancing the computational performance of analytical processing of power system data. References (Hagen and Kemper, 2010; Mori et al., 2017) studied the task assignment strategies for the edge computing of power systems. Reference (Hagen and Kemper, 2010) investigated the low-latency task assignment method for power systems; the tasks for centre and edge nodes were dynamically assigned based on the current computing power and task load to effectively improve the computational performance of the system. However, the aforementioned studies focused on edge-edge or edge-cloud resource sharing without considering the smart collaborative computing of multiple nodes in the system. The increasingly enhanced computing power of UPIoT sensing terminal devices can be used to perform complex computing tasks (Mori et al., 2017). However, terminal sensing devices are more resource-constrained than edge servers because they have limited computing resources and battery capacity (Chen et al., 2016). Individual sensing devices struggle to efficiently process large amounts of data; single edge computing nodes may fall short of the requirements for task instantaneity in certain scenarios. Furthermore, the user demand for resources is clearly heterogeneous; for example, some devices are underresourced, while others may be heavily overresourced. Fulfilling computing tasks through the collaboration of multiple nodes of smart sensing networks is a relatively promising approach. Moreover, the increase in the number of sensing devices and edge servers in power IoTs may bring about a massive collaborative task scheduling optimization problem. Therefore, designing a real-time effective, low-complexity task collaborative scheduling and resource optimization strategy for massive edge sensing tasks is absolutely essential.
Based on the analysis above, this paper studies an edge computing architecture for big data sensing by UPIoTs in response to big data scenarios. In the architecture, edge computing is used for UPIoT smart sensing network edge nodes, including sensing devices and edge server clusters, to construct an “edge computing” layer; migrating the processing of UPIoT-sensed big data computing services to edge computing devices reduces the UPIoT service processing latency, relieves the computing load of cloud servers, and improves the overall network robustness. To further optimize the service processing latency of the above-noted network architecture, this paper studies the collaborative task scheduling optimization and resource allocation strategies of edge sensing nodes to minimize the average task time, thereby balancing the UPIoT smart sensing network edge load and improving the efficiency of task execution. The goal of our research is to solve the problem of limited network resources and insufficient computing power at the edge of ubiquitous power Internet of things, effectively reduce the task processing delay, and reduce the complexity of multi node task intelligent collaborative scheduling optimization.
2 RELATED WORK
Task scheduling mechanisms are a key technology for computing systems; traditional algorithms applied to task scheduling in local computing include the heterogeneous earliest finish time (HEFT) algorithm, the critical path on a processor (CPOP) algorithm (Zhang and Wen, 2018), the STARS algorithm (Chen et al., 2017), the MOWS-DTM algorithm (Zhou et al., 2018), the artificial fish swarm (AFSA) algorithm (Zhang et al., 2017), the sensing cache task scheduling algorithm (Li et al., 2019), and the SA-DVSA algorithm (Hu et al., 2017a); the optimization objectives of these algorithms include reduction of the task scheduling time, latency optimization, resource conservation, scheduling efficiency improvement, and time and energy consumption constraint integration. However, these algorithms are not satisfactorily applicable to the collaborative task scheduling service between edge computing nodes because of instantaneity and other factors.
Many researchers have studied collaborative task scheduling for edge computing. Reference (Tran et al., 2017) summarized the collaboration between edge computing servers and mobile devices with respect to mobile edge coordination, collaborative cache processing and multilayer interference cancellation and proposed a real-time context-aware edge computing collaboration framework. Reference (Cao et al., 2019) proposed a method for constructing a collaborative service for mobile edge computing systems, constructed collaborative communication links through user nodes, collaboration nodes and access points connected to the edge server (AP) nodes, optimized the allocation of computing and communication resources of user and collaboration nodes, and minimized the total energy consumption under given computing latency constraints. Reference (Hu et al., 2018) proposed a new edge computing collaboration approach and a two-stage approach for the offloading realized by constructing relay cooperative communication links through APs and mobile devices, optimized offloading decisions and saved energy, and minimized the total energy emissions of APs. Considering the collaborative compatibility between executors, Reference (Hu et al., 2017b) proposed a task assignment model based on collaborative compatibility and load balancing, improved the execution efficiency of the entire process instance and kept the loads balanced for executors using the task assignment method based on multiobjective joint optimization. Reference (Chai et al., 2007) proposed the design of a new cluster-architecture edge streaming media server and proposed the MCLBS cache replacement algorithm for adaptive optimization of edge server loads against the load balancing in cluster servers to reduce the service bandwidth consumption. In response to the unbalanced loads resulting from the skewed distribution of data and the instantaneity, dynamics and unpredictability of the data stream in distributed parallel processing architectures, Reference (Fang et al., 2017) proposed a lightweight balance adjustment method through Key granular migration and tuple granularity split to ensure a balanced system load.
References (Chai et al., 2007; Hu et al., 2017b; Fang et al., 2017; Tran et al., 2017; Hu et al., 2018; Cao et al., 2019) studied edge computing networks consisting of certain devices and edge nodes. Some studies have considered more realistic task scheduling problems in three-tier computing networks, which comprise terminal devices, edge computing servers and cloud servers. Given the finiteness of edge device resources, Xu (Xu et al., 2019) employed edge devices and cloud devices to reduce the waiting time for tasks and to minimize the latency by finding the best scheduling destinations. To address the host selection problem in task deployment of the joint edge computing centre and cloud data centre for an overall prolonged load balance, Dong et al. (Dong et al., 2019) proposed a deployment strategy based on an analysis of the heuristic task clustering method and the firefly swarm optimization algorithm; that is, joint load balancing was realized between the edge computing centre and the cloud computing centre by locating the best host for the task to be handled in the set. Huang et al. (Huang et al., 2020) used the software-defined network (SDN) technology to propose a service orchestration-based cloud mobile edge computing collaborative task offloading solution, which solves key problems in task offloading decisions and specific offload terminal selection; the multiaccess edge computing (MEC) server that minimizes the weighted sum of energy consumption and latency was chosen as the offload terminal based on the task latency and energy estimation for MEC servers, thereby achieving a balanced load and communication load optimization. The aforementioned studies suggested that three-tier task processing architectures offer more computing resources for multiuser edge computing offload systems, but three-tier processing architectures are confronted with more complex computing offload decisions and resource allocation problems. When load balancing is considered in three-tier computing networks, each task has more offload options and the resource management of multiple edge nodes affects other nodes, making it even more challenging to implement load balancing for three-tier computing networks.
Based on the aforementioned studies, this paper proposes a collaborative task scheduling and optimization assignment scheme in a multitier computing network, considering the characteristics of big data sensing by UPIoTs; the proposed scheme works with optimized scheduling decisions and computing resource allocation to minimize the total task time and improve the QoS of UPIoT edge networks. The research of this paper is of great significance to promote the development of edge computing technology of ubiquitous power Internet of things, and to guide the practical application.
3 SYSTEM ARCHITECTURE
Typical scenarios for the smart sensing of UPIoTs include sensing and diagnostics of electricity anomalies at low-voltage residential users, smart homes, and electrical appliances, escrow services for smart communities and smart buildings, optimization of electric vehicle (EV) charging and switching, and integrated metering for multienergy systems. Smart sensing terminals generate massive amounts of sensing data every day, featuring diversified and complex types, large volumes, a high heterogeneity and complex processing; as a result, traditional power systems struggle to store and process relevant data in a timely and efficient manner.
Most of the smart sensing terminal-sensed data are basic small data, which are of tremendous value. For instance, the vast amount of sensed data produced by smart terminals such as EVs, distributed photovoltaic (PV) cells, smart homes, and power distribution terminals on distribution and user access sides enable grid companies to gain a good understanding of user characteristics and provide these companies with novel means of technical support for peak load shaving, grid utilization improvement, energy conservation and consumption reduction, power stealing prevention, low-voltage O&M, and system planning. However, the large volumes and types of edge sensed data and the limited computing and storage capacities of the edge network sensing devices that may be in use pose stringent requirements for service processing times, especially for latency-sensitive services.
This paper studied an edge computing architecture for UPIoT smart sensing networks based on the IoT edge computing reference model (Cisco S ystems Inc, 2014), with consideration of the aforementioned characteristics of UPIoT-sensed big data. The architecture is divided into three layers from the top down: the traditional power big data cloud computing layer, the cluster edge server layer with certain computing, storage and communication capabilities in power communication systems, and the smart sensing terminal layer with edge computing capabilities, as shown in Figure 1. The cloud computing layer deals with highly complex non-real-time global data services; the edge server layer supports small real-time local data services, which makes it economical without incurring high device costs in terms of computing and storage. The smart sensing terminal layer consists of a variety of different smart sensing devices deployed where power is consumed, e.g., various sensors, smart concentrators, and robots, and principally collects given status parameters. This layer produces a large number of pending tasks and can judge, process or transfer tasks based on certain scheduling strategies.
[image: Figure 1]FIGURE 1 | Edge computing architecture of a UPIoT smart sensing network.
Cluster servers and smart sensing terminals constitute the edge-aware computing network of this architecture. Due to the limited computing and storage resources for edge-aware computing network devices, individual computing devices cannot handle all big data tasks independently. Therefore, to fulfil different tasks in real time, the architecture adopts edge-cloud collaboration and the multinode cluster collaborative computing scheme between edge sensing networks. The multinode cluster collaborative processing strategy is intended to reduce the data processing latency through the collaboration of multiple nodes of IntelliSense networks, so as to improve the QoS and effectively handle latency-sensitive services. This scheme chooses different scheduling strategies depending on the various types of tasks produced by smart sensing devices (SSDs). Communication-intensive tasks can be fulfilled in real time autonomously using the SSD resources. Tasks that cannot be fulfilled on their own are assigned to other SSDs with idle resources for resource sharing and rational scheduling between sensing devices. Computationally intensive tasks are dispatched to the edge server layer or remote cloud computing layer for execution. General types of tasks decide whether to execute autonomously or to schedule further depending on the load on the sensing device, which is dependent on the computing power of the device. The task scheduling decision in the edge server layer is dependent on the computing and memory resources of the server. The detailed collaborative task scheduling model is shown in Figure 2, where the orange solid line represents the multinode cluster collaborative scheduling between edge sensing networks. The green solid line represents edge-cloud collaborative scheduling, and the serial numbers represent the task decision scheduling sequence.
[image: Figure 2]FIGURE 2 | Task scheduling model for cloud-edge collaboration and multinode cluster collaborative computing.
Multinode collaborative computing is a way to break the bottleneck of edge terminal computing; dynamically organized lightweight edge computing clusters can efficiently handle complex analytical tasks, with consideration of the service logic and event input of UPIoTs within the diffusion range with the computing target point as the in situ physical centre. Dynamically delineating the smart devices and servers involved in computing based on task granularity and complexity during task scheduling enables load balancing of the computing power, which contributes to more effective handling of latency-sensitive services.
4 SYSTEM MODELLING
In this section, the system latency problem is modelled, and then the LLETCS algorithm is described.
4.1 Problem Modelling
In UPIoT scenarios, edge computing-based smart sensing networks are composed of M edge servers (ES), N SSDs, and one cloud computing centre (CC). The edge server set and the smart sensing device set are denoted as [image: image] ＝{1,2,...M} and [image: image] ＝{1,2,...N}, respectively. Each SSD has a computing task that is either processed locally or dispatched to another SSD or ES for processing. The ES may further dispatch it to the remote cloud computing centre for processing depending on the circumstances. The set tasks on SSDi are not separable and are expressed as Qi= (Li,Ki), where [image: image] represents the data size of task Qi (unit: Bit), and [image: image] denotes the number of CPU cycles required to fulfil task Qi (unit: CPU cycle). Based on cloud-edge collaboration and the task scheduling model of multinode cluster collaborative computing, the schematic diagram of the scheduling time and execution time of task Qi on SSDi in the architecture is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Schematic diagram of the scheduling time. And execution time of task Qi on SSDi in the architecture.
4.1.1 Edge Network Multinode Cluster Collaborative Computing Model
The computational latency of task Qi processing by SSDi on its own is
[image: image]
where [image: image] represents the computing power of SSDi. If SSDi has limited computing resources of its own [image: image], the task can be scheduled to another SSDj with sufficient idle resources. It is assumed here that each SSD is aware of the available CPU resource information for other devices. Let [image: image] denote the average round-trip time for task transfers between SSDi and SSDj. When i = j, [image: image]; where i, [image: image]
Therefore, the total latency of task Qi processing at the smart sensing device layer includes the transmission latency from SSDi to SSDj and the computing latency of SSDj, which can be expressed as
[image: image]
If all SSD resources cannot process task Qi independently, the task will be scheduled to ESh. Let the total computing power of ESh be expressed as Fh; then [image: image] represents the available CPU resources allocated by ESh to task Qi. Therefore, the computational latency of task Qi being processed by ESh is
[image: image]
When the task is scheduled to ES, SSDi first sends the task Qi to the associated server [image: image] for execution; the task can also be scheduled to other ESs with sufficient idle resources if the conditions are not met. Here, [image: image] represents the edge server associated with SSDi. At this point, the total latency of scheduling task Qi to the edge server includes the transmission latency from SSDi to [image: image], the transmission latency from [image: image] to ESg, and the computing latency of ESg, and can be expressed as
[image: image]
When SSDi is associated with server [image: image], the uplink transmission rate on its wireless link can be calculated as
[image: image]
where the bandwidth resource of ESh is [image: image] Hz, and [image: image] represents the uplink spectral effect between SSDi and the associated [image: image]. [image: image] represents the number of SSDs associated with [image: image]; and [image: image] denotes the SSD set associated with ESh. Then, the transmission latency of scheduling task Qi to [image: image] is
[image: image]
4.1.2 Cloud Collaborative Computing Model
When the edge computing network cannot handle task Qi, the task is scheduled to the cloud computing centre. The average round-trip time of transmission between the edge server and the cloud computing centre is denoted as [image: image]. Let [image: image] represent the task-performable cloud computing power, and [image: image]. Then, the cloud computing latency of task Qi is [image: image].
Then, the total latency of scheduling task Qi to the remote cloud computing centre includes the transmission latency from SSDi to the edge server, the transmission latency from the edge node to the cloud computing centre, and the computing latency of the cloud computing centre, and can be expressed as
[image: image]
where [image: image] , and [image: image]
Multiple tasks are generated at a time in this system architecture; it is hypothesized that an SSD and an ES can each handle only one task at a time. Binary variables Ai, Bi,h and Ci are defined, where Ai, Bi,h, Ci∈{0,1}, which indicate whether task Qi is processed in an SSD, an ES or a cloud computing centre, respectively. For the final successful execution of task Qi, the following should be satisfied
[image: image]
According to Eqs 1)–(8, the total processing latency of task Qi in the edge computing architecture of the UPIoT smart sensing network can be expressed as
[image: image]
4.1.3 Combinatorial Optimization-Based Problem Modelling
This study modelled the problem based on the combinatorial optimization of task scheduling and resource allocation to minimize the total latency for all tasks. First, the scheduling decision vector of SSDi is denoted as Di = {Ai, Bi,1, Bi, 2,...Bi, M, Ci}, and the scheduling decision of all SSDs is expressed as [image: image]. The computing resource allocation vector of all SSDs is expressed as [image: image] .Then, the joint optimization objective function can be expressed as
[image: image]
[image: image]
[image: image]
[image: image]
Constraint (11) states that the amount of computing resources provided by the edge computing network cannot exceed the total computing load of all the devices on each layer; constraint (12) restricts each sensing task to be processed at only one computing node.
Based on the above, the total processing latency of SSDi for task Qi in the edge computing architecture of the UPIoT smart sensing network can be expressed as
[image: image]
There are discrete variables and continuous variables, as well as nonlinear objective functions and constraints in the equation above; hence, optimization problem P is a mixed integer nonlinear optimization problem.
4.2 Low-Latency Edge Tasks Collaborative Scheduling (LLETCS) Algorithm
4.2.1 Linear Reconstruction Technology-Based Problem Transformation
To handle the product term in (14), an additional variable ui,h is set up; then, let [image: image]. Two auxiliary variables, i.e., Gi and Vi,h, are defined and respectively denoted as
[image: image]
[image: image]
After new variables ui,h, Gi and [image: image] are introduced, objective function (10) is re-expressed as
[image: image]
The computing resource constraints are translated into
[image: image]
Problem P is translated into
[image: image]
s.t. (12), (13), (15), (16), (18)
Let Eqs 15, 16 be respectively equivalent to the following constraints, based on the linear reconstruction technology (Hou et al., 2009):
[image: image]
[image: image]
where [image: image] is a normal value tending towards 0. Therefore, problem P1 has the following equivalent representation
[image: image]
s.t. (12), (13), (18), (20), (21)
When all binary variables are fixed, P2 is a convex problem.
4.2.2 ADMM-Based Parallel Optimization Algorithm
The ADMM-based parallel optimization algorithm is achieved through the sequential iteration of global variables, local variables, and antithetic variables. First, the global variables are optimized by the minimized augmented Lagrangian function. Then, the local variables are updated; and finally, the antithetic variables are updated.
Step I: Build the augmented Lagrangian function for the target problem.
A coupling relationship exists between optimization variables Ai, Bih and Ci in constraint (12); hence, to break down problem P2, variables Ai, Bi, h and Ci are first copied as variables [image: image], [image: image] and [image: image] so that
[image: image]
Then, coupling constraint (12) is equivalent to the following conditions
[image: image]
[image: image] represents the copied variable vectors of all smart sensing terminals. Then, problem P2 is equivalent to
[image: image]
s.t. (13), (18), (20), (21), (23), (24).
Therefore, the augmented Lagrangian function of P3 can be expressed as (Boyd et al., 2010)
[image: image]
where [image: image], [image: image] and [image: image] are Lagrangian multipliers of the three constraints, respectively. [image: image] is an augmented Lagrangian parameter.
Step II: Optimization of global variables.
First, the augmented Lagrangian function is minimized; let [image: image], [image: image], and [image: image]. Then
[image: image]
s.t. (13), (18), (20), (21), (23), (24).where the superscript [t] represents the iteration number.
Then, let [image: image] denote the local scheduling decision vector for all SSDs associated with ESh; [image: image] represents the decision vector that schedules tasks to ESh; [image: image] stands for the decision vector that schedules tasks to the cloud server. P4 is equivalent to
[image: image]
At the (t+1)-th iteration, global variable [image: image] can be updated by solving optimization problem P4 (Nguyen et al., 2017; Prak and Boyd, 2017).
The optimization problem is broken down and the subproblems are solved separately below to improve the computing speed through the parallel processing of such subproblems. Eq. 27 clearly show that problem P4 can be equivalently broken down into three subproblems [image: image], which are denoted respectively as
[image: image]
S.t. (20), [image: image] 
[image: image]
S.t. (18), (21), [image: image] 
[image: image]
S.t. [image: image]
For P1, the binary constraints are equivalently expressed as follows:
[image: image]
[image: image]
Because (31) is a nonconvex constraint, P1 can be converted into
[image: image]
s.t (20), (35).where [image: image] is a penalty factor; according to Reference (Che et al., 2014), when the [image: image] component is large, problem P1 is equivalent to problem [image: image]. Let [image: image] and [image: image]; then, [image: image] can be written as the difference between the two convex functions [image: image] and [image: image]. Therefore, [image: image] is a convex difference optimization problem; the locally optimal solution can be obtained by the sequential convex approximation method (Horst and Thoai, 1999).
Subproblem [image: image] is a linear function, but the binary constraint is also convex, and the same method for solving subproblem [image: image] is used. Subproblem [image: image] is an unconstrained binary optimization problem; with the candidate solution comparison method, the solution to [image: image] can be expressed as
[image: image]
Step III: Update of local variable.
Value [image: image] of the global variable is achieved at the (t+1)-th iteration, and problem P4 can be expressed as
[image: image]
S.t. (24), [image: image],
Local variable [image: image] is updated by solving optimization problem P5. First, the constant term is removed from the function, and P5 is equivalent to
[image: image]
S.t. (24), [image: image], where the function [image: image] is denoted as
[image: image]
According to Eq. 24, the optimum solution to P5 is as follows:
[image: image]
where [image: image] represents the minimum value of all feasible solutions to SSDi, while [image: image].
Step III: Update of antithetic variable.
The antithetic variable is updated as follows at the (t+1)-th iteration
[image: image]
[image: image]
[image: image]
5 ANALYSIS OF SIMULATION RESULTS
This section simulates the proposed algorithm for verification. The experiment used the MATLAB platform to simulate this process in an IoT scenario, and the results were compared with the performance of a “vertical collaboration scheme only” and a “random scheduling strategy” under different task computing loads and smart sensing terminal computing powers. “vertical collaboration scheme only” means that the tasks of the terminal can be processed by the terminal, the associated base station or the ECS in this scheme. However, the horizontal cooperation between the terminal and the base station is not considered, and the task cannot be forwarded to other adjacent terminals or base stations. The “random scheduling strategy” means that the tasks of the terminal can only be unloaded to the associated base station for processing.
An IoT edge computing network, consisting of 10 smart sensing terminals and four edge servers, was considered. The computing power of each edge server was 20 Gigacycles/s, and the computing power of each edge smart sensing terminal was 0.6 Gigacycles/s (Chen et al., 2018). The input data size per task was subject to the Gaussian distribution of di ∼ N (6000, 1000). The number of CPU cycles required for task calculation follows the uniform distribution of [2,5] gigacycles. See Table 1 for our simulation experiment parameters.
TABLE 1 | Description of simulation experiment parameters.
[image: Table 1]Figure 4 shows the convergence performance of the proposed algorithm. Here we compare the performance of the proposed scheme with that of the branch and bound method and “vertical cooperation only scheme”. The branch and bound method is a classical method to solve discrete combinatorial optimization problems. For a given small parameter value Ɛ ≥ 0, able to achieve one- Ɛ Optimal performance. We set Ɛ = 0.001, therefore, a solution regarded as an approximate optimal value can be obtained from the beginning based on the branch and bound method. The ADMM optimization framework adopted in our proposed scheme makes the algorithm converge rapidly when the number of iterations t = 10, and the performance obtained is close to that of the branch and bound method. Therefore, an approximate optimal solution can also be obtained.
[image: Figure 4]FIGURE 4 | Convergence performance.
Figure 5 shows the effect of task size on latency. It can be seen that for the three schemes, the greater the amount of calculation, the greater the average task duration. However, compared with the other two schemes, the proposed scheme has a smaller average task duration under the same task size.
[image: Figure 5]FIGURE 5 | Effect of task size.
On the other hand, it can be seen that when the amount of computation is small, the performance of the proposed scheme and the vertical collaboration only scheme increase significantly. Because the task processing time is less than the long-distance transmission time to the ECS, the task is more likely to be processed by the edge server, which increases the load on the edge. When the amount of computing increases, the computing time becomes the main component of the task duration. In this case, more tasks will be processed by the ECS, thus reducing the load on the edge and the task processing duration. Therefore, the task scheduling strategy adopted in the proposed scheme makes the system bring better performance gains when the number of tasks processed is moderate.
Figure 6 illustrates the growth trend of the average runtime of the proposed scheme as the number of smart sensing terminals increased. It can be seen that with the increase of the number of terminals, the average running time of the random scheduling strategy increases the most, while the running time of our scheme increases slowly. This is because although the increase in the number of terminals may be the increase in the number of tasks, the edge network multi node cluster cooperative processing strategy adopted in our scheme can reduce the processing delay of the system to a certain extent, thus weakening the growth of the average running time.
[image: Figure 6]FIGURE 6 | Trend of increas in number of smart sensing terminals.
Figure 7 shows the effect of the smart sensing terminal computing power on the average task duration. We note that The performance difference between the proposed scheme and the vertical collaboration scheme decreased as the computing power of the smart sensing terminal increased. This is because when the computing power of smart sensing terminals increases, the multi node collaborative task scheduling model under the proposed architecture makes the tasks tend to be handled by the terminals themselves, which reduces the need for scheduling to edge servers and the cloud, thereby maximizing the utilization of edge resources.
[image: Figure 7]FIGURE 7 | Effect of computing power of smart sensing terminals.
The numerical results suggest that the proposed architecture can bring significant gains to the cooperative processing of edge networks when the terminal computing power is small, the transmission time is long, and the number of tasks is moderate. This is because in these cases, upiot aware big data computing services tend to process in the edge computing network, reducing the processing delay of upiot services. At the same time, the low delay edge task collaborative optimization scheduling algorithm proposed by us can better balance the edge load of upiot intelligent sensing network, maximize the utilization of edge resources, improve task execution efficiency, and better improve the quality of service (QoS) in upiot intelligent sensing network.
6 SUMMARY
The existing power resource management research focuses on the resource sharing between the edge or the edge cloud, does not consider the intelligent collaborative computing of multiple nodes in the system, and the two-tier processing architecture is in the majority. A new scheduling strategy and resource allocation scheme for the edge computing problem in multinode cluster collaboration in UPIoTs were proposed in this article. The scheme adopts a scheduling scheme combining edge cloud cooperation and multi node cluster cooperation between edge aware networks to obtain higher edge resource utilization and effectively reduce task processing delay. To minimize the average task time of UPIoT smart sensing networks, a sensing collaborative task scheduling model was proposed to model the task processing latency of the multilayer computing structure in the architecture. Then, a low-latency edge task collaborative scheduling algorithm was proposed for linear reconstruction technology-based problem transformation, and an ADMM-based parallel optimization framework for solving this problem was presented. The simulation results suggest that the proposed optimization strategy performed well in reducing the UPIoT edge computing latency and maximizing the edge resource utilization, thereby effectively ameliorating the QoS in the UPIoT smart sensing network.
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The photovoltaic power station has a good development prospect because it can realize concentrated and efficient utilization of solar energy. Considering the detail model of the photovoltaic power station has a power electronic device with a high-frequency switching characteristic, it is not suitable for electromagnetic transient analysis of a large photovoltaic power plant. To solve this problem, this study proposes a simplified model, average model, which uses a controlled current source to replace the power electronic converter and analyzes application backgrounds, advantages, and disadvantages of two models. Then, the control circuit of the average model is improved to switch the control mode by itself when the high- and low-voltage fault occur in the system to make sure the high- and low-voltage ride-through can be completed successfully. Finally, the correctness and effectiveness of the improved average model are verified by simulation.
Keywords: photovoltaic, power generation, voltage, fault ride-through, modeling
INTRODUCTION
In order to cope with global climate change and ensure the coordination of environmental protection and economic development, various countries around the world are vigorously promoting renewable energy. Among many renewable energy sources, solar energy is undoubtedly the most potential energy form, which is safe, clean, widespread, and abundant. The development of solar energy has great significance to meet the global energy demand and reduce the dependence on traditional energy.
The general idea of photovoltaic power generation system modeling is as follows: first, it needs to model each component module. Then, each component module is connected to form the overall model of the photovoltaic power generation system. The photovoltaic array model includes the V–I characteristic index model and the engineering four-parameter model. The exponential model which is described in the work of De Soto, (2004); and J. A. Gow and Manning (1999) includes time-varying parameters related to light and temperature, but these parameters are difficult to obtain without the direct provision of the manufacturer. Therefore, the multiple parameters and the large amount of computation are the main shortcomings of the exponential model. J. Su et al. (2001) proposed an engineering four-parameter model based on the simplified model (M. Zhang and Chen, 2014).
The commonly used modeling method of the photovoltaic grid-connected inverter is the double closed-loop control method (M. Elkayam and Kuperman, 2019; A. M. Gaikwad and Mittal, 2020; C. Zhou et al., 2019). The voltage outer loop is that it collects the measured direct current (DC) side voltage to compare with the reference voltage, and generates the current inner loop reference value using the proportional-integral (PI) controller; The current inner loop is that it uses the current reference value obtained from the outer loop to compare with the measured current, which is obtained from the d–q axis coordinate (Y. Zhang et al., 2013). Then, the corresponding control signal, which is generated using the PI controller and decoupling triggers the power electronic switching device (IGBT) to turn off, and the inverter process is completed to output alternating current (AC).
The transient fault occurs in the grid. If the grid-connected inverter does not have the voltage ride-through ability, it may suddenly disconnect from the grid and result in further deterioration of the operating status in the grid to cause serious accident. The voltage ride-through ability includes low voltage ride-through (LVRT) and high voltage ride-through (HVRT).
M. Mirhosseini et al. (2015); EI Moursi et al. (2013) analyzed and verified the low voltage ride-through ability under symmetric and asymmetric faults based on the control strategy of positive and negative sequences. The low voltage ride-through control strategy of the photovoltaic power generation system proposed in Sosa et al. (2016); Kawabe and Tanaka et al. (2015) considers the transient recovery time of active power. Y. Zhang et al. (2013); M. Zhang and Chen (2014) improved the control strategy based on the double closed-loop control of active power and reactive power decoupling to meet the requirement of LVRT. It can be seen from the earlier literatures that the current research on low voltage ride-through by scholars has not considered the modeling of the active power recovery stage after fault removal, and further research has found that the low voltage ride-through recovery process of the photovoltaic inverter during the modeling process should not be ignored.
Y. He and Hu (2012); Xie et al. (2012a); Xie et al. (2012b); Mohseni and Islam (2012) have carried out much research on the HVRT control strategy of the doubly fed wind turbine. The proposed control methods such as “virtual impedance” and “rotor current hysteresis” can effectively improve the electromagnetic transient performance of the doubly fed wind turbine excited by the grid voltage swell.
After in-depth research on each module of the photovoltaic power generation system, some scholars set out to establish the overall model of the photovoltaic power generation system. The photovoltaic power generation system model generally includes the detail and simplified models. Nanou and Papathanassiou (2014); Kim et al. (2009); Y. Liu et al. (2015) established the detail model of the photovoltaic power generation system on different simulation software platforms. The detail model can accurately reflect the dynamic response under various working conditions. While the detail model contains switching devices, it will result in higher simulation sample rate requirement, and the simulation operation time takes too long. So it is not suitable for the simulation analysis of the large-scale photovoltaic power plant.
This article simplifies the model of the photovoltaic power generation unit and improves the simplified model by considering the high and low voltage ride-through aiming at the current situation that there are few research studies on the generalized modeling of the grid-connected photovoltaic power generation system. It uses controlled current source to replace the power electronic switching device, which included in the detail model of the photovoltaic power generation unit to build an average model, and the advantages and disadvantages of these models are compared and analyzed. Then, further improvement can be made.
DETAIL MODEL OF THE PHOTOVOLTAIC POWER GENERATION SYSTEM
Maximum Power Point Tracking
The control purpose of MPPT is automatically adjusting the operating point of the photovoltaic array in spite of changing in external links, so that its output power can be maintained as maximum as possible. MPPT algorithms mainly include constant voltage method (CVT), perturb and observe (P&O) method, incremental conductance (INC), fuzzy logic control method, and other algorithms. The P&O method is adopted in this article, and its flow chart is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Flow chart of P&O.
The principle of P&O method is sampling the output power of the PV array at a certain working voltage, and then it increases or decreases a small voltage at the original working voltage. It samples the power after the working voltage changes, and this process can be called disturbance. The size of the power before and after disturbance is compared. If the power obtained after disturbance increases, it will continue to disturb in the original disturbance direction. If the power obtained after disturbance decreases, the direction of disturbance is opposite to the original direction. Such repeated disturbance controls the variation of working voltage for the photovoltaic array, so that its output power oscillates to reach the steady state in a small range. That means the operating point of the photovoltaic array finally stabilizes around the maximum power point. The advantages of this algorithm are simple, achievable, and it can be widely used in the maximum power point control of the photovoltaic power generation system.
PV Inverter Model
The grid-connected inverter is the core device of the photovoltaic grid-connected power generation system, which is responsible for converting the DC outputs from the photovoltaic array into AC. Considering the inverter has different loads, it can be divided into an active inverter and a passive inverter. The photovoltaic grid-connected inverter is an active inverter.
According to the characteristic of the DC side power supply, it can be divided into Voltage Source Inverter (VSI) and Current Source Inverter (CSI). The former is often used in grid-connected power generation mode, and the latter is often used in independent power generation mode.
When the pulsating waveform of the power is embodied by DC voltage, it can be called the current source inverter. The topology is shown in Figure 2A. The ideal operation mode of the inverter is maintaining the electrical power constant and no pulsation during the process of converting DC to AC, but there is power pulsation in the actual circuit.
[image: Figure 2]FIGURE 2 | CSI and VSI inverter topology. (A) CSI inverter topology. (B) VSI inverter topology.
Under the influence of the series inductance, the front-end circuit of the inverter will present the characteristic of current source with high impedance. CSI mainly has the following characteristics:
1) When the inverter is in a huge fault state, the rising rate of the fault current can be limited by the large inductance of the CSI DC side
2) The loss of the inductance on the CSI DC side is higher than the capacitance of the VSI DC side
When the power pulsation waveform of the inverter is represented by the DC, it is called the voltage source inverter, and its topology is shown in Figure 2B. VSI connects the large capacitor in parallel in the loop, and the energy storage function of the capacitor can absorb reactive power and smooth the rectified voltage waveform. So the DC side input of the inverter can be regarded as voltage source.
Under the influence of the parallel capacitor, the front-end circuit output of the inverter has the characteristic of voltage source with low impedance. The inverter mainly has the following characteristics:
1) The loss of the capacitor generated by the VSI DC side is smaller than the inductive loss of the CSI DC side
2) The purpose of paralleling the large capacitor on the DC side of the VSI is to provide overvoltage protection to the switching device
In the process of establishing the mathematical model of the photovoltaic inverter, the high-frequency harmonic related to the switching frequency is ignored, and the mathematical model of the inverter is obtained based on the analysis of the converter fundamental wave. The model not only clearly expresses the working mechanism of the converter and the relationship between various physical quantities but also is suitable for control system analysis and the controller design. According to the topological structure diagram of the VSI grid-connected inverter in Figure 2, this article establishes the mathematical models of the three-phase inverter under grid-connected mode in the three-phase static coordinate system, the two-phase static coordinate system, and the d–q axis coordinate system, respectively. To establish the mathematical model of the inverter, some assumptions are as follows:
1) All inductors and capacitors are ideal
2) The grid electromotive force ea, eb, and ec are three-phase pure sine wave electromotive force
3) The switch tubes are all ideal, ignoring the switch dead time
4) The resistance R in the figure is the sum of the parasitic resistance of the inductor and the equivalent resistance of the fully controlled switching device
The state equation of the three-phase photovoltaic inverter in the three-phase abc stationary coordinate system can be obtained by
[image: image]
The simplified state equation of the three-phase photovoltaic inverter in the two-phase α-β stationary coordinate system can be obtained by
[image: image]
According to the instantaneous power theory, the power injected by the inverter into the grid can be calculated as
[image: image]
The photovoltaic cell technology guarantees the energy input of the photovoltaic grid-connected power generation system, and the grid-connected output of the system energy will be realized through the grid-connected current control strategy. The grid-connected inverter control strategy is the key technology to realize the high-performance grid-connected power generation system, which determines the energy balance and output power quality of the system. The inverter control adopts the control strategy based on the voltage orientation on the grid side, which converts each control variable to the d–q axis coordinate system to realize the decoupling control of the active power and reactive power of the inverter. At this time, eq = 0. The specific control method is using double closed-loop control scheme, which includes voltage outer loop and current inner loop.
The purpose of the voltage outer loop is to maintain the DC voltage stable, so that the electric energy generated by the photovoltaic array can stably complete the inverter process to deliver to the grid. By collecting the voltage of the DC side in real time and comparing with the reference voltage of the MPPT, the active current reference value Iderf is generated using the PI controller. The reactive current reference value Iqref is set to zero in the steady state, and the corresponding reactive current reference value is given according to the control strategy of the specific inverter during the low voltage ride-through period. The current inner loop adopts the control method of d–q axis feedforward decoupling, and realizes the decoupling control using the prepositioned PI controller. The relevant control equations are shown as follows:
[image: image]
[image: image]
In this formula, Pref and Qref are the reference power set in the system, and the photovoltaic power station is connected to the grid with the power factor one, Idref and Iqref are the active reference current and the reactive reference current, respectively, Vpv is the actual voltage effective value at the output terminal of the inverter, kp and ki are the proportional and integral gain of the PI controller, respectively.
It can be seen from the previously mentioned formulas that the active power output and reactive power output of the inverter can be controlled by adjusting id and iq.
The schematic diagram of the inverter grid-connected control system based on d–q decoupling is shown in Figure 3 and it adopts double-loop control. The inner loop is current control, and the outer loop is active power control and reactive power control.
[image: Figure 3]FIGURE 3 | Schematic diagram of the inverter grid-connected control system based on d–q decoupling.
Detail Model of the Current Source Inverter
The current-regulated current source inverter (CR-CSI) model is a detail model of the 1 MW photovoltaic power generation system based on current source inverter. The structure diagram and inverter control strategy are shown in Figure 4 and Figure 5.
[image: Figure 4]FIGURE 4 | CR-CSI model based on the current source inverter.
[image: Figure 5]FIGURE 5 | CR-CSI inverter control strategy.
As can be seen from Figure 5, the current value is compared with the PWM triangular carrier to the output current signal, which drives the IGBT to control its shutdown. In other words, the inverter output power is directly controlled by the current.
The active reference current (Idref) and reactive reference current (Iqref) expressions are
[image: image]
In the aforementioned formulas, Pref and Qref are the reference power set in the system, and the photovoltaic power station is connected to the grid with the power factor one. Ppv and Qpv are the actual power at the output of the inverter; Vpv is the actual voltage effective value at the output terminal of the inverter; kp and ki are the proportional and integral gain of the PI controller respectively; Idref and Iqref are the active reference current and the reactive reference current, respectively. In addition, Idmax, Idmin and Iqmax, Iqmin are the upper and lower limit of active current and reactive current, respectively; Ipva, Ipvb, and Ipvc are the actual abc three-phase current, which are outputted by the inverter; and θ is the phase angle, which phase-locked loop (PLL) tracks the grid voltage in the real time for the conversion of abc three-phase and d–q two-phase (all the values with _pu in the figures and formulas are normalized values, which will not be repeated later). Supposing Pref = 1 and Qref = 0.
Idmax, Idmin and Iqmax, Iqmin can be given by modeling parameter alone. It can only give the maximum current limit value Imax of the inverter:
[image: image]
Detail Model of the Voltage Source Inverter
The current-regulated voltage source inverter (CR-VSI) model is a detail model of the 1 MW photovoltaic power generation system based on the voltage source inverter. Its structural block diagram is the same as the CR-CSI model, but the signal that triggers the inverter IGBT is different, that means the inverter control strategy is different.
Normally, the output power of the photovoltaic grid-connected power generation system inverter is directly controlled by the current, and the voltage cannot directly control the power output of the inverter. The CR-VSI model uses the voltage to control current indirectly, so as to achieve the purpose which controls power output in the system.
The difference between the CR-CSI model and the CR-VSI model is shown in Figure 6. The CR-CSI model uses the difference between the reference current Is-reference and the actual measured current Is-measured to generate current signal, which can trigger the IGBT to shut down; the CR-VSI model uses the voltage feedback and the reference current Is-reference to generate voltage signal to trigger the IGBT to shut down. All in all, CR-CSI uses the reference current to generate the current signal to trigger IGBTs directly; while the CR-VSI uses the reference current to generate the voltage signal to trigger IGBTs indirectly.
[image: Figure 6]FIGURE 6 | Comparison of CR-CSI and CR-VSI control structure. (A)CR-CSI control structure. (B) CR-VSI control structure.
Both the CR-CSI model and the CR-VSI model all take Vs as the input of the phase-locked loop in the inverter control link, that means it coincides with the d-axis. The decomposition of the two model system parameters in the d–q axis coordinate system is shown in Figure 7.
[image: Figure 7]FIGURE 7 | Parameter vector diagram of the CR-CSI and CR-VSI models. (A) CR-CSI model parameter vector diagram. (B)CR-VSI model parameter vector diagram
The equation which the CR-VSI model controls the output voltage E is
[image: image]
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The voltage d–q axis separation equation is
[image: image]
Taking Vpv as the input of the phase-locked loop (PLL), that means it coincides with the d-axis. Vpvd = Vpv, Vpvq = 0. So, the voltage equation is transformed into
[image: image]
Combining Eqs 8–11, the CR-VSI inverter control strategy is shown in Figure 8.
[image: Figure 8]FIGURE 8 | Control strategy of the CR-VSI inverter.
The aforementioned content introduces two detail models of the photovoltaic power generation system, and the CR-CSI model is common. Compared with the CR-VSI model, the CR-CSI model directly adopts current control, which can quickly provide sufficient active power and reactive power for the photovoltaic grid-connected power conversion system. The current inner loop control is realized in the d–q coordinate system. The output current of the AC side for the grid-connected inverter is converted into the DC quantities id and iq in the synchronous-rotating coordinate system through coordinate transformation, which compare with the current reference value idref and iqref delivered by the outer loop. The PI controller is used to realize the control of id and iq without static error. After the output signal of the current inner loop regulator is inversely transformed by d–q/abc, the corresponding switch drive signal of the grid-connected inverter can be obtained through sinusoidal pulse width modulation (SPWM) to realize the control of the inverter bridge.
The outer loop control is realized on the basis of the inner loop control, and the output signal of the outer loop PI controller is transmitted to the current inner loop as the current reference value idref and iqref. The control of active power is realized by controlling the d-axis current of the inverter to maintain the balance between the output power of the photovoltaic array and the output power of the inverter. The control of reactive power is realized by controlling the q-axis current of the inverter.
THE IMPROVED PV AVERAGE MODEL CONSIDERING HIGH- AND LOW-VOLTAGE FAULT RIDE-THROUGH
The Establishment of the Photovoltaic Power Generation System Average Model
It is necessary to clarify the purpose of simulation research when simplifying the photovoltaic power generation system model, and then the corresponding model can be established. The detail models which are described earlier all have high-frequency devices, and it makes the simulation run time too long. It is not suitable for the simulation analysis of large-scale photovoltaic power plant which connects to the power system.
This section will further simplify the simulation model based on the detail model of the CR-CSI model. The three-phase controlled current source is used to replace power electronic device, which has high-frequency characteristic, and then simplified model–CSI average model is established. This model removes the IGBT switching device model and the capacitor which provides DC support in the CR-CSI model, and retains the inverter control circuit. The circuit structure and control circuit are shown in Figure 9.
[image: Figure 9]FIGURE 9 | Average model.
From Figure 9, it is obvious that the average model and the CR-CSI model both directly control the output of the power converter by the current. While the difference is that the PWM generation module is ignored, Idref and Iqref are directly transformed by the dq–abc coordinate to control the average model. When the number of photovoltaic power generation units in the photovoltaic power station is large, the simulation time of the detail model will be too long. In this case, the average model can be selected to replace the detail model of the photovoltaic power station.
Modeling Considering Low-Voltage Ride-Through Control
When the point voltage of common coupling (PCC) of the photovoltaic power station drops to zero, the power station should ensure that it will not run off the grid for 0.15 s; while the PCC voltage drops to 0.2 p.u, the power station should ensure that it will not run off the grid for 0.625 s. The inverter should be able to detect the fault in time after low voltage fault occurs in the power grid, and switch the control mode from the steady state operation mode to the low voltage fault transient control mode.
When the grid falls, the inverter current will increase sharply. The power switch tube may be destroyed due to excessive current, resulting in low voltage ride-through failure. However, the traditional LVRT ability focuses on power and current quality, and there is less research on the overcurrent problem. Therefore, whether the low voltage fault transient control mode can realize the LVRT ability, the key technology is the control of the output current during the low voltage ride-through period, that means it limits the output of the active reference current and injects additional reactive current to provide enough reactive power to the system so that the terminal voltage can restore.
1) Limiting active reference current
There are two main aspects to limit the active reference current:
1) When low voltage fault occurs, the reactive power is mainly considered as the priority. So the current limit of Idmax, Idmin, and Iqmax, Iqmin is no longer applicable, and the conversion is as follows:
[image: image]
2) On the basis of 1), the active reference current is further reduced to obtain a new active reference current Idref_l according to the piecewise linear relationship in Figure 10. The linear shrinking relationship depends on the measured terminal voltage of the PCC, and the Idref_1 is reduced at different depths considering the voltage drop degree is different.
[image: Figure 10]FIGURE 10 | Limitation of active reference current Idref under low voltage.
In the case of low voltage, the new active reference current Idref_l is
[image: image]

2) Injecting reactive current
The additional reactive current Iq_l_inject is injected on the basis of outputting reactive reference current in the steady state operation mode, and the new reactive reference current Iq_ref_d is obtained.
Injecting additional reactive current Iq_d_inject:
[image: image]
In this formula, Vref is the reference voltage, which is taken as 1 p.u.; CLV is constant (the value ranges from zero to 10, and the empirical value is two).
In the case of low voltage, the new reactive reference current Iqref _l is
[image: image]
Modeling Considering High-Voltage Ride-Through Control
At present, the HVRT technology is in primary stage, and relevant standards have not been clearly defined (Wei et al., 2021; Xiao et al., 2021). According to previous researches, it finds that it is similar to the LVRT ability. When the grid-side voltage increases, the control mode is switched from the steady state operation mode to the high voltage fault transient control mode, and the output power of the photovoltaic inverter is controlled to recover voltage. The essence is also controlling the output current during high and low voltage ride-through period, and that means it limits the active current and injects additional reactive current. However, the difference from LVRT ability is the injection of reactive current. The control goal of reactive power is no longer making the inverter output enough reactive power, but making the inverter absorb reactive power from the grid. Therefore, the additional reactive current which is injected at this time is inductive reactive current, as shown in Figure 11.
[image: Figure 11]FIGURE 11 | Inductive current injected under high voltage.
In the figure, Qcmd0 and Qcmd are the reactive power output in steady state operation mode and high voltage fault transient control mode, respectively; ΔQcmd is introduced inductive reactive power.
Injecting inductive reactive current Iq_h_inject:
[image: image]
In this formula, Volim is the threshold voltage, which is 1.1 p.u.; Chv is constant, and the specific value is determined by the local photovoltaic power generation system. If the voltage change in the local network exceeds the normal value, Chv will be adjusted accordingly. This article takes 0.7.
Then in the case of high voltage, the new reactive reference current Iqref_h is
[image: image]
In summary, the transient control during high and low voltage fault includes three aspects which are as follows:
1) Active power control during high- and low-voltage fault: considering reactive power is given priority to support voltage recovery during high and low voltage fault, the active power reference current depends on the voltage drop degree and the reactive reference current.
2) Reactive power control during low-voltage fault: according to the voltage drop degree, the corresponding capacitive reactive current is injected to improve the reactive power output of the inverter. Therefore, the low voltage ride-through can be realized.
3) Reactive power control during high-voltage fault: according to the degree of voltage swell, it injects corresponding inductive reactive current to make the inverter absorb the reactive power from the grid. Therefore, the high-voltage ride-through can be realized.
On the basis of the conventional PI controller, the control module which includes LVRT ability and HVRT ability is added, and it can be selectively put into operation according to the actual operating condition of the photovoltaic power generation system. Therefore, the established photovoltaic power generation system simulation model has more extensive applicability.
CASE STUDY
Comparison of the Detail and Average Model
The average model removes the IGBT switching device model and the capacitor, which provides DC support in the detail model. Compared with the detail model, average model changes a lot. Therefore, whether the average model can accurately reflect the output characteristic of the photovoltaic grid-connected power generation system needs to be verified by simulation comparison.
The establishment of photovoltaic power generation grid-connected system model with capacity of 1 MW on the PSCAD/EMTDC software platform is taken as an example. The simulation time of both models are all 10 s, and the simulation step size is 10 μs The switching frequency of the detail model is 1,950 Hz, and the reactive power reference value in the system is 0 Mvar. When the system reaches in the steady state, it sets two situations 1) increasing the active power reference value from 1 p.u. to 1.2 p.u.; and 2) when the simulation time is 2.5 s, the voltage on the grid side will drop, and the magnitude of the drop is 28%. The duration is 3 s. According to the aforementioned content, the simulation results of the two models are compared.
From the simulation results in Figures 12–14. In terms of simulation time, the simulation running time of the detail model is 180 s, while the simulation running time of the average model is 53 s. So the average model can solve the problem that the detail model needs too long simulation time. It improves the simulation speed greatly. Even though the error of reactive power relative to active power is slightly larger in the model simulation proposed in this article, it can accurately reflect the output characteristic of the photovoltaic power plant, and retain good dynamic performance of the system. Two models have their own characteristics, and the biggest difference of them is whether they have high-frequency switching device. The detail model has high-frequency switching device, and the output of the voltage and current include the fundamental wave and harmonic, while the average model does not have high-frequency switching device, and the output only includes the fundamental wave. The effect of filter cannot be reflected. The comparison of the two models is shown in Table 1.
[image: Figure 12]FIGURE 12 | Power output of grid-connected point when active power increases. (A) Active power. (B) Reactive power.
[image: Figure 13]FIGURE 13 | Power output of grid-connection point under voltage drop.
[image: Figure 14]FIGURE 14 | Voltage effective value of grid-connected point under voltage drop.
TABLE 1 | Comparison of advantages and disadvantages between the detail and average models.
[image: Table 1]In summary, in view of the advantages and disadvantages of two models, different models should be selected according to the actual research purpose. The detail model is suitable for research occasion where the photovoltaic power plant has strict requirement on power quality, while the average model is more suitable for the simulation analysis of large-scale photovoltaic power plant, which is connected to the power system without special requirement for harmonic analysis.
Performance Verification Under Low-Voltage Fault
On the basis of the original PI controller of the average model, it adds a control module with LVRT ability and HVRT ability. Then, the improved control strategy is simulated and verified.
1) Low-voltage fault: it sets the reactive reference power in the system to 0 Mvar, that means the inverter works in the unit power factor state. When the system reaches in the steady state, it sets three-phase fault in the PCC point at 2 s, and clears the fault after 0.5 s.
From the simulation results in Figures 12–14, when the symmetrical three-phase short-circuit fault occurs at the PCC point, the improved average model is judged by voltage, and the circuit control mode is switched from the steady state operation model to the low voltage fault transient control mode to reduce the active power, which the photovoltaic power converter transmits to the grid. However, the reactive power will increase greatly, which supports the grid voltage effectively. In addition, the terminal voltage of the PCC point is more stable during the drop, which is conducive to the further implementation of the control strategy. When switching to the low voltage fault transient control mode, the terminal voltage of the PCC point drops to 0.6 p.u. When continuing the steady state operation mode, the terminal voltage of the PCC point drops to 0.6 p.u. This conclusion verifies that the improved control strategy has low voltage ride-through ability of the photovoltaic power generation system.
From the simulation results in Figures 15–17, when the symmetrical three-phase short-circuit fault occurs in PCC, the improved average model passes the voltage logic judgment and introduces the low voltage ride-through technology. The reactive power injected into the power grid by photovoltaic power generation will be greatly increased, and the injection of active power will be significantly reduced. The control strategy which gives priority to reactive power and limits active power can be effectively realized. According to the simulation results, the voltage at PCC terminal drops to 0.6 p.u. without considering the simulation model of low voltage ride-through ability. When the simulation model considers the low voltage ride-through ability, the PCC terminal voltage only drops to 0.69 p.u., and it can effectively support the power grid voltage.
[image: Figure 15]FIGURE 15 | Active power output of PCC under low voltage fault. (A) Output result without high/low voltage control. (B) Output result of high/low voltage control are adopted.
[image: Figure 16]FIGURE 16 | Reactive power output of PCC under low voltage fault. (A) Output result without high/low voltage control. (B) Output result of high/low voltage control is adopted.
[image: Figure 17]FIGURE 17 | Terminal voltage output of PCC under low voltage fault. (A) Output result without high/low voltage control. (B) Output result of high/low voltage control are adopted
Performance Verification During High-Voltage Fault
The reactive reference power in the system is set to 0 Mvar, and that means the inverter works in the state of unit power factor. When the system reaches in the steady state, the voltage at the PCC point rises sharply at 2 s, and the fault is removed after 0.5 s.
When the symmetrical three-phase short-circuit fault occurs at the PCC point, the improved average model passes the voltage logic judgment, and the circuit control mode is switched from the steady state operation mode to the low voltage fault transient control mode, from the simulation results in Figures 18–20. When the terminal voltage of the PCC point swells, the improved average model passes the voltage logic judgment, and the circuit control mode is switched from the steady state operation mode to the high voltage fault transient control mode to reduce the active power, which the photovoltaic power converter transmits to the grid. It absorbs the reactive power from the distribution network and plays a supporting role on the grid voltage. In addition, when switching to the high voltage fault transient control mode, the terminal voltage of the PCC point suddenly rises to 1.114 p.u. If the steady state operation mode is continued, the terminal voltage of the PCC point drops to 1.15 p.u. This conclusion verifies that the improved control strategy has the high voltage ride-through ability of the photovoltaic power generation system.
[image: Figure 18]FIGURE 18 | Active power output of PCC point under high voltage fault. (A) Output result without high/low voltage control. (B) Output result of high/low voltage control are adopted
[image: Figure 19]FIGURE 19 | Reactive power output of PCC point under high voltage fault. (A) Output result without high/low voltage control. (B) Output result of high/low voltage control is adopted.
[image: Figure 20]FIGURE 20 | Terminal voltage output of PCC point under high voltage fault. (A) Output result without high/low voltage control. (B) Output result of high/low voltage control is adopted.
In summary, the improved average model not only shortens the simulation time greatly but also has the ability of high and low voltage ride-through, which improves the damage caused by system fault and strengthens the reliability and safety of the photovoltaic power generation system.
CONCLUSION
In this article, the detail models of current source inverter and voltage source inverter are established on the PACAD/ETMC software platform. Considering the detail model has power electronic device with high-frequency switching characteristic, which is not suitable for electromagnetic transient analysis of large photovoltaic power plant. To solve this problem, this study proposes a simplified model, the average model, which uses controlled current source to replace the power electronic converter device, and analyzes their respective application backgrounds, advantages, and disadvantages. Then, the control circuit of the average model is improved to switch the control mode by itself when the high- and low-voltage fault occurs in the system. Therefore, it can complete the high- and low-voltage ride-through successfully. Finally, the correctness and effectiveness of the proposed improved average model are verified by simulation.
However, with the development of photovoltaic power plant, if detail models are established for all photovoltaic power generation units in the power station to analyze grid-connected characteristic, the simulation time will be too long. The relevant research will be carried out in subsequent studies (Zhao and Liu, 2005).
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Transformer is one of the important equipment in the power grid, which helps to integrate renewable energy into the transmission and distribution network efficiently. The safe and stable operation of transformer is of great importance for the reliable transmission of electricity generated from renewable energy and for the reliable use of electricity by the end users. Therefore, it is important to assess the condition to avoid the faults of the transformer. In this paper, a variable weight synthesizing assessment model is presented that combines the G1 method, the entropy weight method, and a variable-weight method proposed in this paper to assess the condition of transformer based on the offset of the transformer equivalent circuit parameters. First, we propose deterioration indexes oriented to the maintenance management needs, which can well reflect the degree of deterioration of each transformer component. Second, the various defects of the transformer are used as the assessment indexes, and the initial weight is given to the assessment indexes according to the damage degree of the defect. The initial weight is calculated comprehensively by the G1 method and the entropy weight method. Then, each index is scored according to the offset of the equivalent circuit parameters, and the weights are adjusted appropriately according to the scores of the indicators using a variable weighting method to emphasize the severity of the defect or the “sub-health” condition of the transformer. Finally, the respective scores and combined weights of the assessment indexes are weighted to obtain a comprehensive score. The simulation shows that the model is more sensitive to abnormal and “subhealth” conditions of the transformer, which verifies the feasibility of the variable weight synthesizing model to assess the condtion of the transformer.
Keywords: transformer condition assessment, variable weight synthesizing model, deterioration indexes, G1 method, entropy weight method
1 INTRODUCTION
For the power grid, renewable energy sources such as wind and solar are used on a large scale. They play an important role in reducing carbon emissions and reducing operating costs (Fu et al., 2020). A secure and stable power grid can reliably transmit electricity generated by renewable energy sources to end users. Whether it is a large main transformer or a small and medium-sized low-voltage distribution transformer of 35 kV and below, it has a wide distribution range and a large number, and occupies an important position in the power grid. Once a power transformer fails, it will have a hugeimpact on the power system, bring a great negative impact on industrial production and residential electricity consumption, and seriously endanger the safety of life and property (Kari et al., 2018). Therefore, only by accurately evaluating the status of transformers can we reliably develop low-carbon, digital, and intelligent renewable energy and achieve the goals of “carbon peak” and “carbon neutrality” (Long et al., 2022).
Due to the environment, service life and continuous use of the transformer, the health status of the transformer will naturally deteriorate day by day, sowing the seeds for the occurrence of faults. If the condition of the transformer can be accurately assessd, technicians will be able to detect defects in the transformer and take timely maintenance measures to ensure long-term healthy operation. Therefore, it is important to assess the condition of the transformer. However, from DL/T 1685-2017 Guide for condition assessment of oil-immersed power transformers (reactors) (NEA, 2017), it is known that there are many assessment condition quantities of transformers, and the changes of many condition quantities need to be considered in combination with various factors. In addition, there are ambiguous and uncertain relationships between different condition quantities. Therefore, the condition assessment is very difficult and the data is difficult to process.
In recent years, researchers have used intelligent techniques such as fuzzy theory (Rexhepi and Nakov, 2018), clustering (Eke et al., 2019), and neural networks (Islam et al., 2017) to fully combine and utilize the condition quantities of transformers, which can eventually assess the current health of transformers more accurately and thus avoid large-scale power accidents due to sudden failures. Many researchers have combined these intelligent techniques and their improved methods with the dissolved gas approach (DGA) for assessing the health of oil-immersed transformers. (Lin et al., 2017) pointed out that the traditional transformer condition assessment standards were single, and different types of condition information in power transformers gave different assessment results, which made it difficult for equipment managers to make decisions. To address these shortcomings, an artificial neural network model for transformer condition assessment based on Yager synthesis theory was proposed. (Yan et al., 2019) combined BP neural network with improved Adaboost algorithm, then combined PNN to form a series of diagnostic models for transformer faults. By connecting BP-Adaboost in series with PNN, it not only improves the defect of BP-Adaboost algorithm which does not diagnose samples, but also improves the defect of PNN model which has low diagnostic accuracy. (Arias Velásquez and Mejía Lara, 2020) proposed a new method with the lowest computational cost, using genetic algorithm to optimize ANN classifier, which was used to classify faults with genetic algorithm-based optimizer instead of the traditional RL action selection process. However, the DGA method is often limited to fault classification of transformer fault states. In fact, transformers are often in between normal and fault conditions (Tian et al., 2019). Therefore, the condition of the transformer cannot be accurately assessed by DGA alone.Many researchers also integrate multiple condition quantities in addition to dissolved gas data to assess the overall state of the transformer. Most of the currently used methods are data mining and intelligent algorithms such as combination of subjective and objective weights (Zhao et al., 2013), cloud models (Li et al., 2016; Du and Sun, 2020), fuzzy theory (Luo et al., 2007; Li et al., 2015), object element theory (Tan et al., 2020), set-pair analysis (Liao et al., 2010), association rules (Li et al., 2013) and their improvement algorithms. (Khalyasmaa et al., 2019) used random forest to solve the problem of actual technical status of operating power transformers. The initial dataset consisted of transformer oil analysis results, load conditions, infrared snapshots and integrated features of the technical state of the bushing, arrester and cooling system with a high accuracy of state identification. (Miao et al., 2014) developed a transformer state hierarchical assessment model incorporating a gray clustering approach and improved D-S evidence theory to evaluate the overall state of the transformer. The results showed that this artificial neural network model using Yager synthesis theory had better results than the traditional model. (Zhou and Hu, 2020) used DGA data, oil testing data, and electrical testing data as indicators to integrate condition information using a multi-factor condition assessment method based on fuzzy sets and factor spaces. In addition, an improved hierarchical analysis method is proposed to estimate the relative importance of attributes.
However, researchers mostly use artificial intelligence techniques to assess the condition of transformers, and the accuracy of condition assessment depends on the acquisition accuracy of data acquisition equipment to obtain characteristic quantities. The difference between the fault data and the data during normal operation is very small, and it is impossible for artificial intelligence technologies to make a completely accurate prediction. Second, researchers have also mostly assessed the condition of transformers using data such as dissolved gas ratios as indexes, i.e., diagnosing and assessing transformers based on their phenomena. Although the occurrence of abnormal phenomena is related to transformer defects to a certain extent, it cannot be directly inferred that the transformer is not working properly, and the specific fault location or type of fault cannot be accurately inferred. Moreover, these methods of assessment based on phenomena are not necessarily applicable to all transformers, such as oil chromatography for oil-immersed transformers but not for dry-type transformers.
Many researchers found that transformer equivalent circuit parameters were closely related to transformer faults such as turn-to-turn short circuit, winding deformation, and core multipoint grounding. In addition, some standards (NDRC, 2008; NEA, 2010; AQSIQ, 2015a; AQSIQ, 2015b; NEA, 2021) also confirm this. The variation of leakage resistance correlates with the severity of winding deformation, the variation of short-circuit resistance correlates with the severity of turn-to-turn short circuit and poor contact, and the variation of excitation resistance correlates with the severity of multi-point grounding of the core or short circuit between the pieces. Therefore, using the leakage resistance, short-circuit resistance and excitation resistance as assessment indexes, the condition of the winding, core and tap changer of the transformer can be assessed, providing a reference for a comprehensive assessment of the transformer’s condition. Accurate identification of these parameters can accurately detect faulty components and helps to assess the condition of the transformer. Pan et al. (2017) proposed a method for online detection of short-circuit impedance of a three-phase transformer that allows online monitoring of transformer winding deformation independent of transformer three-phase load factor, three-phase load power factor, and three-phase load unbalance conditions. Ouyang et al. (2018) used online monitoring of the obtained transformer port information, combined with PSO to identify all parameters of the transformer T-equivalent circuit to improve the identification accuracy, and by comparing the changes of the equivalent parameters in real time, it can effectively determine whether there is an internal fault in the transformer. Wu et al. (2018) proposed an online identification method based upon the sudden short-circuit test to achieve the accurate calculation of short-circuit impedance and improve the testing capability and testing efficiency. Ecaterina and Ion (2019) proposed a transformer equivalent circuit parameter identification method for different equivalent circuits of double-winding transformers. Jiao et al. (2014) used least-squares method and time-domain fast algorithm to identify the excitation inductance of transformer T-equivalent circuit, and it is not affected by excitation inrush, system operation mode changes and system harmonics and can be used for testing. The transformer equivalent circuit parameter identification method performs fault diagnosis from the essence of the transformer rather than from the phenomena presented by the transformer like the DGA mentioned earlier to diagnose whether a fault will occur, so the method can reflect the severity of the transformer fault more accurately and has a wider range of application.
The only way to directly reflect whether a transformer is defective is to start with its function, i.e., to analyze whether the transformer is accurately completing its job of transforming voltage. And by starting from the function, we can determine the specific part of the transformer where the defect occurs, which is also more widely applicable. As mentioned above, transformer equivalent circuit parameters are closely related to transformer faults such as turn-to-turn short circuit, winding deformation, core multi-point grounding, etc. Accurate identification of these parameters can accurately identify faulty components and give maintenance recommendations. In this paper, leakage reactance, short-circuit resistance and excitation resistance are used as assessment indexes, which can assess the condition of the winding, core and tap changer, so as to comprehensively assess the condition of the transformer.
The main contributions of this paper are as follows:
• Most of the current researches assess the condition of transformers according to the parameters reflecting whether the phenomenon is abnormal or not. In contrast to these studies, we assess the condition of transformers based on its function, i.e., according to the deviation between the equivalent circuit parameters and the nominal value to assess the severity of each defect, and then assess the condition of transformers.
• The concept of deterioration indexes for maintenance management needs is presented. The deterioration indexes are used to reflect the deterioration level of windings, cores and tap changers and to assess the condition of transformer components.
• A variable weight synthesizing model is proposed. Different from the current research, the focus of this paper is on the innovation of the variable weight method. For the characteristics of transformers, this paper proposes a variable weight method and combines it with the G1 method and the entropy weight method to comprehensively assess the condition of transformers.
The rest of the paper is structured as follows: Section 2 presents the deterioration indexes of the transformer and describes the condition assessment for distribution operation and management. Section 3 presents the variable weight synthesizing model. Section 4 verifies the feasibility of the variable weight synthesizing model for different health conditions of transformers. Finally, conclusions are drawn in Section 5.
2 TRANSFORMER DETERIORATION INDEXES AND CONDITION ASSESSMENT
2.1 Deterioration Indexes for Maintenance Management Needs
Maintenance management is more focused on transformer components and requires diagnostic methods that point to the areas where problems occur. Therefore, the method designed in this subsection will ultimately give indexes of the degree of deterioration that can be reflected to the defective components to provide guidance for maintenance.
To reflect the degree of deterioration of each part of the transformer more precisely, the characteristic quantities of each part of the transformer need to be profiled. In general, the specific data of each part of the transformer cannot be obtained directly, and the corresponding parameters should be measured by transformer-related experiments to indirectly reflect the deterioration status of each part of the equipment. The physical quantities that can reflect the degree of deterioration of each part of the transformer are called deterioration indexes.
The transformer degradation indicator is defined as a vector:
[image: image]
where x1 indicates the degradation of the winding, x2 indicates the degradation of the core and x3 indicates the degradation of the tap changer.
The deterioration indexes of winding include winding deformation degree, winding insulation deterioration degree, winding resistance, winding insulation resistance to ground, winding capacitance and dielectric loss factor, short-circuit impedance and load loss, etc.
The deterioration indexes of core include no-load current and loss, no-load excitation characteristics, etc.
The deterioration indexes of the tap changer include tap changer contact pressure, contact resistance, rotational torque, etc.
The thresholds of each component of the deterioration indexes X are given: xi = 0 means intact, xi = 1 means very serious deterioration (i = 1, 2, 3). Taking winding deformation as an example, if the relative change in leakage resistance is greater than 2%, it can be determined that a winding deformation fault has occurred. Therefore, the winding degradation index of the transformer factory case can be defined as 0, and the winding degradation index of the relative change of leakage resistance reaching 2% is 1.
The deterioration indicators can reflect the severity of the deterioration of the transformer components more accurately and specifically, which in turn provides a basis for the diagnosis of transformer faults. According to the previous analysis, the transformer equivalent circuit parameters are associated with the fault and with some of the deterioration indexes, so the transformer equivalent circuit parameters can be used to analyze the degree of deterioration of the transformer components and the occurrence of the fault or not.
2.2 Condition Assessment for Distribution Operation Management
Distribution operation management is more concerned with the operation of transformers and requires assessment methods that point to the overall health of the transformers. Therefore, the method designed in this subsection will eventually give condition assessment indicators that can be reflected to transformers to provide guiding distribution operation management advice.
The change in the equivalent circuit parameters of a transformer can reflect whether a fault is imminent or not. Within the change threshold, the transformer is not faulty, but there is a high probability that a certain defect exists, and the deterioration of the defect will most likely lead to a fault. Therefore, assessing the severity of defects can prevent transformer faults.
There are several conditions of transformer as follows:
1) Transformer components are free of defects or the severity of defects is very low, when the transformer is very healthy.
2) “Sub-health” condition. Most of the components of the transformer are basically free of defects, and a few components have very serious defects, or multiple components are defective to some extent. Currently, the health status of the transformer is not optimistic, and it is in a “sub-health” condition.
3) At least one element of the transformer is on the verge of fault, at which point the transformer is about to fail and is in poor health.
3 VARIABLE WEIGHT SYNTHESIZING ASSESSMENT MODEL
3.1 Assessment Process
Using the variable weight synthesizing assessment model, the transformer equivalent circuit parameters are compared to nominal values to assess the condition of the transformer and the degree of deterioration of each transformer component. The transformer condition assessment indexes are shown in Figure 1.
[image: Figure 1]FIGURE 1 | Transformer condition assessment index system.
The process of condition assessment developed with the characteristics of the transformer is shown in Figure 2, and the specific process consists of the following steps.
1) Leakage resistance, short-circuit resistance and excitation resistance are used as assessment indexes to score the four defects of winding deformation, winding turn-to-turn short circuit, core chip-to-chip short circuit and poor tap changer contact according to the parameter offset of the transformer equivalent circuit. The score for each defect in the transformer of ex-factory is 100 points, and 60 points when the industry standard fault threshold is reached. The deterioration indexes are assessed comprehensively according to the part corresponding to the defect, with 0 being no deterioration and 1 being serious deterioration. For example, for windings, both winding deformation and winding turn-to-turn short circuit correspond to winding elements, and the deterioration indexes are obtained by imputing the lowest value of the scores of these two.
2) The G1 method and the entropy weight method are combined to assign weights to each defect index according to the degree of harm of the defect. For example, winding turn-to-turn short-circuit defects are more hazardous compared to core defects, so a greater weight needs to be assigned to the winding turn-to-turn short-circuit assessment index.
3) According to the scoring of each defect, a variable weight method is proposed to adjust the weight distribution of each index by the scoring situation to emphasize the severity of defects. The greater the weight, the more serious the defects. In addition, if the transformer is in a “sub-health” condition, the changed weights can reflect this condition. Finally, the weighting is calculated to obtain the overall rating of the transformer.
[image: Figure 2]FIGURE 2 | Flowchart of transformer condition assessment.
It should be noted that if the short-circuit resistance has changed, the presence of a defective tap changer contact cannot be fully judged, because a defect in the winding can lead to a change in short-circuit resistance and leakage resistance. If only the short-circuit resistance changes, the presence of a defective tap changer contact can be determined. Therefore, when it is not completely certain that poor tap changer contact occurs, the deterioration indicator of the tap changer is set to −1 and the fault type is also −1, indicating that a fault with poor tap changer contact may exist and alerting the staff to the tap changer condition.
3.2 Principle of G1 Method
Without loss of generality, let x1, x2, …, xm (m ≥ 2) be m maximal indexes that have been processed by index type consistency and dimensionlessness.
3.2.1 Determining Sequential Relationships
Definition 1. An index xi is denoted as xi ≥ xj if its importance relative to an evaluation criterion (or object) is not inferior to xi (the symbol [image: image] indicates a non-inferior relationship).
Definition 2. If the indexes x1, x2, …, xm have a relational expression with respect to an evaluation criterion (or object)
[image: image]
then the evaluation indexes x1, x2, …, xm are said to have established a sequential relationship with each other according to [image: image]. Here [image: image] denotes the i-th evaluation index after [image: image] is [image: image] ordered by the sequential relationship. For the convenience of writing, [image: image] is still written as xi (i = 1, 2, …, m) in the following.
3.2.2 Give the Ratio Judgment of the Relative Importance Between xk−1 and xk
Let the rational judgments of experts about the ratio wk−1/wk of the importance of evaluation index xk−1 to xk be respectively
[image: image]
Refer to Table 1 for the assignment of rk.
TABLE 1 | rk assignment reference.
[image: Table 1]3.2.3 Calculation of the Weighting Factor wk
If the expert gives the rational assignment of rk, then wmis
[image: image]
[image: image]
3.3 Principle of Entropy Weight Method
The entropy weight method (EWM) is an objective assignment method that is stripped of the interpretation of the basic principles of information theory. It uses information entropy to measure the information utility value of each evaluation factor and determine the entropy weight (Tan et al., 2020). Information is a measure of the degree of order of the system, and entropy is a measure of the degree of disorder of the system. If the information entropy of the index is smaller, the more information the index provides, the greater the role it should play in the comprehensive evaluation, and the higher the weight should be.
3.3.1 Data Standardization
Firstly, each index is de-scaled. Assuming that m indexes X1, X2, …, Xm are given, where [image: image], assuming a value of Y1, Y2, …, Ym after normalizing the data for each indicator, then
[image: image]
3.3.2 Solve the Information Entropy of Each Index
From the definition of information entropy in information theory, the information entropy of a set of data is
[image: image]
where
[image: image]
If pij = 0, then define [image: image].
3.3.3 Determine the Weights of Each Index
According to the formula of information entropy, the information entropies E1, E2, …, Em of each indicator are calculated. the weight of each indicator is calculated by information entropy.
[image: image]
where k refers to the number of indicators, i.e., k = m.
3.4 G1-Entropy Weight Method Combined Weighting
The subjective weights W1 calculated by the G1 method are obtained from Eqs 2–5, and the objective weights W2 calculated by EWM are obtained from Eqs 6–9. Using Eq. 10, the initial weight of the j-th index is calculated as
[image: image]
3.5 Variable Weight Method to Determine the Index Weights
In this subsection, a variable weight method is proposed to adjust the initial weights of each assessment index according to the scoring of each defect, emphasizing the severity of the defect. The larger the weight, the more serious the defect. In addition, if the transformer is in a “sub-health” condition, this condition can be reflected by the changed weights.
Let the weights of n defects be w1, w2, …, wn, and the scores of defects be x1, x2, …, xn. The steps of the variable weight method are as follows:
1) Highlighting the severity of defects that are about to turn into faults. If the minimum value of the score of each defect xmin < 60, the weight of the index corresponding to the score is set to wmin > 1. The weights of the other indexes are set as (1–wmin)/(n–1). In this paper, we take wmin = 1.2.
2) Highlighting the “sub-health” condition of the transformer. If the maximum mutual difference [image: image] and the minimum value xmin ≤ 90 for each defect’s score, or if more than two defect’s scores are less than or equal to 70, then let [image: image]. If the score of poor tap changer contacts is −1, then let [image: image] and wn = 0.
3) Highlighting that the transformer is on the verge of fault. If the minimum value of the score of each defect is in the range of [60, 63], then the weight of the defect corresponding to the score is set to wmin, and 0.9 ≤ wmin ≤ 1. The weights of other defects are set to (1 − wmin)/(n − 1). In this paper, we take wmin = 0.95.
4) If the scores of the defects do not match the above, then the optimal value (100) is subtracted from each score and the resulting difference is added to the corresponding initial weight. The maximum weight is multiplied by a factor [image: image]. Finally normalize the weights. In this paper, we take ρ = 2.
4 SIMULATION AND VALIDATION
4.1 Judgment Standard for Condition Assessment
According to “DL/T 574-2010 Guide for reactance method to detect and diagnose winding deformation of power transformer”, “DL/T 596-2021 Preventive test code for electric power equipment” and other standards (NDRC, 2008; NEA, 2010; AQSIQ, 2015a; AQSIQ, 2015b; NEA, 2021), there are clear standard for judging four common faults, including winding deformation, turn-to-turn short circuit, short circuit between core chips and poor tap changer contact. The transformer fault judging standard summarized from these standards are shown in Table 2. It can be seen that these faults are closely related to the transformer equivalent circuit parameters.
TABLE 2 | Transformer fault assessment standards.
[image: Table 2]As can be seen from Table 2, the changes in leakage resistance, winding DC resistance, no-load loss and tap changer contact resistance can reflect the defects of each transformer components and have clear numerical standards for fault diagnosis. The excitation resistance changes with the no-load loss, so the change in excitation resistance can be used to determine whether there is a short circuit between the core chips and its severity. However, there is still a coupling between transformer parameters and the fault connection, e.g., winding resistance and tap changer contact resistance are both considered as winding resistance in the transformer equivalent circuit. Therefore, the change in winding resistance cannot be accurately determined whether it is a short circuit between turns or a poor tap changer contact or both. The correspondence between transformer equivalent circuit parameters and faults is briefly summarized in Table 3.
TABLE 3 | Transformer equivalent circuit parameters in relation to the faults.
[image: Table 3]4.2 Defect Simulation Results and Analysis
In this paper, a simulation model for the identification of short-circuit resistance, short-circuit reactance and excitation resistance of a three-phase variable power transformer is established based on the nameplate parameters of SG10-1000/10 dry-type power transformer of a water supply station, where the rated capacity SN = 1,000 kVA, frequency f = 50Hz, transformer high-voltage side line voltage U1 = 10 kV, transformer low-voltage side line voltage U2 = 0.4 kV, coupling group labeled Dyn11, no-load loss P0 = 1770W, load loss Pk = 8130 W, no-load current percentage I0 = 0.006, short-circuit impedance percentage Uk = 0.04, based on these data the parameters of the transformer γ-type equivalent circuit can be calculated, as shown in Table 4.
TABLE 4 | Equivalent circuit parameters of transformer.
[image: Table 4]The Simulink transformer simulation circuit diagram is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Simulink transformer simulation circuit diagram.
The RMS value of the three-phase externally applied voltage is set to 10 kV, and the three-phase voltage is symmetrical. The excitation resistance Rm = 1.6949 × 105 Ω, excitation inductance Lm = 166.5677H, and short-circuit impedance Zk = 2.4390 + j17.8340 Ω for each phase. The power factor is set to 0.9 and the load factor is 40%. In this case, the deterioration index of each component is 0, and the overall score of condition is 100.
4.2.1 Determine Initial Weights
4.2.1.1 Calculate the Index Weights W1 According to the G1 Method
Four defect types of winding deformation X1, turn-to-turn short circuit X2, short circuit between core chips X3 and poor tap changer contact X4 are used as the assigned defects, and four experts based on their experience on these four indexes and give the relative importance between the indexes. The experts agreed on the importance ranking of X4 ≥ X2 ≥ X1 ≥ X3. The specific rank assessment is shown in Table 5.
TABLE 5 | Assessment of the importance of indexes–G1 method.
[image: Table 5]The subjective weights W1 = [0.1853, 0.2867, 0.1544, 0.3735] are calculated according to Eqs. (2–5).
4.2.1.2 Calculate the Index Weights W2 According to the Entropy Weight Method
Experts assess the importance of the defects. Table 6 shows the importance levels of the four indexes assessed by the experts, where important = 1, slightly important = 3, significantly important = 5, strongly important = 7, and extremely important = 9, and the number in between is the level of importance between the two. The assessment of the importance of indexes is shown in Table 6.
TABLE 6 | Assessment of the importance of indexes–entropy weight method.
[image: Table 6]The objective weights W2 = [0.2585, 0.2635, 0.2390, 0.2390] are calculated according to Eqs 6–9.
The initial weights of assessment indexes are obtained from Eq. 10 as W0 = [0.2223, 0.2791, 0.1951, 0.3034].
4.2.2 Based on the Variable Weight Method and Weighted Calculation to Obtain Comprehensive Evaluation Results
Table 7 shows the variation of the equivalent circuit parameters when the transformer is partially defective in the simulation. Table 8 shows the composite score of the transformer’s condition, as well as the values of the deterioration indexes, calculated by the variable weight synthesizing assessment model based on the parameter variations in Table 7. In Table 8, bold indicates scores that are worth paying attention to.
TABLE 7 | Variation of parameters due to transformer defects.
[image: Table 7]TABLE 8 | Results of the condition assessment and the degree of deterioration of the components.
[image: Table 8]For case 1, the score of turn-to-turn short circuit has reached 60, and the winding deterioration index is 1. Because the inter-wire imbalance of DC resistance of the winding has reached 2%, it has reached the threshold of fault occurrence specified by the standard.
For case 2, the final tap changer score is 6.16 points lower than expected, the degree of deterioration is 0.15 higher, and the overall score is lower than expected. After examination, it is found that there is an error in converting the short-circuit resistance to winding DC resistance and converting it to operating temperature (75°C). However, since in practice this method is not used alone to determine the defective condition of the tap changer, the results of this evaluation can be used as a reference for the relevant personnel.
For case 3, in addition to the tap changer fault, the maximum mutual difference between the scores of the other three faults is less than or equal to 5 and the minimum score is 90, and the score of poor tap changer contact is −1. Therefore, the weight is changed according to point (2) of the variable weight method, and a comprehensive score is obtained.
For case 4, the transformer equivalent circuit parameters all have certain changes and two faults have scores lower than 70. The composite score obtained is as expected and reflects that the transformer is in a serious “subhealth” condition. Besides, each deterioration index also corresponds accurately to each fault score, which can reflect the severity of transformer winding and core deterioration.
For case 5, the defect situation satisfies point (4) of the variable weighting method, and the combined score is close to the lowest score for each fault, highlighting the most severe defect situation of the transformer. The deterioration index also corresponds accurately to each fault score.
In order to further verify the effectiveness of the method proposed in this paper, the G1 method, G1-EWM method, and G1-EWM combined with variable weight method in (Du and Sun, 2020) are compared with the overall scores calculated by the method proposed in this paper. The weighting results are shown in Table 9, and the final assessment results are shown in Table 10.
TABLE 9 | Comparison of weighting results.
[image: Table 9]TABLE 10 | Comparison of assessment results.
[image: Table 10]A comparison of the weighting results and the assessment results shows that the score of 60 for the turn-to-turn short circuit in case 1 reaches the fault threshold. The score of less than 60 for the tap changer defect in case 2 indicates a fault in the tap changer. However, the assessment results of the first three methods in Table 10 fail to highlight their severity, and the method proposed in this paper has a higher sensitivity. As can be seen from the final weights, defects that reach or exceed the fault threshold are assigned significantly greater weights than the other weights, enabling the assessment results to more accurately reflect the severity of the defect. In cases 3 and 4, the scores of each defect show that the transformer is in “subhealth” condition, which is not reflected in the assessment results of the first three methods in Table 10. For case 5, the minimum value of each defect score is 75.76, which is more serious compared to the other defects scores. The assessment results of the first three methods in Table 10 also do not reflect this severity. The method proposed in this paper, by adjusting the weights, is able to assign the maximum weight to the defect corresponding to the lowest score, highlighting the severity of the defect.
5 CONCLUSION
In this paper, a variable weight synthesizing assessment model is proposed, which adopts the idea of weight assignment to make a comprehensive assessment of transformer based on the offset of transformer equivalent circuit parameters. In addition, deterioration indexes describing the degree of deterioration of transformer components are proposed from the perspective of maintenance management needs, so that the condition of each component of power transformers can be distinctly reflected in the form of data to provide guiding maintenance advice.
The model firstly uses leakage resistance, short-circuit resistance and short-circuit reactance as assessment indexes. The G1 method and the entropy weight method are used to assign the initial weight to the defects, and the defects are scored according to the deviation of the equivalent circuit parameters. Secondly, a variable weight method is proposed, which adjusts the weight of defects according to the severity of each defect of the transformer and the “sub-health” condition of the transformer, and obtains the final weight of each defect. Finally, the respective scores and comprehensive weights of the defects are weighted to obtain a comprehensive score.
In five simulation cases, the G1 assessment model, G1-EWM assessment model, G1-EWM combined with variable weight model in (Du and Sun, 2020) and the variable weight synthesizing model proposed in this paper are applied to assess the transformer. The variable weight synthesizing model proposed in this paper is more sensitive to the abnormal and “subhealthy” conditions of the transformer. For cases 1 and 2, the assessment results of the proposed model are close to the lowest value of each defect score, which does not exceed 10 points, while the assessmet results of other models differ from the lowest value by up to 32.17 points. In simulation cases 3 and 4, the scores of each defect show that the transformer is in a “subhealth” condition. The assessment result of the proposed model is lower than the minimum score of each defect, which can reflect this condition. The assessment results of other models are higher than the minimum score. For case 5, the minimum value of each defect score is 75.76. The assessment result of the proposed model is closest to this value, which is 3.76. But the assessment results of other models differ from this value by 6.41 at the minimum. It verifies the feasibility of the variable-right comprehensive assessment model for transformer condition assessment, and can provide guiding opinions in distribution operation management.
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This paper presents a method to directly extract the Jacobian matrix of a power system’s power flow (PF) equations in polar coordinates (termed as DEJMP method). This method is designed to reduce the computational complexity of the extraction process and improve the computational efficiency of the relevant PF algorithm. Direct extraction of the Jacobian matrix from the complex power equation in polar coordinates precludes an increase in both the number of procedural steps and the computational expense, which is a problem associated with the conventional PF (C-PF) algorithm due to its requirement that the derivatives of the active and reactive bus power equations be taken in separate steps. The DEJMP method avoids the trigonometric calculations used in the conventional method for computing the Jacobian matrix, resulting in a significant increase in computational efficiency. In addition, simulation results obtained for IEEE-300, S-1047, S-2383, and S-9241 bus systems validate the efficiency of the DEJMP-based PF algorithm. The DEJMP-based PF algorithm requires more than 20% less time to calculate the PF than the C-PF algorithm. This decrease in computing time is more pronounced for large systems.
Keywords: polar coordinate, direct extraction, jacobian matrix, power flow, power system
1 INTRODUCTION
Power flow (PF) calculations (Tinney and Hart, 1967; Pourbagher, 2016; Issicaba, 2019) are a basic tool used to determine the steady-state operating condition of a power system based on the given operating environment and network structure, with the goal of facilitating the formulation of power supply schemes and real-time monitoring of the power grid. Therefore, rapid and reliable PF algorithms are urgently needed for power grids (Tang et al., 2019; Tostado-Véliz et al., 2019; Tostado-Véliz et al., 2021; Wei and Zhao, 2021; Xiao et al., 2021).
From a mathematical perspective, the calculation of the PF is a problem of solving a system of multivariate nonlinear equations. The Newton method is widely used to calculate the PF, and its ncomputational load depends heavily on the formation of the Jacobian matrix. Reducing the complexity of this process is an essential means of improving the computational efficiency of the relevant algorithm and lowering the cost of the computation of the PF. To date, the most common way of acquiring the Jacobian matrix of the power flow equation is as follows:
In Semlyen and de Leon (2001) and Alves et al. (2003), algorithms for reducing the Jacobian matrix calculation time in PF are proposed, and their performance is reviewed. In Jegatheesan et al. (2008) the Jacobian matrix is generated by using the power fluxes in the network elements as the basic components. Network elements are added one by one, and the Jacobian matrix is updated thoroughly. In Filho et al. (2009), the generic formulation of the Jacobian matrix in polar coordinates is given, and the method to estimate this matrix is discussed. In Xu et al. (2009), the approximate expressions of the power flow Jacobian matrix are presented. Some indices are established to quantify the error between the power flow Jacobian matrix and these expressions. In Chen et al. (2016), a measurement-based method is suggested to compute the power flow Jacobian matrix. The technique proposed by Chen et al. (2016) is unique for its ability to adapt fast to system operating points and topology changes. In Chappa and Thakur (2018), a PMU measurement-based method proposed by Lim and DeMarco (2016) is used to generate a Jacobian matrix and identify weak nodes in power systems. A complete comparison study of existing power flow solution strategies and methods for obtaining Jacobian matrices in these solutions is described in Dutto et al. (2019). In Varwandkar (2019), the realification of PF is studied, and the disadvantages of the conventional PF method that needs to estimate the Jacobian matrix are investigated. The Jacobian matrix for Newton-Raphson power flow solutions is given in a concise form (Conlin et al., 2021). Moreover, a variety of Jacobian matrix calculating methods is also explored (Conlin et al., 2021).
In most of the above methods, the real and imaginary parts of the complex power are separated before extracting the Jacobian matrix. These methods are computationally complex and time-consuming since they rely on trigonometric computations.
To address this problem, this paper presents a novel solution. The main contributions of this paper are as follows:
1) A method to directly extract the Jacobian matrix of the PF equations in polar coordinates (termed as DEJMP method) from the complex power equation is presented. This method considerably reduces the computational complexity of extracting the Jacobian matrix of a power system’s power flow (PF) equations in polar coordinates.
2) A DEJMP-based PF algorithm is also suggested. The suggested PF algorithm takes significantly less time to compute than previous algorithms, thanks to the DEJMP approach.
Simulation results obtained for IEEE-300, S-1047, S-2383, and S-9241 bus systems validate the efficiency of the proposed method.
2 CONVENTIONAL METHOD TO CALCULATE THE JACOBIAN MATRIX OF THE PF
The complex PF equation can be expressed as:
[image: image]
where [image: image] and [image: image] are the voltage vector and its conjugate, respectively; [image: image], [image: image] is the complex injection power at the bus [image: image]; [image: image] is the number of buses.
To solve the above PF equation using the Newton-Raphson method, it is necessary to calculate the Jacobian matrix of the PF equation (Chappa and Thakur, 2017). This Jacobian matrix is calculated in most conventional PF algorithms via the following steps.
Step 1: separate the real and imaginary parts of the PF equation:
[image: image]
[image: image]
where [image: image] is the voltage amplitude at the bus [image: image]; [image: image], [image: image] and [image: image] are the phase angle at bus [image: image] and [image: image], respectively; [image: image] and [image: image] are active and reactive power at bus [image: image], respectively; [image: image] and [image: image] are the amplitude and the angle of the element of the bus admittance matrix.
Step 2: calculate the partial derivatives of [image: image] and [image: image] with respect to [image: image] and [image: image].
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Step 3: based on (4–11), Form the Jacobian matrix of the PF equation.
[image: image]
The extracted Jacobian matrix is a system (12) coefficient matrix derived after removing the rows and columns corresponding to the slack and power/voltage (PV) buses.
As shown in steps 1–3, trigonometric operations are required to obtain the Jacobian matrix elements. These techniques are time-consuming and computationally complex. To address the aforementioned difficulties, the following section proposes a method for directly extracting the Jacobian matrix of the PF equations in polar coordinates (dubbed the DEJMP method) from the complex power equation.
3 DEJMP METHODS
Under the condition that the bus voltage [image: image], the following linear equation of [image: image] from the complex bus power equation,:
[image: image]
where
[image: image]
[image: image]
diag signifies the operation of taking the diagonal matrix of the corresponding vector, [image: image] and [image: image] are the bus admittance matrix and its conjugate, respectively, [image: image] and [image: image] are the voltage vector and its conjugate, respectively, [image: image] and [image: image] are the magnitude and phase angle of the voltage, respectively; [image: image] and [image: image] are the increments in the magnitude and phase angle of the voltage, respectively.
Let [image: image] and [image: image], Equations 14, 15 can be rewritten as:
[image: image]
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Based on 16, 17, we can obtain:
[image: image]
Extraction of the real and imaginary parts of the system (18) gives
[image: image]
where [image: image], and [image: image]. The extracted Jacobian matrix is the coefficient matrix of system (19) produced after removing the rows and columns corresponding to the slack and power/voltage (PV) buses.
The DEJMP method is summarized below:
Algorithm 1. DEJMP.
[image: FX 1]
The proposed method differs from the conventional method in three aspects: (1) the Jacobian matrix is directly extracted from the complex power equation; (2) the real and imaginary parts are separated after complex-number calculations; and (3) the process of taking the derivatives of the active and reactive power equations in separate steps is absent. Consequently, compared to the conventional method, using the DEJMP method to obtain the Jacobian matrix is much less computationally expensive.
4 DEJMP-BASED PF ALGORITHM
A DEJMP-based PF algorithm is introduced to improve the efficiency of calculating the PF:
Algorithm 2. DEJMP-based PF.
[image: FX 2]
The essential difference between the DEJMP-based PF algorithm and the conventional PF(C-PF) algorithm lies in step 3. See Section 4 for a more detailed discussion of the advantages of the DEJMP-based PF algorithm.
5 SIMULATION AND DISCUSSION
The effectiveness of the proposed DEJMP-based PF algorithm is examined by comparing it with the C-PF algorithm in polar coordinates. The two algorithms are implemented on the IEEE-300, S-1047, S-2383, and S-9241 bus systems in MATLAB 2020b on a computer with an Intel Core i5-8500 processor and 8 GB of memory and running on the 64-bit Windows 10 Operating System.
Figure 1 shows the curves of convergence of the DEJMP-based PF and C-PF algorithms.
[image: Figure 1]FIGURE 1 | Curves of convergence.
Table 1 compares the computing times of the two algorithms.
TABLE 1 | Computing times of PF.
[image: Table 1]An analysis of Table 1 reveals that the DEJMP-based PF algorithm is much more efficient at extracting the Jacobian matrix than the C-PF algorithm. This advantage is more pronounced for large systems. Simulation results obtained on the S-9241 system show that the computing time of the DEJMP-based PF algorithm is 23.97% less than that of the C-PF algorithm.
To further illustrate the effectiveness of the DEJMP-based PF algorithm, the times (obtained using the Run and Time functions in MATLAB) required by the two algorithms to calculate the Jacobian matrix of each system selected for simulation are compared, as shown in Table 2.
TABLE 2 | Computing times to obtain the Jacobian matrix.
[image: Table 2]Clearly, the DEJMP method avoids the trigonometric operations involved in the conventional method during the calculation of the Jacobian matrix and, therefore, considerably improves the computational efficiency of the relevant process. In particular, compared to the C-PF algorithm, the DEJMP-based PF algorithm requires 61.11% less time to calculate the Jacobian matrix of the S-9241 system.
It is worth noting that the Jacobian matrix generated by DEJMP is identical to that obtained by traditional methods. As a result, the DEJMP-based method produces the same PF results as traditional PF algorithms. Figures 2–9 demonstrate the voltage magnitude and angle results of DEJMP-based PF and C-PF, respectively.
[image: Figure 2]FIGURE 2 | the voltage magnitude obtained by DEJMP-based PF and C-PF on IEEE-300 bus systems.
[image: Figure 3]FIGURE 3 | the voltage angle obtained by DEJMP-based PF and C-PF on IEEE-300 bus systems.
[image: Figure 4]FIGURE 4 | the voltage magnitude obtained by DEJMP-based PF and C-PF on S-1047 bus systems.
[image: Figure 5]FIGURE 5 | the voltage angle obtained by DEJMP-based PF and C-PF on S-1047 bus systems.
[image: Figure 6]FIGURE 6 | the voltage magnitude obtained by DEJMP-based PF and C-PF on S-2383 bus systems.
[image: Figure 7]FIGURE 7 | the voltage angle obtained by DEJMP-based PF and C-PF on S-2383 bus systems.
[image: Figure 8]FIGURE 8 | the voltage magnitude obtained by DEJMP-based PF and C-PF on S-9241 bus systems.
[image: Figure 9]FIGURE 9 | the voltage angle obtained by DEJMP-based PF and C-PF on S-9241 bus systems.
As shown in Figures 2–9, the PF results of the DEJMP-based algorithm are the same as the conventional PF algorithms.
6 CONCLUSION
This paper presents a method to directly extract the Jacobian matrix of the PF equations of a power system in polar coordinates from its complex power equation (termed the DEJMP method). The DEJMP method improves the computational efficiency of the relevant process because it avoids the complex trigonometric operations involved in the conventional method during the calculation of the Jacobian matrix. The simulation results show that the DEJMP-based PF algorithm requires more than 40% less time to calculate the Jacobian matrix than the C-PF algorithm. This decrease in computing time is more pronounced for large systems. In fact, the DEJMP approach can be used to increase the performance of any algorithm that includes the calculation of the Jacobian matrix, aside from the PF (e.g., those used to produce state and optimal PF estimates for power systems). In later publications, relevant discoveries will be provided.
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Large-scale wind power integration into the power system has promoted the development of a multiterminal DC (MTDC) transmission grid with a modular multilevel converter (MMC). Basically, MTDC with MMC is a typical cyber–physical system with continuous coupling interactions between cyber assets and power systems. However, cyber events may introduce many internet-based vulnerabilities and even result in the loss of transient stability of the power system. Therefore, a voltage compensation-based two-level hierarchical adaptive control strategy is proposed in this article. At the higher level, a modified MMC output current reference calculation method is developed in the αβ framework to guarantee the transient stability of the power system, whereas a feedback adjustment method is proposed in the MMC control framework, at the bottom level, to contain the controller from deviating from its output reference while eliminating the impact of cyber communication delay on transient stability. The article shows that the proposed hierarchical control strategy can improve the transient stability of the power grid under the interference of three-phase ground faults in physical and communication delays in the cyber layer. Finally, the simulation results of the modified IEEE 9-bus test system with MMC–MTDC are used to demonstrate the effectiveness of the proposed scheme.
Keywords: multiterminal direct current (MTDC), modular multilevel converter, cyber–physical power system, hierarchical control, transient stability
1 INTRODUCTION
The multiterminal high-voltage direct current (MTDC) system with a modular multilevel converter (MMC) is identified as a flexible power transmission option for the integration of offshore wind farms and asynchronous interconnection of remote AC systems due to their high transmission capacity, efficiency, low harmonics, and excellent fault blocking capacity (Oghorada et al., 2021; Teixeira Pinto et al., 2013). As a result, the MTDC grid with MMC has become one of the most attractive electricity net topologies for providing the possibility of meshed interconnections between regional power systems and various renewable energy resources (Zhang et al., 2020a; Zhang et al., 2020b). Similar ideas have been realized in some real cases (Qiang et al., 2018; Wang et al., 2016). However, the increasing participation of both renewable energy sources and DC interconnections in the power grid reduces the inertia of the system, which may result in a loss of the transient stability of the AC power grid. Therefore, to improve the transient stability of power systems with the MMC–MTDC is a challenging problem that needs to be addressed.
The research on the stability of MMC–MTDC grids for improving transient stability falls into two categories, namely, DC-side voltage control and AC-side auxiliary control. DC-side voltage control tries to stabilize the DC voltage of a DC network and balance the active power flowing in the MTDC. Based on DC-side voltage control, master–slave control, voltage margin control, and voltage droop control are developed (Chen et al., 2016; Sau-Bassols et al., 2020; Huang et al., 2021). In DC-side control, the power flow regulation relies on the current flow controller (Sau-Bassols et al., 2020), but the design of the current follow controller is difficult and expensive. Consequently, AC-side auxiliary control methods are developed to provide auxiliary frequency or voltage support for the AC power system, and potentially enhance its transient stability. A supplementary Lyapunov-based active and reactive power control scheme is proposed for damping power oscillations of interconnected power grids with the MTDC (Eriksson, 2014). However, in the existing research, the cyber uncertainty in the MMC–MTDC control process is totally ignored.
Nowadays, with the development of advanced information and communication technology, the power system has evolved as a typical cyber–physical power system (CPPS) (Wang et al., 2019a). In terms of components, the CPPS can be divided into two parts: cyber system and physical system, which interact with and interdepend on each other. With the support of the cyber system, the reliability of the physical system and the efficiency of the energy sources in a power grid can be greatly improved. The CPPS forms the basis of a future smart grid, providing a typical paradigm for the decisions of all participants in the power supply chain (Wang et al., 2019b). However, while the cyber assets in the CPPS exhibit cyber uncertainties, such as communication delay and packet dropout (Zhang et al., 2020c), cyber uncertainties may degrade the real-time control of power systems and even result in a loss of transient stability (Javed et al., 2018)- (Zhao et al., 2015). Most previous research works focused on traditional application scenarios of cyber systems in the CPPS such as in the SCADA system (Vellaithurai et al., 2015), the wide area closed loop control system (Xin et al., 2015), and the wide area protection system (Wang et al., 2015). Duan et al. (2018) analyzed the effect of communication delay and packet loss on the stability of closed-loop control in wide-area power systems, and then proposed an advanced damping control based on Q learning. A support vector machine (SVM) model is established in the study by Zhen-Dong Zhao et al. (2009) to evaluate the reliability of the electric power system communication network. An information transmission model considering transmission errors and delays has been proposed in the study by Wang et al. (2019c). But the related research on this topic received little attention in a cyber–physical system with MMC–MTDC. Therefore, it is necessary to propose a control strategy to improve the transient stability of the MMC–MTDC network physical system under network uncertainty.
Despite dealing with a large variety of topics and providing analytical insights, most of the existing works are based on traditional control in the dq component of voltage and current which needs the phase-locked loop (PLL). The dq frame is useful for analysis and implementation of control algorithms. However, this increases the complexity of the simulation model, resulting in a higher computational complexity. Instead, the αβ frame is equally useful for analysis and control of grid-connected converters and is also effective for describing transient phenomena. An MMC αβ component-based higher-level control scheme to calculate the MMC output current reference is mentioned in the study by Wen et al. (2020). However, the improvement in transient stability performance was not validated for complex system fault events in the physical layer. To realize the widespread application of the MMC–MTDC system in the future, a more effective control algorithm for improving transient stability needs to be proposed.
This article aimed to fill this gap by proposing a voltage compensation-based hierarchical adaptive control scheme for a cyber–physical system with MMC–MTDC transient stability improvement. The control scheme is divided into two levels, namely, higher and lower levels. In the higher level of hierarchical control, the modified output current reference calculation method is adopted. For the bottom level, the feedback PCC voltage compensation signal participates in the calculation of higher-level state variables and maintains the state variables in the acceptable range that otherwise may deviate from the reference state value due to delay in information transmission. Compared with the original control strategy, it can provide a more stable reference value for MMC cascade control, thus maintaining transient stability when the system encounters serious faults such as the three-phase ground faults, communication delay, and packet dropout. The contribution of this article is the introduction of a voltage compensation scheme based on hierarchical control implemented in an MMC controller that enhances the transient stability of the MMC–MTDC system.
This article is organized as follows. In Section 2, a suitable dynamic cyber–physical MMC–MTDC grid model is presented. In this model, cascade control is used for the dynamic connection of MMC and DC side of the MTDC. Section 3 introduces the proposed hierarchical control strategy and compares it with the original control method. This strategy considers improving the transient stability of the cyber–physical MMC–MTDC grid under severe faults and communication delays. In Section 4, by the accurate electromagnetic transient MMC–MTDC grid model on MATLAB, the case study analysis proves that the proposed hierarchical control is effective in improving the transient stability of the CPPS with the MMC–MTDC. Finally, the Conclusion is presented in Section 5.
2 STRUCTURE AND MODELING OF THE CYBER–PHYSICAL MMC–MTDC SYSTEM
2.1 Structure of the Cyber–Physical Power System
The cyber–physical MMC–MTDC grid is a massive, complex system which can be divided into cyber and physical subsystems. The physical subsystem includes the main grid, remote generation equipment, and the MMC–MTDC system. The cyber subsystem usually includes the communication and interface layer and the application layer. Its main structure is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Cyber–physical power system with the MMC–MTDC main structure.
The application layer has many functions, such as human interaction, decision-making, and information analysis. The communication layer is responsible to send monitoring signals, control instructions, and other alerts (Liu et al., 2018). The stable operation of the main grid in the physical layer is of primary importance for the whole system. The MTDC system with the MMC converter has a complex dynamic performance; moreover, it has the generation equipment far away from the main grid. Therefore, the physical system must transmit information to the control center continuously.
In a cyber–physical power system, the power station does not execute the vital decisions; however, it carries only the data acquisition and the pre-processing tasks. The process of operation automation requires the control center to make decisions. Consequently, the reliability of a cyber–physical MTDC grid by large depends on the reliability of its control strategy. It not only adjusts the state variables of the controller to restore the stability of the physical layer after the fault occurs in different positions of the grid but also needs to be able to deal with the cyber uncertainties in the communication layer.
2.2 Analysis of MMC Operating Characteristics
A per-phase schematic of the MMC is shown in Figure 2. For the purpose of dynamic modeling, the dc bus can generally be considered to have pure capacitive characteristics, with capacitance Cd from the neutral to the positive and negative poles, that is, a pole-to-pole capacitance. VPCC represents the point of common coupling voltage of MMC–MTDC and AC grid, and the dc bus Vd is assumed to be balanced.
[image: Figure 2]FIGURE 2 | Circuit diagram.
For the arm voltage in the MMC circuit diagram, subscript u represents the upper arm and subscript l represents the lower arm. For the same, the current is defined as iu and il, respectively. For ease of control and calculation, the mentioned linear transformation is defined as
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where Is represents the phase current in the AC side, Vs represents the internal electromotive force (EMF) of each phase arm driven, Is. Ic represents the average current of each phase arm which also contains any currents circulating between the phase legs, and Vc denotes the voltage that drives current Ic.
Converter operating principle is the foundation on which the control designs of the subsequent sections are built. Assuming that the dc bus is balanced, the circuits formed by the arms are given as follows:
[image: image]
Adding and subtracting these two relations, and introducing the output and circulating currents according to Eqs 2, 3, results in
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2.3 Modeling of Generator And MTDC
2.3.1 Generator Model
In this article, the power generation equipment in the AC area of the main grid uses the well-known classical, fourth-order generator model, which is considered to be sufficiently accurate for stability. This article focuses on the electromechanical transient process of the generator rotor. The differential equations are
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where δ is the angle of the rotor q axis of the generator relative to the synchronous rotating coordinate axis; ω is the angular speed of the generator rotor; H is the mechanical rotor inertia constant of the generator; Pm is the mechanical output power of the turbine; xd, xq denote d, q-axis reactance of generator; x' d, x' q is d, q-axis transient reactance; T′ d0, T′ q0 is d, q-axis time constant; and E′ d, E′ q is d, q component of transient voltage lagging behind reactance.
2.3.1 MTDC Model
Figure 3 represents a generic N-asynchronous AC area system connected through a MMC converter station and a multiport DC network. Each converter station is equipped with a DC voltage droop controller to connect the AC area. The multiterminal DC system is controlled by voltage droop, and each converter station has independent power and a DC voltage relationship curve.
[image: Figure 3]FIGURE 3 | Framework of the MMC–MTDC model.
It combines the high-level control of an MMC controller to ensure the voltage stability of the DC network and the power injected into AC area N from the MTDC grid. In this model, the power flow of the AC and DC systems can be calculated separately.
The power system is represented by a system of differential algebraic equations:
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where X is the state vector, Y is the algebraic vector, and P is the parameter vector. In this article, the set of differential equations F consists of the dynamic equations of the generators, while the algebraic equations contain the power flow equations and the stator current equations of the generators.
The MATPOWER is utilized for the load power flow analysis. The resulting augmented bus admittance matrix is calculated and constructed, and the initial conditions of the generator are calculated after the power flow converges (Zimmerman and Gan, 2016). If the system is in the steady state, then the main loop is started. The set of differential equations F is integral to solve the set of algebraic equations G. If an event occurs, the augmented bus admittance matrix and the algebraic equations G consist of the network equations, and stator current equations are reconfigured until the system reaches a new equilibrium or is away from equilibrium.
In this model, the modified Euler method is used to solve the differential equations, which is often used in power system analysis software packages. The variables are sent to the signal receivers in all parts of the power system, and the operation state is adjusted. At the same time, the power grid control system takes the values of Y, X changed or hold the unchanged state as the input value for the next iteration step until the end of the simulation time.
2.4 Cyber Signal Transmission Modeling
The signal transmission of a cyber–physical power system is expressed as a general network control system (NCS) problem considering network delay, packet loss, etc. Figure 4 shows the entire signal transmission process of the MMC and AC system and the closed-loop network control system. As shown in Figure 4, the first step is to measure data by sensors on each given bus at each control interval. A wide-area measurement system (WAMS) samples signals such as voltage and current at a fixed sampling interval, and then packs the sampled digital signals into packets, which are transmitted to the corresponding controller along different communication network paths and are utilized to generate control signals after processing at the front end of the controller. The reference control signal is transmitted to the corresponding actuator to realize the closed-loop control and stability support for the power system.
[image: Figure 4]FIGURE 4 | Signal transmission process of the cyber–physical system with the MMC.
The communication network plays a vital role in the closed-loop control process. However, network uncertainties such as network delay and packet loss may happen during signal transmission. These network defects will affect the quality of signal accuracy; moreover, they affect the transient stability of the power system. Specifically, when a communication delay occurs, the signal received by the controller at kth time is not the real-time corresponding signal transmitted by the sensor at k time but the non-corresponding signal due to the network delay of the forward channel. The delay in the signal acquisition results in the effective performance of the controller strategy. Moreover, the network uncertainty also exists in the feedback communication channel from the controller to the actuator. In this article, only the communication delay in the process of long-distance signal transmission channel is considered. It is need of the hour to develop a model considering the network delay in an MMC–MTDC system and design the corresponding control strategy to compensate it.
3 PROPOSED HIERARCHICAL ADAPTIVE CONTROL STRATEGY
The overall control scheme of the MMC can be split into DC voltage control (VC) or a power transmission (Qin and Saeedifard, 2012), and internal average capacitor voltage control (Hagiwara and Akagi, 2009) (see Figure 5). The power transfer to the grid is controlled by the AC current. The average capacitor voltage is controlled by the corresponding circulating current in each phase (Pou et al., 2015). The resulting three phase output voltage references are translated into upper and lower arm voltages, respectively. The modulating and balancing blocks are finally used to create the gate signals, with an equal power distribution among the submodule (Hahn et al., 2018), (Fan et al., 2015). A power dq-transformation is used with ideal PLL. Furthermore, no details of the circulating current control, modulation, and balancing are provided since these dynamics are not included in the transient stability improvement.
[image: Figure 5]FIGURE 5 | Overview of an MMC cascade control system.
In this section, the hierarchical adaptive control strategy for improving the stability of the cyber–physical grid in complex operating conditions is introduced. The proposed theory is divided into two parts: The first part introduces the traditional process for output current reference value. Second, a modified controlled strategy is proposed. The second part puts forward the solution when the power system fault causes the cyber communication layer problem.
Since zero-sequence components of voltage normally can be disregarded, it is possible to reduce a three-phase system to an equivalent two-phase system. The phase quantities thereof, denoted with the subscripts α and β, respectively, are 90° phase shifted. It is convenient to consider the equivalent two-phase system as projected on the αβ plane, whose real and imaginary axes, respectively, represent the α and β quantities. Complex two-phase representation V = vα + jvβ is also known as the Clarke transformation.
For ease of control, an MMC controller can use the α–β decoupling method to find α and β components of the output current reference, respectively, in a higher-level control. The cascade control structure in this article is also based on αβ components.
3.1 The Original Calculation Method in Higher-Level Control
The basic calculation principle of the output current reference is based on higher-level control in Figure 5. From this strategy, different control strategies can be derived. To produce the output current reference signal, DC voltage link is needed; PCC voltage and output active power are also required. So the original method controls the decoupled output current components separately, just like the control dq component. First, initial state quantity xdc and state increment dxdc are calculated as follows:
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[image: image]
So for the α component of the output-current reference, it can be approximately obtained as follows:
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where Pd and P are the input active power reference and measurement value in DC side, respectively. It can be clearly seen that when the DC voltage returns to the rated value after the system state changes dynamically, the α component of the output current also reaches a new steady state. KI and Kp are the controller gains. The high-level control adjusts the output current of the MMC through the parameters of the MTDC transmission system.
Similarly, the interaction between the β component of the output current and the PCC voltage is given as follows:
[image: image]
When system line or node fault occurs, causing a low voltage incident, reactive power injection in a time interval is needed to realize “low voltage ride through capability.” Thus, the reference of the output current’s β component is given as follows:
[image: image]
However, it is validated by performing a large number of simulations that the rectified converter does not transmit stable power under complex operating conditions. The DC-bus energy Wd deviates from its stable value whenever a node failure occurs in the power system; moreover, state quantity xdc also deviates from the steady-state value when a fault occurs on a significant node. This makes the power system difficult to restore to the stable state. The controller needs to adjust the parameters Kp and KI in the optimal time to make the output current reference stable when the topology of the power system changes. While the same control parameters are used for the fault in different positions of the power system, the system variables will deviate from the normal operating conditions or be in a state of continuous oscillation. Thus, in a large cyber–physical grid, for stability problems that may occur at an unidentified location and time, which are caused by the physical layer itself or the cyber layer, this control strategy is obviously not sufficient for wide adoption.
3.2 The First Stage of the Proposed Control Strategy
This article aimed at improving the drawbacks of the aforementioned output current reference calculation scheme which does not have a stable higher-level controller. Variable xdc in the aforementioned method has many possible steady-state values in the same physical layer of the grid topology, so this is not suitable for controller input. This article attempts to find an initial term in the high-level control which is different from xdc and has the tendency to return to the original value under any circumstances, to improve the accuracy of the MMC α component of the output current reference and ultimately improve system stability. Without reducing the number of input signals, we used more accurate output power of rectifier Psd as the new controller state.
The equation of Psd is given as follows:
[image: image]
In this way, the increment of state could be calculated as follows:
[image: image]
Correspondingly, the reference calculation method of the α component of output current is adjusted as follows:
[image: image]
We define Psd as the new state variable because it has the tendency to return to the stability point which is not possible with the xdc mentioned in the previous strategy. Moreover, when the system is stabilized, Psd returns to the initial rating, so it is logical and correct for us to define Psd as an input to the high-level controller. This also enables the reference value of the output current to get a new steady-state value. The second reason is improving the relevance of Is_α and Is_β; this will make the MMC’s control structure more complex and more adaptive to different operating conditions. It also speeds up the recovery of converter active output power during the low voltage events.
3.3 The Second Stage of the Proposed Hierarchical Control
The main goal of this part is to consider the existence of network uncertainty and design an optimal output current reference value calculation scheme for transient stability under MMC control. For the accurate performance of the control strategy, cascade control needs to ensure its own safe operation and output signals accurate enough after the event and delay occurs.
The communication delay problem of CPPS in this article is that the signal to the MMC controller does not correspond with the fault event. Assuming an information packet S needed to be transmitted from the source to the destination, expressed as S[Sin(t),k] shown in Figure 6, the time delay is not constant, but stochastic in nature, and it usually follows the exponential distribution verified by practical experiments in the study by Park and Lee (2001) and Tipsuwan and Chow (2004). In this article, the delay time is taken as the sample maximum. Once the delay time reaches a certain limit, the state signal mismatch will accumulate to the extent that the system cannot return to stability. The delay time is proportional to the distance of the line between the hardware; moreover, mitigation of the unbalancing caused by the signal mismatch during the occurrence of a fault is the key to solving the communication delay problem.
[image: Figure 6]FIGURE 6 | Information transmission process through the channel.
In order to solve this problem, an adaptive signal compensation scheme based on the output current reference considering network delay and solver algorithm is proposed. We extract the αβ component of the PCC voltage in the output signal as feedback and compare the corresponding value from the input signal to obtain compensation [Δα; Δβ]. We define the compensation signal of the proposed output current reference calculation method as COMP. It is obtained by the following:
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where K = [k1; k2]. k1 and k2 represent the compensation gains. It can adjust the size of each gain to enhance (or weaken) the effect of the corresponding compensation signal on the system. The value with subscripts n+1 represents the output of the controller at the previous moment y(1)n+1. Correspondingly, the state with subscript t is the input of the controller at the next iteration. After adding the compensation signal, the new output current reference calculation method is expressed as follows:
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From Eqs 27–29, the compensation values act with the delayed input signal to find the output current in the high-level control, and reduce the error response of the controller caused by the delay signal, thus reducing the adverse effects on the system by flexibly adjusting the higher-level input signal of the controller. The proposed calculation method not only considers the control regulation of the active power by the high-level control but also considers the PCC voltage influence in the β component (most critical) of the output current, thus increasing the rate of the low voltage ride through response and finally affecting the transient stability of the power grid system.
When a fault occurs, the fault current will carry the information to the data center, and the problem of the network delay and packet loss in the cyber system will inevitably mean the cyber–physical disturbance is quantifiable by the distance of network communication and the packet loss rate. If the network delay or packet loss makes the signal COMP become large, the second stage of the proposed control strategy automatically makes the compensation signal transmitted to the controller so as to reduce the disturbance to the operation of the physical information system. Meanwhile, we also need to keep track of the timing of the compensation mechanism. In this article, when the difference between the voltage signals sent by the main application layer to the remote end exceeds 0.1% of rating, we consider that a communication delay in the system occurs; moreover, the compensation scheme of the MMC–MTDC controller needs to be triggered. After the fault is cleared, the value of the system operation tends to be stable, and the influence of network delay and packet loss is very small, so the COMP value can be ignored.
However, because of the ODE (ordinary differential equation) solvers used in the simulation model, it is necessary to set the compensation signal “COMP” to zero in the second stage in order to avoid “over-regulation.” The second stage of the hierarchical control strategy model to solve the problem of communication delay is presented in Figure 7.
[image: Figure 7]FIGURE 7 | Proposed method of the state controller for the cyber–physical system.
Here, the output reference current calculation-based control strategy on improving the transient stability of the cyber–physical MMC–MTDC system has been established.
4 CASE STUDIES
A comparative analysis is conducted between the original and proposed control schemes, and its feasibility is examined by considering the communication delay problem. In this article, the time-domain simulation method is used to analyze the stability of the system. In the time-domain simulation method, the differential algebraic equations which describe the system’s transient process are numerically integrated to gradually obtain the values of system variables which change with time, and then judge the transient stability of the system according to the drawn curves.
A modified IEEE 9-bus system (Figure 8) containing an MMC–MTDC is simulated to validate the proposed strategy. AC2 and AC3 are the sending ends, while AC1 is the receiving end. The DC ports are connected to buses 2, 10, and 8 through MMCs 1, 2, and 3, respectively. Since the HVDC transmission system has the function of blocking AC faults, in the case of AC faults discussed in this article, we need not study the transient processes of AC2 and AC3, but only the transients of AC1 and MTDC dynamics. The parameters of the grid MMC are shown in Table 1. The machine performance will affect the simulation time. The simulations in this article were performed using MATLAB R2014a on a PC with an i7-6700 3.4 GHz CPU and 32 GB RAM.
[image: Figure 8]FIGURE 8 | Framework of the MMC–MTDC test model.
TABLE 1 | Important parameters of grid and MMC.
[image: Table 1]4.1 Physical Layer Fault
4.1.1 Original Control Strategy
In the proposed control strategy, control parameters Kp1, Kp2, Kd1, and Kd2 of the higher level are equal to 400, 700, 40, and 40, respectively. In this article, the behavior of the generator and the MTDC system are used to study the effects of control strategies. This section describes two different contingencies: 1) a three-phase grounding fault occurred on bus 5; 2) the same three-phase grounding fault at bus 6 which is near the generator bus. The three-phase grounding fault which is common and harmful in real life is assumed to happen at one bus when t = 1.1 s and is cleared at t = 1.15 s. Figures 9A–D gives the dynamic performance of the generator and MMC after two contingencies.
[image: Figure 9]FIGURE 9 | Dynamic responses of the generator and the MMC–MTDC in an original control method. (A) The rotor angles of generator 1,3 in degrees. (B) d-axis component of the voltage 1,3 behind transient reactance in p.u. (C) q-axis component of the voltage 1,3 behind transient reactance in p.u. (D) Active power of MMC2. (E) α component of the MMC2 output-current. (F) Voltage of bus 1 in main grid.
The first contingency simulation results show that the generator and the MMC–MTDC system states can return to stability quickly after the fault is cleared. However, when the same fault is applied to bus 6, the rotor angle of generators 1 and 3 deviated significantly from their normal operating states. Although the d, q-axis component of the voltage 3 behind transient reactance restores to its initial state, there is an obvious swell that is not acceptable for the safe operation of the system. The original control strategy is not adaptable to the complex cyber–physical system because the output active power fluctuation of MMC2 takes approximately 5 s to reach a steady state (Figure 9D). This creates a domino effect and drives the state variable xdc on bus 6 to instability. Since xdc controls the output reference current, instable xdc drives the output reference current to become unstable. As a result, the α component of MMC2 output current takes a long time to reach the steady state which moves the system to permanent instability as shown in Figure 9E.
4.1.2 Proposed Control Strategy
In this part, the proposed control in the higher level is applied to verify its effectiveness. Unlike the original control method, new control parameters can be easily set. In this case, Kp1, Kp2, Kd1, and Kd2 are 200, 200, 50, and 50, respectively. Validation is done by performing five simulations. The first two simulations have the same fault scenarios as described in the former sections. The accuracy of the presented scheme for the MMC–MTDC system operation is analyzed by three additional faults applied to the same model: 3) bus 9 takes a longer duration of failure while taking 0.7 s to clear; 4) the same grounding fault occurs at bus 8 which connects with the MMC–MTDC system. The performance of the generator and the MMC–MTDC state are shown as given in Figures 10A–I. To facilitate observation, the rotor angles and voltage of generators 1 and 3 are divided into two figures.
[image: Figure 10]FIGURE 10 | Dynamic responses of the generator and the MMC–MTDC in case 2: (A) The rotor angle of generator 1 in degrees. (B) The rotor angle of generator 3 in degrees. (C) d-axis component of the voltage 1 behind transient reactance in p.u. (D) d-axis component of the voltage 3 behind transient reactance in p.u. (E) q-axis component of the voltage 1 behind transient reactance in p.u. (F) q-axis component of the voltage 3 behind transient reactance in p.u. (G) α component of the output-current in MMC2. (H) β component of the output-current in MMC2. (I) Active output power of MMC2. (J) DC Voltage of MTDC system. (K) Voltage of bus 1 in main grid.
The simulation results show that when the same fault incident occurs, the proposed hierarchical control strategy maintains stability which is not possible with the original scheme. The α, β components of the output current are also shown in Figures 10G,H. The results show that unlike original state values, the new state variable helps in quick restoration of the stability of the MMC2 output current. Figure 10J shows the DC voltage of the MMC–MTDC during operation; it can be seen that the three-phase grounding fault has a short adverse effect in this control strategy. And the voltage of slack bus under faults is shown in Figure 10K.
Two separate three-phase grounding faults are applied at different buses within a short time duration. The fault is applied to bus 7 at t = 1.5 s and is cleared at 0.5 s later, and the same scenario is applied if the condition occurs at bus 9 when t = 3 s. The simulation results are given as follows.
Figures 11A–D show the behavior of the MMC–MTDC and AC system after two faults. During serious and complex faults, the state of the generator and the MMC–MTDC oscillates with the occurrence of faults. However, it quickly returns to a stable operating condition or the initial state.
[image: Figure 11]FIGURE 11 | Dynamic responses of the generator and the MMC–MTDC. (A) The rotor angle of generator 3 in degrees. (B) d-axis component of the voltage 3 behind transient reactance in p.u. (C) Active power of MMC2. (D) DC Voltage of MTDC system.
In conclusion, with the proposed hierarchical control strategy, the system can return to a stable state in a short time under various fault scenarios. For the modified higher-level control of hierarchical controller input parameter Psd, the αβ component of the output current can reach a new equilibrium value after oscillation so that the rated operating value of the system remains unchanged. In all serious contingencies designed in the simulation, all generators can keep the rotor angle stable, and the voltage behind transient reactance Edq will remain unchanged. Therefore, this control strategy significantly improves the transient stability of the AC system with the MMC–MTDC under a physical layer fault.
4.2 Cyber Layer Fault: Communication Delay
A series of simulations are performed considering the proposed cyber–physical system with the MMC–MTDC model. A three-phase fault is introduced at 2.0 s for which a communication delay is observed. The main grid network transmits the new state variable’s signal to the remote MMC sending end that connects to the generators at nodes 2 and 10. A change signal is received by the MMC signal receiver at a sampling frequency of 200 calculation steps (0.02 s), and the MMC controller of the rectifier responds to the new input state and changes the running conditions of the generators. The controller sets to the new steady-state and continuously receives a signal with a 200-step delay thereafter.
In this case, a contingency analysis is performed to study the effect of communication delay on the MMC–MTDC system and the transient stability of the AC system. A three-phase grounding fault is introduced in the system at 2.0s and is cleared in 0.07s. In the presence of communication delays, with and without the proposed voltage compensation scheme, the dynamic process of the rotor angle, D-axis component of voltage 3, and MMC2 output active power are shown in Figures 12A–C, whereas the compensation signal of the hierarchical control strategy’s second stage during operation is shown in Figure 12D.
[image: Figure 12]FIGURE 12 | Dynamic responses of the generator and the MMC–MTDC and compensation signal of a single MMC controller after communication delay occurs. (A) The rotor angle of generator 3 in degrees. (B) d-axis component of the voltage 3 behind transient reactance in p.u. (C) Active power of MMC2. (D) The compensation signal acts on MMC2 controller.
In the presence of a network delay, the transient stability of the system is at stake (Figure 12). The phase angle of generator 3 has exceeded the rating (−360°), whereas the active power from the AC2 system oscillates violently for a long time. Compared with the results of using the proposed voltage compensation-based hierarchical adaptive control method, it is realized that the transient stability of the physical–cyber system under the cyber layer fault is greatly improved. From Figure 12D, it is evident that the signal COMP observes a first swell when the fault is introduced; however, it mitigates with time. The effect of the compensation mechanism on the MMC controller stops at about 12 s. Therefore, the results show that the proposed scheme can eliminate the adverse effects caused by communication delay and will not interfere with the system operation afterward.
5 CONCLUSION
In this article, voltage compensation-based hierarchical adaptive control for improving the transient stability of the cyber–physical MMC–MTDC system is presented. In the first stage of the control strategy, the transient stability of the MMC–MTDC physical layer system is improved; in the second stage, adverse effects of communication delay on the cyber–physical system stable operation are eliminated. Simulations are performed by modifying the IEEE-9 bus system with a three-terminal MTDC grid. The proposed strategy has a high tendency for practical application in the fields of the cyber–physical MMC–MTDC system in the future. The following conclusions are drawn from the theoretical analyses and model simulations:
1) The first stage of the hierarchical control modifies the higher-level control method ensuring the stability of the reference value of the output current in the case of large disturbance. Consequently, the MMC–MTDC grid’s transient stability is improved significantly.
2) Considering the potential risk of communication delay to power grid stability, the proposed voltage compensation scheme-based hierarchical control effectively ensures the accuracy of cascade control and improved the reliability of the cyber–physical system.
Therefore, the proposed hierarchical control can effectively improve the transient stability under fault events in cyber–physical MMC–MTDC systems.
DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article/Supplementary Material; further inquiries can be directed to the corresponding authors.
AUTHOR CONTRIBUTIONS
XW contributed to all aspects of this work and conducted data analysis. HJ, HW, and JP gave useful comments and suggestions to this work, and affect the process of the research. All authors reviewed the manuscript.
FUNDING
This study was supported by the Foundations of Shenzhen Science and Technology Innovation Committee under grants JCYJ20180305125407996, GJHZ20180928160212241, and JCYJ20190808165201648.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors, and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
REFERENCES
 Chen, W., Zhu, X., Yao, L., Ning, G., Li, Y., Wang, Z., et al. (2016). A Novel Interline DC Power-Flow Controller (IDCPFC) for Meshed HVDC Grids. IEEE Trans. Power Deliv. 31, 1719–1727. doi:10.1109/TPWRD.2016.2547960
 Duan, J., Xu, H., and Liu, W. (2018). Q-Learning-Based Damping Control of Wide-Area Power Systems under Cyber Uncertainties. IEEE Trans. Smart Grid 9, 6408–6418. doi:10.1109/TSG.2017.2711599
 Eriksson, R. (2014). Coordinated Control of Multiterminal DC Grid Power Injections for Improved Rotor-Angle Stability Based on Lyapunov Theory. IEEE Trans. Power Deliv. 29, 1789–1797. doi:10.1109/TPWRD.2013.2293198
 Fan, S., Zhang, K., Xiong, J., and Xue, Y. (2015). An Improved Control System for Modular Multilevel Converters with New Modulation Strategy and Voltage Balancing Control. IEEE Trans. Power Electron. 30, 358–371. doi:10.1109/TPEL.2014.2304969
 Hagiwara, M., and Akagi, H. (2009). Control and Experiment of Pulsewidth-Modulated Modular Multilevel Converters. IEEE Trans. Power Electron. 24, 1737–1746. doi:10.1109/TPEL.2009.2014236
 Hahn, F., Andresen, M., Buticchi, G., and Liserre, M. (2018). Thermal Analysis and Balancing for Modular Multilevel Converters in HVDC Applications. IEEE Trans. Power Electron. 33, 1985–1996. doi:10.1109/TPEL.2017.2691012
 Huang, K., Li, Y., Zhang, X., Liu, L., Zhu, Y., and Meng, X. (2021). Research on Power Control Strategy of Household-Level Electric Power Router Based on Hybrid Energy Storage Droop Control. Prot. Control Mod. Power Syst. 6, 178–190. doi:10.1186/s41601-021-00190-2
 Javed, R., Mustafa, G., Khan, A. Q., and Abid, M. (2018). Networked Control of a Power System: A Non-uniform Sampling Approach. Electr. Power Syst. Res. 161, 224–235. doi:10.1016/j.epsr.2018.04.014
 Liu, W., Gong, Q., Han, H., Wang, Z., and Wang, L. (2018). Reliability Modeling and Evaluation of Active Cyber Physical Distribution System. IEEE Trans. Power Syst. 33, 7096–7108. doi:10.1109/TPWRS.2018.2854642
 Oghorada, O., Zhang, L., Han, H., Esan, A., and Mao, M. (2021). Inter-cluster Voltage Balancing Control of a Delta Connected Modular Multilevel Cascaded Converter under Unbalanced Grid Voltage. Prot. Control Mod. Power Syst. 6, 289–299. doi:10.1186/s41601-021-00202-010.1186/s41601-021-00203-0
 Park, J W., and Lee, J. M. (2001). Transmission Modeling and Simulation for Internet-Based Control. 27th Annu. Conf. IEEE Industrial Electron. Soc. 1, 165–169. doi:10.1109/IECON.2001.976473
 Pou, J., Ceballos, S., Konstantinou, G., Agelidis, V. G., Picas, R., and Zaragoza, J. (2015). Circulating Current Injection Methods Based on Instantaneous Information for the Modular Multilevel Converter. IEEE Trans. Ind. Electron. 62, 777–788. doi:10.1109/TIE.2014.2336608
 Qiang, G., Xi, Y., and Ye, L. (2018). “Circulating Current Suppressing and AC Faults Ride-Through Capability Analysis of Zhoushan MMC-MTDC System,” in Proc. IEEE Conf. on Energy Internet and Energy Syst Integra,  (Beijing, China, 20-22 Oct. 2018) ( IEEE), 1–7. doi:10.1109/EI2.2018.8582364
 Qin, J., and Saeedifard, M. (2012). Predictive Control of a Modular Multilevel Converter for a Back-To-Back HVDC System. IEEE Trans. Power Deliv. 27, 1538–1547. doi:10.1109/TPWRD.2012.2191577
 Sau-Bassols, J., Ferrer-San-Jose, R., Prieto-Araujo, E., and Gomis-Bellmunt, O. (2020). Multiport Interline Current Flow Controller for Meshed HVDC Grids. IEEE Trans. Ind. Electron. 67, 5467–5478. doi:10.1109/TIE.2019.2934058
 Teixeira Pinto, R., Bauer, P., Rodrigues, S. F., Wiggelinkhuizen, E. J., Pierik, J., and Ferreira, B. (2013). A Novel Distributed Direct-Voltage Control Strategy for Grid Integration of Offshore Wind Energy Systems through MTDC Network. IEEE Trans. Ind. Electron. 60, 2429–2441. doi:10.1109/TIE.2012.2216239
 Tipsuwan, Y., and Chow, M.-Y. (2004). Gain Scheduler Middleware: A Methodology to Enable Existing Controllers for Networked Control and Teleoperation-Part I: Networked Control. IEEE Trans. Ind. Electron. 51, 1218–1227. doi:10.1109/TIE.2004.837866
 Vellaithurai, C., Srivastava, A., Zonouz, S., and Berthier, R. (2015). CPindex: Cyber-Physical Vulnerability Assessment for Power-Grid Infrastructures. IEEE Trans. Smart Grid 6, 566–575. doi:10.1109/TSG.2014.2372315
 Wang, C., Zhang, T., Luo, F., Li, F., and Liu, Y. (2019). Impacts of Cyber System on Microgrid Operational Reliability. IEEE Trans. Smart Grid 10, 105–115. doi:10.1109/ICMLC.2009.521236510.1109/tsg.2017.2732484
 Wang, H., Ruan, J., Ma, Z., Zhou, B., Fu, X., and Cao, G. (2019). Deep Learning Aided Interval State Prediction for Improving Cyber Security in Energy Internet. Energy 174, 1292–1304. doi:10.1016/j.energy.2019.03.009
 Wang, H., Ruan, J., Zhou, B., Li, C., Wu, Q., Raza, M. Q., et al. (2019). Dynamic Data Injection Attack Detection of Cyber Physical Power Systems with Uncertainties. IEEE Trans. Ind. Inf. 15, 5505–5518. doi:10.1109/TII.2019.2902163
 Wang, P., Ashok, A., and Govindarasu, M. (2015). “Cyber-physical Risk Assessment for Smart Grid System Protection Scheme,” in Proceeding of the 2015 IEEE Power & Energy Society General Meeting,  (Denver, CO, USA, 26-30 July 2015) ( IEEE), 1–5. doi:10.1109/TSG.2014.2387381
 Wang, Y., Yuan, Z., and Fu, J. (2016). A Novel Strategy on Smooth Connection of an Offline MMC Station into MTDC Systems. IEEE Trans. Power Deliv. 31, 568–574. doi:10.1109/TPWRD.2015.2437393
 Wen, X., Peng, J., Aziz, S., and Jiang, H. (2020). PCC Voltage Compensation Scheme of MMC-MTDC System for Transient Stability Enhancement under Communication Delay. IEEE Access 8, 187713–187720. doi:10.1109/ACCESS.2020.3026097
 Xin, S., Guo, Q., Sun, H., Zhang, B., Wang, J., and Chen, C. (2015). Cyber-physical Modeling and Cyber-Contingency Assessment of Hierarchical Control Systems. IEEE Trans. Smart Grid 6, 2375–2385. doi:10.1109/TSG.2014.2387381
 Zhang, J., Cui, M., and He, Y. (2020). Robustness and Adaptability Analysis for Equivalent Model of Doubly Fed Induction Generator Wind Farm Using Measured Data. Appl. Energy 261, 114362. doi:10.1016/j.apenergy.2019.114362
 Zhang, S., Zou, G., Wang, C., Li, J., and Xu, B. (2020). A Non-unit Boundary Protection of DC Line for MMC-MTDC Grids. Int. J. Electr. Power & Energy Syst. 116, 105538. doi:10.1016/j.ijepes.2019.105538
 Zhang, Y., Cong, W., Li, G., Sun, K., and Zhang, Y. (2020). Single-ended MMC-MTDC Line Protection Based on Dual-Frequency Amplitude Ratio of Traveling Wave. Electr. Power Syst. Res. 189, 106808. doi:10.1016/j.epsr.2020.106808
 Zhao, T., Wang, D., Lu, D., Zeng, Y., and Liu, Y. (2015). “A Risk Assessment Method for Cascading Failure Caused by Electric Cyber-Physical System (ECPS),” in Proceeding of the 2015 5th International Conference on Electric Utility Deregulation and Restructuring and Power Technologies,  (Changsha, China, 26-29 Nov. 2015) ( IEEE), 787–791. doi:10.1109/DRPT.2015.7432333
 Zhen-Dong Zhao, Z., Lou, Y.-Y., Jun-Hong Ni, J., and Jing Zhang, J. (2009). “RBF-SVM and its Application on Reliability Evaluation of Electric Power System Communication Network,” in Proceeding of the 2009 International Conference on Machine Learning and Cybernetics,  (Baoding, China, 12-15 July 2009) ( IEEE), 1188–1193. doi:10.1109/ICMLC.2009.5212365
 Zimmerman, R., and Gan, D. (2016). MATPOWER: A Matlab Power System Simulation Package. [Online]. Available: http://www/pserc.cornell.edu. 
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2022 Wen, Wu, Jiang, Peng and Wang. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		BRIEF RESEARCH REPORT
published: 11 July 2022
doi: 10.3389/fenrg.2022.967167


[image: image2]
Optimal Reconfiguration of Thermoelectric Generation System Under Heterogeneous Temperature Difference
You Zheng1, Enyou Zhang2 and Peng An1*
1School of Electronic and Information Engineering, Ningbo University of Technology, Ningbo, China
Ningbo Jianan Electronics Company Limited., Ningbo, China
Edited by:
Xueqian Fu, China Agricultural University, China
Reviewed by:
Yaxing Ren, University of Warwick, United Kingdom
Yixuan Chen, University of Hong Kong, Hong Kong SAR, China
* Correspondence: Peng An, 614545513@qq.com
Specialty section: This article was submitted to Smart Grids, a section of the journal Frontiers in Energy Research
Received: 12 June 2022
Accepted: 22 June 2022
Published: 11 July 2022
Citation: Zheng Y, Zhang E and An P (2022) Optimal Reconfiguration of Thermoelectric Generation System Under Heterogeneous Temperature Difference. Front. Energy Res. 10:967167. doi: 10.3389/fenrg.2022.967167

In view of the low efficiency of thermoelectric generation systems in different regions, this paper designs an optimization and reconfiguration of thermoelectric power generation system under heterogeneous temperature difference (HTD) based on particle swarm optimization (PSO) algorithm, so as to make full use of various thermal energy resources and obtain higher electrical output power, which realize multi-directional utilization of energy. In addition, PSO algorithm is a simple optimization strategy with a straightforward operation mechanism and fewer parameters to control during calculation. The research shows that when TEG array is in multiple HTD states, PSO algorithm has a stronger ability to get rid of local optimization, which can reduce power loss and improve energy conversion efficiency. On this basis, PSO algorithm is used to reconfigure the 15 × 15 symmetric TEG array. The experimental simulation analysis based on MATLAB platform is carried out to verify the feasibility of PSO algorithm.
Keywords: thermoelectric generation system, heterogeneous temperature difference, reconfiguration, particle swarm optimization algorithm, symmetric
1 INTRODUCTION
With the growth of the global population and the improvement of human living standards (Shahbaz et al., 2020; Sun et al., 2020), energy consumption is also growing rapidly. For more than 100 years, traditional fossil energy (Liu et al., 2020) has been dominant in energy consumption, even disasters to a certain extent (Yang et al., 2020), but the consumption of traditional fossil energy will generate a large amount of carbon dioxide, which will lead to obvious greenhouse gas effects and bring huge challenges (Zhang et al., 2019) to the living environment of human beings, even to a certain degree of disaster. Thus, based on new materials and new technologies, the development of clean and renewable energy that can replace traditional fossil energy (El-Dein et al., 2013) (i.e., hydropower, nuclear energy, solar energy, wind energy, hydrogen energy, etc.) is imminent, which plays a vital role in the optimization of energy structure as well as the protection of the ecological environment.
It is worth noting that modern human activities generate a large amount of waste heat (Jian et al., 2021), especially industrial production activities are the main reason for creating a large amount of waste heat. Based on this, many scholars currently use semiconductor thermoelectric generation (Ge et al., 2021) technology to convert this waste heat into electricity. Thermoelectric generator (TEG) (Fernández-Yáñez et al., 2021), also known as waste heat power generation, is based on the theory of thermoelectric power generation, that is, using the temperature difference between high and low temperature heat sources, upon which low boiling point working fluid is used as the circulating work fluid. And then, on the basis of Rankine Cycle (RC), the steam generated by the high temperature heat source is heated and evaporated to generate electricity, which can directly convert the heat source into electricity, while the power generation process is vibration-free, pollution-free, highly reliable, long service life, etc. In addition, TEG system (Luo et al., 2021) has numerous application scenarios, such as temperature differences between upper and lower ocean waters, waste heat from automobile engines, and waste heat generated from industrial equipment after the operation.
Although TEG has tremendous potential in the field of waste heat recovery, its inherent deficiencies such as low energy conversion efficiency and low waste heat utilization rate restrict its more extensive application. One of the ideas being researched to enhance energy conversion efficiency is to search for the maximum power point (MPP) based on the maximum power point tracking (MPPT) algorithm. For the TEG array in uniform temperature difference conditions (i.e., similar to photovoltaic (PV) (Li et al., 2018) panels exposed to various solar radiation), scholars have concentrated a large number of their attention. Traditional gradient control techniques (Mamura et al., 2022) such as perturbation observation (PO) method, incremental conductance (INC.) method, open circuit voltage (OCV) method, and other optimization methods are exploited to obtain the optimal energy output of the TEG system. Although the traditional methods mentioned above are straightforward (Matthew and Jae, 2015) in principle and easy to implement, they are less accurate in control, which oscillates significantly around the MPP and even misjudges it, thus causing some power loss. Besides, in practical engineering applications, the external ambient temperature is not constant, rather it changes dynamically, which renders the gradient control techniques unsuitable for MPPT under various heterogeneous temperature difference (HTD) conditions.
The inevitable actual HTD states can produce multiple local maximum power points (LMPPs) on the power curve, into which the above method can be trapped very easily, so more sophisticated and intelligent techniques are required to search for the global maximum power point (GMPP). The meta-heuristic algorithms are powerful tools for achieving high-quality solutions in a short time, in part by identifying locally optimal solutions in the absence of an exact mathematical model. They offer an insightful and promising direction of work for tackling complicated high-dimensional optimization problems. Reference (Yang et al., 2019) proposed an improved adaptive compass search (ACS) to realize an efficient and stable GMPP search on power-current (P-I) of centralized TEG system under HTD. The proposed arithmetic optimization algorithm (AOA) in literature (Zhang et al., 2022), based on arithmetic operators in mathematics, enabled simple and rapid adaptive local exploration and global exploitation, thereby avoiding low quality LMPP to raise the energy utilization efficiency and generation efficiency of TEG systems. In addition, the musical chairs algorithm (MCA), particle swarm optimization (PSO) (Lamzouri et al., 2020), cuckoo search algorithm (CSA), as well as genetic algorithm (GA) are also applied to the MPPT of TEG systems.
With further research into energy efficiency and generation efficiency improvements in TEG systems, inspired by PV array reconfiguration for maximum power output, reconfiguration of TEG arrays is also a promising approach. In special, the reconfiguration technology can be divided into static reconfiguration and dynamic reconfiguration. The former reduces the power loss by rearranging the physical location of the PV modules. Although this method can disperse the shadows to other rows, the wiring is not flexible and inefficient for large PV arrays. Therefore, in practical engineering applications, dynamic reconfiguration has greater potential, which is to dynamically change the electrical connection mode by changing the switch matrix with strong flexibility and reliability. It is worth affirming that meta-heuristic algorithms have significant advantages and potential in dealing with array reconfiguration. For instance, butterfly optimization algorithm (BOA) (Fathy, 2020), grasshopper optimization algorithm (GOA) (Fathy, 2018), gravitational search algorithm (GSA) (Hasanien et al., 2016) artificial ecosystem-based optimization (AEO) (Yousri et al., 2022), ant colony algorithm (ACO) (Krishnan et al., 2020), and so on.
Inspired by the reconfiguration of PV arrays, this paper proposes a novelist PSO algorithm (Zeddini et al., 2016) for the reconfiguration of TEG arrays to reduce power losses and boost power generation efficiency. The main novelties/contributions of the proposed method are stated as follows:
The concept of reconfiguring TEG array to maximize power output is proposed for the first time;
PSO algorithm is a simple group optimization strategy with a simple operation mechanism and few parameters to be controlled in the calculation process;
The experimental results illustrate that PSO algorithm has a stronger ability to get rid of falling into local optimization, which can reduce power loss and improve energy conversion efficiency when TEG array is in multiple HTD states.
The rest of this paper is presented as follows: the mathematical model of TEG array is provided in Section 2. Besides, Section 3 describes the execution mechanism of PSO algorithm in detail. Section 4 illustrates results and discussion of simulation in comprehensive cases. Lastly, Section 5 summarizes various conclusions and future perspectives.
2 TEG ARRAY MODELLING
2.1 TEG Module Modelling
The TEG module is composed of two different thermoelectric materials, i.e., p-type and n-type. In addition, based on the Seebeck effect principle, the potential difference is caused by the migration of carriers in thermoelectric materials to convert heat energy into electric energy, as presented in Figure 1. A TEG module can be equivalent to a series resistance of the current source, which can be written as follows (Liu et al., 2016):
[image: image]
where [image: image] means the Seebeck coefficient [image: image]; Th and Tc denote the temperature on the hot side and cold side, respectively [image: image]; [image: image] is the temperature difference [image: image].
[image: Figure 1]FIGURE 1 | Equivalent circuit of a TEG module.
The Seebeck coefficient [image: image] is normally a temperature function that depends mainly on the conductor which is positively correlated with temperature. Additionally, the Thompson effect also plays a role in the generation of heat, with the Thomson coefficient τ being written as (Liu et al., 2016; Bijukumar et al., 2018)
[image: image]
where T is the average temperature of the hot side and cold side.
In practice, the Seebeck coefficient varies dynamically, mainly according to the average temperature on the low temperature side as well as on the high temperature side, which can be indicated as (Chakraborty et al., 2006)
[image: image]
where [image: image] denotes the fundamental portion of Seebeck coefficient; [image: image] stands for the variation rate of Seebeck coefficient; [image: image] is regarded as the temperature reference.
Figure 1 represents the equivalent circuit of the TEG module, where the output current ITEG as well as the output power [image: image] of the TEG module can be derived as
[image: image]
[image: image]
where [image: image] is the output power of TEG module; [image: image] is the internal resistance; [image: image] presents load resistance.
When the external load is equivalent to the internal resistance of the thermoelectric material, the maximum power value can be obtained in the thermoelectric circuit as follows:
[image: image]
2.2 Mathematical Modelling of TEG Array
The low output voltage and low power of a single TEG module make it difficult to satisfy the practical requirements of the application, so several modules are connected in parallel and in series to form a TEG array. Figure 2A shows the [image: image] topology of the TEG array. Figure 2B plots the circuit equivalent of a single TEG module. Figure 2C gives the equivalence circuit diagram for the Nth column TEG array.
[image: Figure 2]FIGURE 2 | The [image: image] topology of the TEG array. (A) shows the H × G topology of the TEG array. (B) plots the circuit equivalent of a single TEG module. (C) gives the equivalence circuit diagram for the Nth column TEG array.
The output voltage and corresponding internal resistance in each column of the TEG array can be written as the sum of the voltages and corresponding internal resistances of the TEG modules in that column, which represents as
[image: image]
[image: image]
where [image: image] is the voltage from the hth row and the gth column; [image: image] presents the overall resistance in the nth column; [image: image] is denoted as the corresponding internal resistance of the hth row and the gth column.
There is no doubt that the output power of a TEG array is highly dependent on the load voltage. Because when the output voltage of the column is less than the load voltage, the column is considered to be resistive. On the contrary, this column can output power. The equivalent internal resistance of each TEG module is calculated as
[image: image]
Furthermore, each column of TEG array can be equated to a current source in parallel with the corresponding internal resistance, whereas the current source can be expressed as
[image: image]
The equivalent circuit of the [image: image] topology TEG array can be simplified to G current sources in parallel. Besides, the current sources in the circuit can be equated to voltage sources according to Thevenin’s theorem. Consequently, the total internal resistance, current sources, and voltage source of the TEG array can be written as follows:
[image: image]
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The TEG array can output the maximum power when the total internal resistance is equal to the load resistance. Hence, the maximum output power of the TEG array can be described as
[image: image]
2.3 Objective Function
The significance of TEG array reconfiguration lies in seeking for GMPP, whose mathematical formula can be constructed as
[image: image]
2.4 Power Enhancement
Furthermore, a key criterion to measure the efficiency and performance of reconfiguration is power enhancement, which can be expressed as
[image: image]
where [image: image] is denoted GMPP found through reconfiguration of TEG array; [image: image] stand for GMPP that can be found without reconfiguration of TEG array.
3 PARTICLE SWARM OPTIMIZATION ALGORITHM
3.1 Optimization Mechanism
PSO algorithm is a well established swarm intelligence optimization algorithm that exploits the information communication capabilities of a population to discover the optimal solution to a problem. PSO algorithm (Gavhane et al., 2017) is constructed from the concept of real-life bird foraging whereby each particle in the swarm is initialized with its corresponding fitness value, which corresponds to the solution to the problem. In addition, each particle memorizes the solution during each iteration (i.e., the individuals in the swarm retain their own best position for searching for food Pbest as well as the best position obtained from the group Gbest), which then begins to iterate. The iterative process is the process of each particle searching for the optimal solution, with the particles regulating their position and speed in accordance with the variation in fitness values to seek the optimal position, when all particles have converged to that position, that is the optimal solution to the problem. In particular, the velocity of the particle is denoted as [image: image] together with the position is expressed as [image: image].
Based on the principle of PSO algorithm, the mathematical model can be developed as follows: in a space of dimension D, a swarm of n particles searches for the optimal target, while the velocity and position of each particle are represented as
[image: image]
[image: image]
where [image: image] is denoted as the velocity of the ith particle in D dimensional space at time t+1; [image: image] stands for the inertia weight of the particle, with a value range of 0–1; [image: image] and [image: image] are the learning factors used to adjust the trajectory and state of the particle; [image: image] and [image: image] represent the random factors, which are defined as random numbers between [0, 1]; Pbest is regarded as the optimal position of the individual in the particle memory; Gbest represents the optimal position obtained in the population; [image: image] is the position of the ith particle at the tth iteration.
In addition, the velocity and position of each particle are limited by boundary conditions in each iteration, as the particle may exceed the allowed search space and produce invalid solutions, while Vmax is called velocity clamp as well as Xmax and Xmin mean position clamp.
3.2 Overall Optimization Procedure
For this reason, the overall implementation process of the reconfiguration design of TEG array based on PSO algorithm is depicted in Table 1.
TABLE 1 | Executive procedure of PSO algorithm based on reconfiguration.
[image: Table 1]4 CASE STUDIES
The array reconfiguration was carried out for six different HTD patterns (i.e., 1) Nonuniform row, 2) Short width, 3) Short narrow, 4) Diagonal, 5) External, 6) Inside) for a TEG array with a [image: image] symmetric topology. Furthermore, the results were derived from the optimization of PSO algorithm, which was compared with the results without reconfiguration. In addition, the maximum number of iterations K, the population size Pop, as well as the number of independent runs Nrun were set at 30, 40, and 50, respectively. All the simulations were executed on MATLAB/Simulink 2019b via a personal computer with an IntelR CoreTM i5 CPU at 2.9 GHz and 16 GB of RAM.
Compared with the output power without reconfiguration, a comprehensive and holistic comparison of the reconfiguration performance of PSO algorithm in six HTD patterns is carried out. Furthermore, the six HTD distributions in the 15 × 15 symmetric TEG array are shown in Figure 3, where different colors indicate different temperatures and the number on each block represents the temperature of that module. Figure 4 shows the output characteristics curves (i.e., V-I and P-I curves) of a 15 × 15 symmetric TEG array after reconfiguration. In particular, the maximum output power gained after PSO algorithm reconfiguration optimization is 4.305% higher than that gained without reconfiguration optimization under external temperature difference conditions, as illustrated in Figure 5. Figure 6 depicts the high and low temperature distribution of the 15 × 15 symmetric TEG array for each UTD state after reconfiguration based on the PSO algorithm.
[image: Figure 3]FIGURE 3 | Six HTD patterns in the 15 × 15 symmetric TEG array.
[image: Figure 4]FIGURE 4 | Output characteristics curves of a 15 × 15 symmetric TEG array. (A) V-I curves from the a to c pattens, (B) V-I curves from the d to f pattens, (C) P-I curves from the a to c pattens, and (D) P-I curves from the d to f pattens.
[image: Figure 5]FIGURE 5 | The V-I and P-I curves with and without the optimization at pattern e (A) V-I curve at pattern e, (B) P-I curve at pattern e.
[image: Figure 6]FIGURE 6 | Six HTD patterns in the 15 × 15 symmetric TEG array after reconfiguration.
In addition, Pmax, Pmin, Pavg, and STD in Table 2 are the maximum, minimum, average, and standard deviation of the output power of the PSO algorithm in 20 independent runs, while Pen1, Pen2, and Pen3 in Table 2 indicate the power enhancement values of the maximum output power, minimum output power, and average output power respectively, which are valuable for assessing the reliability and effectiveness of the TEG array using PSO algorithm. Under six UTD patterns (e.g., 1) Nonuniform row, 2) Short width, (c)Short narrow, 4) Diagonal, 5) External, 6) Inside), the power enhancement values of the maximum power are 1.413, 2.448, 1.070, 2.688, 4.305, 2.528% in turn. To sum up, PSO algorithm can be closer to GMPP through population search, which can remarkably enhance the reconfigured power of TEG array and effectively reduce power loss through a simple optimization mechanism and single search law.
TABLE 2 | Output optimal power obtained by PSO algorithm under HTD conditions.
[image: Table 2]5 CONCLUSION
This paper proposes a meta-heuristic optimization approach called PSO algorithm for TEG system reconfiguration under HTD conditions, which contains the following three contributions/novelties:
(1) This paper proposed a PSO to optimize TEG system reconfigures symmetric arrays, which has not been previously employed to achieve a fast and effective tracking of the MPPT under HTD conditions;
(2) This paper comprehensively considers the impact caused under HTD conditions and simulates the actual temperature distribution including six types of wasted heat. Besides, a design of electrical switching arrangement is performed for 15 × 15 symmetric TEG arrays so that it can easily deal with any HTD conditions;
(3) The switch matrix of electrical connection is controlled in real-time by PSO algorithm to realize the optimal reconfiguration of TEG system affected by HTD conditions, which effectively approximates GMPP;
(4) Compared with the common reconfiguration methods, PSO algorithm has good performance in global exploration and local exploitation, which can apparently reduce the probability of falling into LMPP.
PSO algorithm is also a model-free algorithm, which is highly independent of the specific mathematical model of the optimization problem. Hence, it has high application flexibility and can be employed for other optimization problems of energy conversion, such as MPPT of PV systems.
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This article presents a perturbation observer–based robust nonlinear damping control (RNDC) scheme for a doubly fed induction generator (DFIG)–based wind farm to damp the inter-area oscillations of multi-area power systems. In the RNDC scheme, the perturbation term is introduced to describe the combined effects of nonlinearities, uncertainties, and disturbances of multi-area power systems with wind farms. The feedback linearization control is realized for reactive power control loops of the DFIG based on state estimation and perturbation estimation derived from a perturbation observer, thus achieving the damping control of the DFIG. The proposed RNDC scheme only needs one measurement signal, and it does not require any model parameters of the power grid and wind farm. Simulation studies are carried out on a two-area power system model connected with the wind farm to validate the control performance of the RNDC scheme under the conditions of three-phase-to-ground faults, parameter variations, and time delays.
Keywords: DFIG, wind farm, damping control, reactive power control, inter-area oscillations
1 INTRODUCTION
Wind energy is a cost-effective and environmental-friendly resource, and it has become one of the most promising renewable energy resources to solve the fossil energy crisis and environmental pollution problems (Li et al., 2019; Xiahou K. et al., 2020; Moness and Moustafa, 2020; Xiahou et al., 2021; Xiao et al., 2022). The wind power generation technology has developed rapidly over the past decades. Among various wind power generators, the doubly fed induction generator (DFIG)–based wind turbine (Xue et al., 2019; Xiahou et al., 2018a,b; Wei et al., 2022) has the advantages of high energy conversion efficiency, full active and reactive power control capabilities, and small power converter rating of back-to-back converter. Therefore, the DFIG-based wind turbines have been broadly installed around the world for wind power generation systems, and the DFIG-based wind farms play an important role in the control and operation of power systems.
The modern power system is interconnected by different control areas, and the size of the power system is growing. The inter-area low-frequency oscillation is a threat to the stable operation of the power system, and it has been reported by many countries (Yao et al., 2013; Liu et al., 2022, to be published). With the integration of large-scale wind power, the inter-area oscillation issue becomes more and more severe since the intermittency and volatility of wind power may aggravate the effects of inter-area oscillation and even lead to instability of the power system. Recently, researchers have investigated various damping control methods to mitigate the inter-area oscillations and ensure the stable operation of the power system. Authors have adopted the lead–lag compensator (Yao et al., 2011), networked predictive control (Yao et al., 2015), and dynamic programming control (Zhao et al., 2022, to be published) for designing wide-area damping controllers to suppress the inter-area oscillations of the power system. Nevertheless, the damping controller (Yao et al., 2011, 2015; Zhao et al., 2022, to be published) is only applied for synchronous generators and does not consider the wind farms.
Due to the merits of flexible active and reactive power control ability of the DFIG, recent researchers have used the DFIG-based wind farm to damp the inter-area oscillations of power systems. In the study by Hughes et al., (2006), a classical damping controller is designed for the DFIG to enhance the system dynamic response, and the damping control is similar to the power system stabilizer (PSS) for the synchronous generator. In the study by Miao et al., (2009); Fan et al., (2011), a damping control scheme is designed for the rotor-side converter of the DFIG-based wind farm based on the root locus analysis method so as to improve the damping performance of inter-area oscillations. In the study by Singh et al., (2014); Kunjumuhammed et al., (2017), the classical lead–lag compensator is applied to design the damping controller for the DFIG. The linear robust control method (Yogarathinam and Chaudhuri, 2018) and particle swarm optimization method (Huang and Chung, 2012) are used by researchers for the parameter design of damping controllers of the DFIG.
Nevertheless, the abovementioned linear damping controllers (Hughes et al., 2006; Miao et al., 2009; Fan et al., 2011; Huang and Chung, 2012; Singh et al., 2014; Kunjumuhammed et al.,2017; Yogarathinam and Chaudhuri, 2018) are designed based on the linearized model of the DFIG and power system with respect to one fixed operation point; thus, these damping controllers are weak to model uncertainties and operation point uncertainties. Nonlinear intelligent control methods, such as data-driven, model-free adaptive control (Shi et al., 2020) and adaptive dynamic programming control (Mir and Senroy, 2020), have been applied to design the damping controller for the DFIG, while these controllers are complex and cannot ensure the closed-loop stability of the system. Nonlinear sliding-mode control (SMC)–based damping control (Liao et al., 2016, 2017) has been proposed for the DFIG-based wind farm, and it shows better damping performance than the conventional linear controller. However, the SMC (Liao et al., 2016, 2017) requires many model parameters and measurement signals, which is difficult to be implemented in practice.
This study deals with the aforementioned problems and proposes a perturbation observer–based robust nonlinear damping control (RNDC) scheme for the DFIG-based wind farms to damp the inter-area oscillations of the power system. The nonlinear model of the multi-area power system integrated with the DFIG-based wind farm is built. A perturbation observer is designed based on the input–output linearization model of the nonlinear power system to simultaneously estimate the system state and perturbation state. The nonlinear power system model with the wind farm is regulated by the feedback linearization control based on the state and perturbation estimations provided by the perturbation observer. Simulation studies are carried out on a two-area power system to demonstrate the effectiveness of the proposed RNDC scheme.
This article is organized as follows. Section 2 depicts the nonlinear model of the two-area power system with the DFIG-based wind farm. Section 3 illustrates the proposed perturbation observer–based robust nonlinear damping control scheme. Simulation results are given in Section 4, and conclusions are drawn in Section 5.
2 TWO-AREA POWER SYSTEM MODEL WITH WIND FARM
The configuration of the studied two-area power system is shown in Figure 1, in which Area 1 and Area 2 power systems are connected via transmission lines, and a wind farm is connected to the Area 1 power system. The wind farm is represented by an equivalent aggregated DFIG-based wind turbine model, which consists of a rotor-side converter (RSC) and grid-side converter (GSC). A damp controller is installed on the DFIG-based wind farm to mitigate the inter-area oscillations between Area 1 and Area 2 power systems.
[image: Figure 1]FIGURE 1 | Two-area power system integrated with the DFIG-based wind farm.
2.1 Wind Farm Model
The DFIG model (Xiahou and Wu, 2018; Xiahou K. S. et al., 2020) can be expressed in the synchronous rotating d-q reference frame. The stator flux linkages of the DFIG are given as
[image: image]
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and the rotor flux linkages of the DFIG are represented by
[image: image]
[image: image]
where ψsd and ψsq are the d-axis and q-axis components of the stator flux, respectively. ψrd and ψrq are the d-axis and q-axis components of rotor fluxes, respectively. Isd and Isq are d-axis and q-axis components of stator currents, respectively. Ird and Irq are the d-axis and q-axis components of rotor currents, respectively. Lls, Llr, and Lm are the stator leakage inductance, rotor leakage inductance, and mutual inductance, respectively. Ls = Lls + Lm is the stator self-inductance, and Lr = Llr + Lm is the rotor self-inductance.
The dynamics of stator flux linkages of the DFIG are expressed by
[image: image]
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and the dynamics of rotor flux linkages are given by
[image: image]
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where ωs, ωr, and ωslip = ωs − ωr are the synchronous speed, rotor speed, and slip speed, respectively. Vsd and Vsq are the d-axis and q-axis components of stator voltages, respectively; Vrd and Vrq are the d-axis and q-axis components of rotor voltages, respectively; and Rs and Rr are the stator and rotor resistances, respectively.
The stator active and reactive powers of the DFIG are calculated as
[image: image]
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where Ps is the stator active power and Qs is the stator reactive power. The speed motion equation of the DFIG can be represented as
[image: image]
where Tm is the mechanical torque, Hw is the inertia constant, Dw is the damping factor, and Te is the electromagnetic torque given by
[image: image]
2.2 Power System Model
The two-area power system model integrated with the wind farm illustrated in Figure 1 is considered, which can be expressed by the swing equation (Kundur, 1994; Tobergte and Curtis, 2013; Xiahou et al., 2022)
[image: image]
where δ12 = δ1 − δ2 is the rotor angle deviation between Area 1 and Area 2 and δ1 and δ2 are the rotor angles of Area 1 and Area 2, respectively. ω12 = ω1 − ω2 is the generator speed deviation between Area 1 and Area 2, and ω1 and ω2 are the generator speed of Area 1 and Area 2, respectively. H1 and H2 are the equivalent inertia of Area 1 and Area 2, respectively. Pm1 and Pm2 are the mechanical power of Area 1 and Area 2, respectively. PL1 and PL2 are the load power of Area 1 and Area 2, respectively. V1 and V2 are the terminal voltage of Area 1 and Area 2, respectively.
The DFIG-based wind farm is connected to Area 1; thus, the two-area power system model with the wind farm becomes
[image: image]
where Pw is the active power of the wind farm. A supplementary reactive power controller is adopted to damp the inter-area oscillations of the power system. The reactive power Q1 of Area 1 can be expressed as
[image: image]
where Qw is the reactive power of the wind farm, Qc is the reactive power of the capacitive compensator and synchronous generator, and X is the impedance of the transmission line.
3 PERTURBATION OBSERVER–BASED ROBUST NONLINEAR DAMPING CONTROL
3.1 Nonlinear System Model for Damping Control
Taking the power angle δ2 = 0 as the reference value, it has δ12 = δ1. Thus, the two-area power system model becomes
[image: image]
From (15), the terminal voltage V1 of the Area 1 power system can be expressed as
[image: image]
Replacing V1 with (17) in (16), it has
[image: image]
The reactive power control loop of the DFIG can be approximated by a first-order model as
[image: image]
where [image: image] is the reference value of the reactive power Qw generated from the DFIG-based wind farm. Thus, the damping control model of reactive power loops can be expressed as
[image: image]
where ΔQw is the reactive power output caused by the damping controller and [image: image] is the damping control input. Based on the abovementioned analysis, the whole system dynamic equation can be written as
[image: image]
where [image: image] is the control input of the damping controller.
3.2 Controller Design
Taking [image: image] as the state vector, the power system model (21) can be expressed as the following nonlinear system model
[image: image]
where [image: image], [image: image], [image: image], f1(x) = x2, [image: image], and
[image: image]
Taking the control target y = x2 = ω12 as the output signal, the measurement equation is given as
[image: image]
The input–output linearization method is applied for the single-input-single-output (SISO) nonlinear system model (22)–(24). Differentiating the output variable y until the control signal u explicitly appears, which can be represented by
[image: image]
where the Lie derivations [image: image], [image: image] are calculated as
[image: image]
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Since the Lie derivative [image: image], the relative degree of y is obtained as r = 2.
The perturbation term ψ of the damping control system is introduced as
[image: image]
to represent the combined effects of nonlinearities, uncertainties, and external disturbances of the system, where the constant parameter b0 is to be tuned. Based on the definition of the perturbation term in Eq. 28, the system model (25) can be transformed as
[image: image]
The new state variable [image: image] is defined to represent the system state of Eq. 29, where ξ1 = y and [image: image]. Meanwhile, the extended state is defined as ξ3 = ψ to represent the perturbation term. Therefore, the nonlinear system model (29) can be represented with the third-order state-space form as
[image: image]
with
[image: image]
With the feedback linearization control law
[image: image]
the nonlinear system Θ can be linearized exactly into the following linear system
[image: image]
where K is the feedback gain matrix which is to be designed.
However, the perturbation state ξ3 of control law (32) is unknown, which is almost impossible to be implemented. Thus, the perturbation observer is designed to estimate the system perturbation state. Based on Eq. 30, a perturbation observer [image: image] is designed for the nonlinear system Θ as follows
[image: image]
where [image: image] is the estimated value of the system state ξ, [image: image] is the estimated value of the perturbation state ξ3, [image: image], l3 are observer gains, which are selected as lj = αjɛ−j (j = 1, 2, 3), where αj is chosen such that all the roots of s3 + α1s2 + α2s + α3 have negative real parts, and ɛ ∈ (0, 1] is a small gain parameter.
Based on the system state estimation [image: image] and perturbation state estimation [image: image] derived from the perturbation observer, the damping control law of the DFIG-based wind farm is given as
[image: image]
where the perturbation estimation [image: image] is adopted to compensate the effects of the perturbation term and the system state estimation [image: image] is used for the output feedback control. The classical linear quadratic regulator (LQR) method is utilized to design the optimal feedback gain matrix K since the relative degree of y is equal to 2, which is less than the nonlinear system order of 3. Thus, the internal dynamics can be obtained as [image: image]. When ξ1 = ξ2 = 0, the zero dynamics of the nonlinear system is given as [image: image], which indicates the internal stability of the nonlinear system model.
Based on the abovementioned analysis, the block diagram of the proposed perturbation observer–based robust nonlinear damping control scheme is illustrated in Figure 2. As seen, the PI-based dual-loop vector control scheme is adopted to control the RSC of the DFIG-based wind farm. The rotor currents Ird, Irq of the DFIG is regulated to their reference values [image: image] with the application of PI current controllers with compensation terms Δrd, Δrq. Meanwhile, the active power Ps and reactive power Qs are, respectively, regulated to their reference values [image: image] and [image: image] by the PI power controllers. Taking the speed deviation as the measured signal y = ω12, the perturbation observer (34) is implemented based on the input–output linearization model to simultaneously estimate the state and perturbation of the system. Based on Eq. 35, the state estimation and perturbation estimation of the perturbation observer are used for output feedback control and perturbation compensation, respectively, thus realizing the robust nonlinear damping control of the DFIG-based wind farm. It is noted that the proposed RNDC scheme only requires the measurement signal of speed deviation, and it does not need any model parameters.
[image: Figure 2]FIGURE 2 | Schematic of the proposed perturbation observer-based RNDC scheme.
4 SIMULATION STUDIES
Simulation studies are undertaken on the detailed two-area four-machine power system with the wind farm illustrated in Figure 3 built in Simulink/Sim Power Systems.
[image: Figure 3]FIGURE 3 | Configuration of the simulated power system.
The detailed parameters of the two-area four-machine power system are given in the study by Kundur, (1994). The rated power of Area 1 and Area 2 power is set as 1800 MW;, and the rated power of the DFIG-based wind farm is set as 180 MW; thus, the penetration level of the wind power of Area 1 reached 10%. The parameters of the DFIG-based wind farm are given as follows: rated voltage Vnom = 690 V, rated frequency fnom = 60 Hz, rated power Pnom = 2 MW, rated wind speed Vwnom = 11 m/s, stator leakage inductance Lls = 0.18 p. u., rotor leakage inductance Llr = 0.16 p. u., mutual inductance Lm = 2.9 p. u., stator resistance Rs = 0.023 p. u., and rotor resistance Rr = 0.016 p. u. The proposed RNDC scheme is compared with the classical damping control (CDC) (Miao et al., 2009) and sliding-mode control (SMC) (Liao et al., 2016) schemes under the conditions of three-phase-to-ground faults, parameter variations, and time delays.
4.1 Three-phase-to-ground Fault
In the first case, a three-phase-to-ground short-circuit fault is caused in the middle between Bus 7 and Bus 8 at t = 0.5 s, which means the fault location is 110 km away from the Area 1 power system. The simulation results of power angle deviation δ12, speed deviation ω12, active power P1 of Area 1, active power P2 of Area 2, active power Pw of wind farm, reactive power Qw of wind farm, rotor speed ωr of wind farm, and DC-link voltage Vdc of wind farm are given in Figure 4.
[image: Figure 4]FIGURE 4 | Simulation results obtained in the case where a three-phase-to-ground fault occurs in the middle of the transmission line.
As seen, after the three-phase-to-ground fault happens, the responses δ12 and ω12 of the two-area power system present low-frequency oscillations. All the three damping control schemes of the CDC, SMC, and RNDC can damp the inter-area oscillations, while the proposed RNDC scheme shows better damping performance than both the CDC and SMC. Meanwhile, the RNDC scheme adjusts the reactive power Qw of the wind farm to damp the oscillations, and the responses of active power Pw, reactive power Qw, rotor speed ωr, and DC-link voltage Vdc of the wind farm can quickly reach the stable states.
In addition, a three-phase-to-ground short-circuit fault is caused 20 km away from the Area 1 power system, and the simulation results are shown in Figure 5. Since the fault location is close to Bus 7, the responses of power angle deviation δ12, speed deviation ω12, active power P1 of Area 1, and active power P2 of Area 2 present much larger oscillations than the simulation results in Figure 4. According to the simulation results, the proposed RNDC scheme still shows better damping performance than both the CDC and SMC schemes, which verify the effectiveness of the RNDC scheme.
[image: Figure 5]FIGURE 5 | Simulation results obtained in the case where a three-phase-to-ground fault occurs close to the Area 1 power system.
4.2 Parameter Variations
The performance of the proposed RNDC scheme is further compared with that of the SMC scheme under the condition of parameter variations. In this case, the equivalent inertia H2 of Area 2 and the impedance X of transmission line are varied with +20% and −20% errors, respectively. Meanwhile, a three-phase-to-ground short-circuit fault is caused at the middle between Bus 7 and Bus 8 at t = 0.5 s, and the simulation results of the SMC and RNDC are illustrated in Figures 6A,B, respectively. As can be seen from the responses of δ12, ω12, P1, and P2, the parameter variations deteriorate the control performance of the SMC. This is due to the fact that the implementation of the SMC requires many model parameters of Area 1 and Area 2 power systems. Nevertheless, the implementation of the RNDC does not require any model parameters. The simulation results of the RNDC obtained with and without parameter variations are almost the same, which demonstrates the stronger robustness of the RNDC against parameter uncertainties than the SMC.
[image: Figure 6]FIGURE 6 | Simulation results of the (A) SMC and (B) RNDC obtained under parameter variations.
4.3 Time Delays
In this case, the proposed RNDC scheme is tested under the condition of time delay. A time delay of 50 ms is added to the measurement signal derived from the Area 2 power system, a three-phase-to-ground short-circuit fault is caused at the middle between Bus 7 and Bus 8 at t = 0.5 s, and the simulation results are shown in Figure 7.
[image: Figure 7]FIGURE 7 | Simulation results obtained under the condition of time delay.
As observed from the responses of δ12, ω12, P1, and P2, the time delay of the measurement signal degrades the performance of the CDC, SMC, and RNDC schemes. Since the SMC scheme requires many measurement signals from Area 2 power systems, the SMC scheme presents large fluctuations, and the power systems is almost unstable. Both the CDC and RNDC can still damp the inter-area oscillations, and the RNDC shows much better control performance than the CDC, which reveals the strong adaption ability of the RNDC to time delays.
5 CONCLUSION
This study has proposed an RNDC scheme for DFIG-based wind farms to damp the inter-area oscillations of power systems. The RNDC scheme is implemented based on the perturbation observer and feedback linearization control method. Simulation studies are undertaken on a two-area power system model with 10% level penetration of the wind farm. According to the simulation results obtained under the conditions of three-phase-to-ground short-circuit faults, parameter variations, and time delays, conclusions can be drawn as follows.
First, the proposed RNDC scheme can damp the inter-area oscillations of power systems caused by three-phase-to-ground short-circuit faults, and it shows better damping performance than both the CDC scheme and SMC scheme. Meanwhile, the proposed RNDC scheme presents stronger robustness against parameter variations and better adaption ability to time delays. This is due to the fact that the RNDC scheme only requires one measurement signal and does not need any model parameters. In addition, the accurate perturbation estimation derived from the perturbation observer is applied to compensate the unknown dynamics of nonlinear systems in the RNDC scheme. Finally, with the perturbation compensation and output feedback control, the RNDC can realize the exact feedback linearization control of DFIG-based wind farms and effectively damp the inter-area oscillations of multi-area power systems.
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With the rapid growth of wind power penetration into modern power grids, wind speed forecasting plays an increasingly significant role in the planning and operation of electric power and energy systems. However, the existing wind speed forecasting methods are modeled as black boxes, which are very complicated and cannot be written down explicitly due to the complex fluctuation characteristics of wind speed series. To this end, this study proposes a novel direct method based on an explainable neural network (xNN) for deterministic and probabilistic wind speed forecasting. It can theoretically extract the nonlinear mapping features in wind speed, thereby providing a clear explanation of the relationship between the input and the output of the forecasting model. Then, the uncertainties in wind speed are statistically synthesized via the kernel density estimation method. Finally, we use wind speed data from real wind farms in Belgium to verify the feasibility and effectiveness of the proposed method. The simulation results demonstrate that it is not only able to accurately extract the non-stationary feature in the wind speed series but also superior to other benchmark algorithms in prediction accuracy. Therefore, the proposed method has a high potential for practical applications in real electric power and energy systems.
Keywords: wind speed, prediction interval, explainable neural network, kernel density estimation, machine learning
1 INTRODUCTION
Due to the concerns about reserves of fossil fuels, renewable energy has become an essential part of global energy (Wang et al., 2019a). Among renewable energy, wind energy is recognized as clean energy with a high conversion rate, large-scale development, and rich resources (Long et al., 2022). Moreover, wind energy can reduce greenhouse gas emissions to relieve the energy systems effectively. Therefore, the level of wind power penetration into modern power grids has correspondingly increased in the past decades (Anjaiah et al., 2022). However, the randomness, volatility, and reverse load characteristics of wind power will definitely aggravate the power supply–consumption imbalance, thus bringing great challenges to the economic operation, stability, and security of the electric energy system (Desai and Makwana, 2021). Wind speed forecasting affects not only the reserve capacity and maintenance plan of the energy system but also energy market transactions and charge and discharge plans of the storage stations (Wang et al., 2018). Therefore, accurate wind speed forecasting is crucial for availably dispatching wind power resources.
Traditionally, wind speed prediction methods focus on the deterministic forecast, namely point predictions, which have strong stability and accurately describe the nature of fluctuation of wind speed (Tang et al., 2020). However, it fails to estimate the uncertainties associated with a given prediction of wind speed predictions. These uncertainties play a key role in improving the economic benefits of day-ahead energy bidding and reserve scheduling (Fu, 2022). Therefore, it is necessary to develop probabilistic prediction tools with consideration of the uncertainty in wind speed predictions, which can help dispatchers prepare for possible scenarios in advance (Haque et al., 2014), thus reducing the risk of power system control and management.
In recent years, considerable research has been conducted to obtain prediction intervals (PIs) through probabilistic wind speed forecasts (Xydas et al., 2017). So far, it can be mainly divided into three categories: physical modeling method, statistical model, and hybrid artificial intelligence method (Khodayar et al., 2019). The essence of physical modeling methods is to establish an accurate mathematical model by assembling various meteorological variables to obtain the forecast distribution and estimate the uncertainty in the forecast (Zhao et al., 2018). The statistical method attempts to establish the relationship between future wind power and historical samples to minimize the error (Scheu et al., 2017; Wang Y. et al., 2019; Pokhrel and Seo, 2021). Investigating the uncertainty in prediction for wind power based on the statistical analysis of wind speed prediction and errors of the nonlinear power curve is presented in Zhao et al. (2016). Zhang et al. (2015) proposed a kernel density estimation method based on logarithmic transformation to estimate the uncertainty in wind energy. Compared with the other two methods, artificial intelligence has been developed prosperously due to its potential ability in data mining and feature extraction (Liu et al., 2013; Aurore et al., 2020; Madhiarasan, 2020). Besides, many studies have been done on the combinations of these methods recently. Wan et al. (2017) combined the extreme learning machine (ELM) and QR to directly generate quantiles of different proportions. Wang et al. (2016) proposed a hybrid statistical approach in combination with wavelet transform, deep belief network and spline QR to completely extract nonlinear features of each frequency, validated by Bornholm Island wind farm. Moreover, Wang et al. (2017) proposed an ensemble of wavelet transforms and a convolutional neural network for probabilistic wind speed forecasts and separately identified the model misspecification and data noise. The probability distribution of wind power data can be expressed by statistical models. In addition, the hybrid algorithm of neural network and optimization algorithms are widely used in probabilistic predictions. Wan et al. (2014) used particle swarm optimization (PSO) to directly optimize the output weights of ELM based on the objective function while the network outputs PIs with different PI confidence levels (PICP). Wang et al. (2020a) proposed a wind power interval prediction model based on a spiking neural network (SNN) and used a group search optimizer introduced and redesigned to optimize the parameters of SNN and directly generate the prediction intervals. Thus, it can be concluded that neural networks (NNs) play a significant role in the field of probabilistic predictions.
However, in the decision-making process, these models fail to judge whether NNs have made decisions on the basis of general features or random features in the training data (Yildiz et al., 2021). To date, an explainable probabilistic prediction model designed for wind speed forecasting has not yet been considered in the published literature. Therefore, this study aims to fill this gap and proposes a new explainable probabilistic prediction model for wind speed forecasting. This work, which investigates a deep wind speed forecasting framework and a hybrid intelligent approach based on xNN, bootstrap method, and KDE, is originally proposed to enhance prediction efficiency and provide a clear explanation of the relationship between the input of this model and its output. The main advantage of the proposed probabilistic prediction framework is that it can express how the input variables affect the output results through mathematical formulations. By analyzing the behavior of the model, we can understand which features of wind act as the main factors affecting the prediction accuracy and determine whether the input-output relationship of NN is consistent with the common knowledge in the wind energy system. By comparing with the existing methods, this approach takes the measured data of wind farms as the micro-scale NWP data, and it focuses on the following key aspects:
(1) For the first time, a new explainable prediction NN is originally proposed for wind speed forecast, which can learn the interpretable features of wind speed and express how the input variables affect the result by formulation.
(2) Based on the aforementioned discussion, this study proposed a deterministic forecasting model, which introduces the bootstrap method to reduce the noise of training data and the misspecification of the NN model for regression, so it is called B-xNNs.
(3) The KDE can avoid inaccurate predictions caused by the unreasonable assumption error distribution independently without setting hypotheses for the wind power error distribution in advance. According to the prediction results from B-xNNs, the uncertainty of prediction is devoted to obtaining the probability prediction results with high reliability.
(4) The proposed method has been tested using the measurement data of a wind farm in Belgium after comprehensively evaluating the feasibility of the forecasting results. The effectiveness and interpretability of the proposed approach have been demonstrated by the results.
The rest of this research is organized as follows: Section 2 introduces a probabilistic forecasting formulation based on xNN. Section 3 describes PIs evaluation indices including reliability and sharpness. In Section 4, comprehensive numerical studies are implemented and the superiority of the proposed method is demonstrated. Finally, the conclusion is drawn in Section 5.
2 PROBABILISTIC FORECASTING FORMULATION BASED ON EXPLAINABLE NEURAL NETWORK
2.1 Explainable Neural Network
This section introduces the structure and mathematical model of xNN, as presented in the left half of Figure 1. It is a feed-forward neural network with one input layer, two linear layers, and one nonlinear layer with Legendre polynomial. The mathematical models of the four layers are given below.
[image: Figure 1]FIGURE 1 | Probabilistic forecasting framework based on B-xNNs.
Given the datasets with N arbitrary distinct samples [image: image], where ti is the wind speed of ith time and Xi is the input vector including historical wind speed, wind direction and radiation, and NWP, it can be expressed as [image: image]. Therefore, the input layer is responsible for inputting wind power-related features and time series data into the xNN structure. As shown in Figure 1, the input layer is fully connected to the first hidden layer and consists of K nodes. In this layer, a linear activation function is employed, so each neuron in this layer learns a linear combination of the input features and time series data. Equation 1 denotes the input weight of the jth node, expressed by
[image: image]
Therefore, the output of jth node of this layer can be expressed by the following equation:
[image: image]
The second hidden layer is used to learn the ridge functions gj(·), which is taken as the activation function of the nonlinear neuron in this layer. As shown in Figure 1, connections between the first hidden layer and the second one can cause a potentially nonlinear transformation of the input. The output of jth node of the second hidden layer is expressed as
[image: image]
As shown in Figure 1, the output layer consists of a single node using a linear activation function. Therefore, the output layer is a linear combination of the second hidden layer to ensure that all features of the previous layer can be learned.
Ridge function is taken as the activation function of the nonlinear neuron in this layer as follows:
[image: image]
where gjK represents an activation function of the Kth neural in the nonlinear layer. Therefore, the output of the last layer can be expressed as
[image: image]
where [image: image] is the weight of the second hidden layer and μ is the bias of the output layer. It can be seen from Eq. 5 that xNN is an additive index model based on the neural network, which allows direct calculation of partial derivatives of the function. This enables xNN to perform derivative-based analysis techniques without relying on finite difference approximation (Yang et al., 2021). The effect of input parameters on the output can be analyzed theoretically by Eq. 5 to provide straightforward explanations of how the model uses the input features to make predictions in wind speed.
2.2 Uncertainty in xNN Probabilistic Forecasting Model
The uncertainty of the model is the primary reason for the uncertainty of xNN probabilistic forecasting. Specifically, these uncertainties may be caused by over-training, model misspecification, and high sensitivity to initial parameters, among others (Guignard et al., 2021). Although the global minimum value is reached, the uncertainty of the xNN model structure will also cause non-negligible errors. In the research of wind power generation prediction, it is impossible to ensure consistent generalization performance of xNN for the unknown future because of the limited samples. Namely, it is impossible to find perfect parameters and structures to eliminate the uncertainty of the model. These factors are collectively referred to as xNN model uncertainty. Therefore, to reduce the uncertainty of wind speed forecasting and produce accurate estimation, the development of prediction for the xNN forecasting framework is based on the bootstrap method.
Bootstrap is regarded as a general method of statistical inference based on establishing a sampling distribution by uniform sampling replacing from the raw data (Efron and Tibshirani, 1993). In order to reduce the uncertainty of wind speed forecasting, we train B-xNNs on particular bootstrap samples to adjust the network parameters, whereas the model misspecification and data noise can cancel each other through this process (Chen et al., 2018). The flowchart of the proposed structure is described in detail in Figure 2. Based on historical wind speed data, we create an original training dataset at first. Then, the original training data are evenly sampled and replaced to generate bootstrapped pairs devoted to the input of the xNN. Afterward, M xNNs will be derived from wind power forecasting by training based on the M bootstrap replicates. Its average output is taken as the estimation of the final regression.
[image: Figure 2]FIGURE 2 | Flowchart of Pairs bootstrap based on xNN.
2.3 Prediction Intervals Construction Based on xNN
The construction of new wind power prediction intervals is proposed in this section. The overall structure of the xNN-based forecasting framework is shown in Figure 1, and wind power time series data are used as the input of the proposed method. Lower bound [image: image] and upper bound [image: image] of the prediction interval are the outputs of the proposed method with its corresponding confidence levels of 100(1-α)%.
2.3.1 Kernel Density Estimation
As shown in Figure 1, to estimate the optimal prediction intervals statistically, the proposed wind power probabilistic forecasting method adopts KDE to fit the final regression errors of wind speed obtained by the xNNs. Wang et al. (2019c) presented that KDE can be used as an effective mathematical tool to study the characteristics of data distribution based on the distribution-free principle instead of using prior distributions. Therefore, the impact of the hypothesis in wind speed forecasting error on the prediction accuracy can be appropriately mitigated. Given the wind speed prediction error datasets [image: image] with n arbitrary distinct samples, the probability density function (PDF) is shown as
[image: image]
where h represents bandwidth for determining the width of the distribution interval of the prediction error and the K(.) termed the kernel function, and si is the ith sample of wind speed prediction error. Common kernel functions include Uniform kernel, Gamma kernel, Epanechnikov kernel, and Gaussian kernel. In this study, the Gaussian kernel function is selected as the kernel function, expressed as follows:
[image: image]
Therefore, the PDF can be transformed into the following equation:
[image: image]
The error can be minimized by selecting the appropriate bandwidth h, which controls the balance between the bias and variance in the results. So far, there are some studies on the mean squared error (MSE), integrated squared error (ISE), and mean integrated squared error (MISE) criteria to select h (Duan et al., 2021). By comparing with the MISE method, the other two methods require higher accuracy for single-point prediction. MISE can be expressed by the following equations:
[image: image]
[image: image]
where [image: image] is the variance of the KDE. According to Xydas et al. (2017), we can obtain the asymptotic mean integrated squared error (AMISE):
[image: image]
According to Xin et al. (2020), the optimal bandwidth can be expressed by
[image: image]
where R(K) is the square integral of kernel function K(s) and T(K) is the second moment of kernel function K(.), represented, respectively, as [image: image] and [image: image].
The normal distribution with variance σ2 is used in the reference distribution of the unknown probability density function. Thus, Eq. 12 can be transformed into
[image: image]
It should be noted that inaccurate estimates will be obtained when the error probability density is away from the normal distribution. Therefore, the trial-and-error method is used to select the appropriate bandwidth (Yang et al., 2018). The proposed modification of the optimal bandwidth hop is to deal with unimodal and bimodal densities, expressed as
[image: image]
where EIQR is the difference between 75% and 25% of the sample quantile. In Eq. 14, a discrete set near the hop has been defined, and the trial-and-error method is used to select the appropriate bandwidth in this discrete set. The fluctuation range of prediction errors at the confidence level of 100(1-α)% is obtained by the corresponding cumulative distribution function (CDF) as follows:
[image: image]
Therefore, the 100(1-α)% confidence level PI of the measured target is a stochastic interval of wind power, expressed by
[image: image]
[image: image]
where [image: image] is the prediction result of the B-xNNs at the ith sample under confidence levels of 100(1-α)%.
2.3.2 Probabilistic Forecasting Framework Based on xNN
The flowchart of the xNN-based probabilistic forecasting framework is mainly divided into three parts. The first part is to train the M xNNs based on the training dataset, saving the model with approximate optimal structure. More specifically, the training dataset based on the input dataset within the historical wind speed data and NPWs is devoted to generating M bootstrap replicates. All parameters in B-xNNs are randomly initialized and updated based on the layer-wise pre-training process and fine-tuning process until they all are converged. In the second part, the essential idea of the process is to obtain the optimal parameters of the KDE. In order to obtain the error dataset, we verify the forecasting performance of B-xNNs on the validation set. Then, compared with the true regression, the error of model misspecification uncertainty can be estimated from the B-xNNs. Subsequently, the error dataset is adopted to calculate cumulative distribution, and the probabilistic wind speed forecasting model is statistically established based on the KDE. Therefore, the wind speed forecasting uncertainties can thus be probabilistically represented as a set of quantiles. In the last part, the testing dataset is used to verify the probabilistic forecasting performance framework. The overall schematic diagram is illustrated in Figure 3.
[image: Figure 3]FIGURE 3 | Flowchart of probabilistic forecasting based on xNN.
3 PERFORMANCE EVALUATION METRICS
3.1 Deterministic Forecast Evaluation
In order to comprehensively assess the overall prediction performance of B-xNNs, three widely used metrics in statistics are employed: mean absolute error (MAE), mean absolute percentage error (MAPE), and root mean square error (RMSE) (Xu et al., 2021). Calculation formulas for these evaluation indicators are as follows:
[image: image]
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[image: image]
where [image: image] represents the predicted value of the input samples generated by the B-xNNs, [image: image] represents the true regression, and N represents the number of samples.
3.2 PI-Based Forecast Evaluation
According to the definition of prediction interval (PI), the target ti with PI nominal confidence (PINC) 100(1-α)% is in the constructed prediction interval:
[image: image]
where [image: image] and [image: image] are the lower and upper bounds of PI with nominal confidence of the future target ti.
As a major attribute of probabilistic prediction models, reliability is denoted by the probability of target between prediction intervals because low reliability will lead to systematic bias in subsequent decision problems (Li et al., 2016). PI coverage probability (PICP) is used to evaluate the reliability of the prediction interval, which is defined by
[image: image]
where Nt is the number of the sample and di is the Boolean variable, expressed by
[image: image]
The coverage probability of derived PIs is expected to approach the nominal level of confidence asymptotically as close as possible. Average coverage error (ACE), therefore, can be used for the evaluation of the PIs, defined by
[image: image]
The interval score index is served to evaluate the quality of the prediction interval by rewarding narrower PIs and punishing wider PIs (Wan et al., 2014), expressed as follows:
[image: image]
The average score can be obtained by
[image: image]
Obviously, simply increasing or decreasing the width between the bounds of PI can easily lead to high reliability. However, the resultant PIs are useless in practice because of the degradation of interval sharpness (IS) (Guignard et al., 2021). Therefore, sharper PIs have higher quality and would be preferred under the condition of high reliability.
3.3 Interpretability of the Proposed Approach
According to the analysis in Section 2, the final output of the B-xNNs can be expressed as
[image: image]
which is actually a nonlinear mapping function of the input vector X. Therefore, the new B-xNNs model for wind speed prediction is proposed to quantitatively analyze how the input variables of B-xNNs affect the prediction results by explicit formulation. In the process of probabilistic forecasting, we can obtain the optimal parameters of the KDE by estimating the uncertainty of B-xNNs prediction. It can be seen from Eq. 8 that the input-output relationship of PDF is actually a polynomial of the error data S. Obviously, the proposed probabilistic forecasting structure in Figure 1 is designed to explicitly learn the measured data of wind farms and the prediction interval with different confidence relationship. From Eqs 8 and 27, we can not only extract the interpretable features in wind speed but also theoretically analyze how the input variables affect the interval prediction results. It means that the corresponding relationship can be found from the input characteristics for the PIs with different confidence levels. Therefore, the whole probabilistic prediction framework is promising and attractive due to its interpretability and explainability.
4 CASE STUDIES
4.1 Experiment Data Description
In this study, the proposed approach has been comprehensively tested and benchmarked on wind speed datasets from a Belgian transmission company called Elia. The Belgian coordinate system, located in 50°51′ north latitude and 4°21′ east longitude, has abundant wind energy resources and its wind power installation capacity is large (Wang et al., 2020b). Due to the high complexity of chaotic climate systems, weather conditions are quite different in the four seasons, which will bring a high level of uncertainties in wind speed. Therefore, four different prediction models in the same framework and seasonal datasets are considered in this experimental test. To ensure the effectiveness of generation and reserve dispatches, we adopt a short-term forecast. In addition, models are constructed separately for different seasons. The entire wind speed datasets are divided into four groups and each group covers one season of data, respectively. In each dataset, data are divided into training, verification, and test sets, with percentages of 78%, 11%, and 11%, respectively. Besides, in order to ensure the accuracy and sharpness of the prediction, the parameter M of B-xNNs is selected as 150. In other words, 150 bootstrap replicates are used to generate PIs in the case study.
4.2 Experimental Results and Analysis of B-xNNs
To fully validate the effectiveness of the proposed algorithm, the results are compared with the backpropagation neural network (BPNN) and the long short-term memory (LSTM). The detailed testing results, including the regression evaluation indices MAE, MAPE, and RMSE, are given in Table 1. The minimum and maximum MAE index values of the proposed method are 0.4512 and 0.5831, respectively, with an average of 0.5027. The MAE indices of LSTM and BPNN varied from 0.6236 to 0.7852 and from 0.6859 to 0.7652, with average values of 0.7013 and 0.7232, respectively. Compared to LSTM and BPNN, the MAPE has been evenly improved by 36.72% and 41.87%, respectively, and RMSE by 32.04% and 33.14%, respectively. The regression indexes of the proposed prediction framework are significantly better than the prediction results of the BPNN and LSTM algorithms. The above numerical simulation results show that the proposed prediction framework shows good prediction performance in all four seasons, so it has strong forecasting robustness.
TABLE 1 | Deterministic 1 h ahead statistical prediction results of the four methods.
[image: Table 1]Moreover, to graphically demonstrate the privilege of the proposed approach, the prediction results of different methods are presented in Figures 4–7, respectively. The curves in different colors represent the prediction results using different algorithms. It can be seen that the results from the proposed approach and the real values almost overlap in all four seasons, indicating that the estimated values are closest to the real data. The prediction results of BPNN and LSTM algorithms have relatively large forecasting errors. Therefore, the comparative results demonstrate that the proposed hybrid algorithm exhibits the best point forecast performances in all four seasons and thus shows the best prediction capability over the benchmarks. In addition, the results also show that the LSTM outperforms the BPNN 1-h ahead forecasts, which is consistent with the results presented in Wang et al. (2020b). This result is due to the high nonlinearity, complexity, and non-smoothness exhibited in short-time wind speed series. These dynamics cannot be extracted effectively by shallow NN models, such as BPNN.
[image: Figure 4]FIGURE 4 | Prediction results of three different methods in spring.
[image: Figure 5]FIGURE 5 | Prediction results of three different methods in summer.
[image: Figure 6]FIGURE 6 | Prediction results of three different methods in autumn.
[image: Figure 7]FIGURE 7 | Prediction results of three different methods in winter.
4.3 Experimental Results and Analysis of the Proposed Probabilistic Method
This section evaluates the effectiveness of the proposed probabilistic approach. According to Section 2.3, we have drawn probability density distribution and corresponding cumulative probability distributions with prediction error results, as shown in Figures 8–11. It can be seen that seasonal segmenting and fitting are feasible to describe the probability distribution of prediction errors in different seasons. In Figures 10, 11, the upper and lower quintiles within different confidence levels 95%, 90%, and 80% are shown with α/2 = 2.25%, α/2 = 5%, and α/2 = 10%, respectively. Therefore, the upper and lower bounds of prediction errors at the confidence level of 100(1-α)% are obtained on the solid basis of the CDF. The fluctuation effect of the wind power prediction interval within spring and autumn is shown in Figures 12 and 13, manifesting that the width of the prediction interval decreases whereas the interval coverage and confidence level decrease. Figures 12 and 13 show that the wind speed data are perfectly enclosed by the PIs generated by the proposed method, indicating that the probabilistic performance criteria for the samples are satisfactory. Besides, although the non-stationary characteristics of wind speed series are displayed in Figures 12 and 13, the PIs still have high coverage, suggesting that the proposed prediction framework can construct high-quality PIs for wind speed datasets at a wide range of confidence levels. Considering that some generated PIs may have abnormal values beyond the possible generation range of the wind farms, the resultant predictive densities have been censored to concentrate on the probability of abnormal conditions mass on the bounds.
[image: Figure 8]FIGURE 8 | PDF of predicted error within spring.
[image: Figure 9]FIGURE 9 | PDF of predicted error within autumn.
[image: Figure 10]FIGURE 10 | CDF of predicted error within spring.
[image: Figure 11]FIGURE 11 | CDF of predicted error within autumn.
[image: Figure 12]FIGURE 12 | Interval prediction of different confidence within spring.
[image: Figure 13]FIGURE 13 | Interval prediction of different confidence within autumn.
According to Section 3.2, two indices, ACE and IS, are used in the literature to measure the probabilistic performance. Regarding ACE and IS, high-confidence levels of PINC 100(1-α)% ranging from 90% to 99% are generally considered because of the high reliability required in power system optimization and operation (Wang et al., 2022). These two probabilistic indices and their corresponding PICP are tabulated in Table 2. In all four seasons, the ACE of the proposed approach exhibits the lowest deviations to the nominal confidence levels, especially in the case of higher confidence levels of 95% and 99%. Quantitatively, the average of ACE using the proposed approach is 0.5717%; the average of IS is between −6.62% and −1.08%; and the average score is −3.73%. The IS bias increases as the PINC increases because it is a punishment system for a wide range. These results prove that the reliability errors between the observed probability and nominal confidence from the proposed approach are at a minimum and further indicate that the proposed approach exhibits higher prediction reliability.
TABLE 2 | Probabilistic forecasting error in different seasons.
[image: Table 2]To further demonstrate the effectiveness and feasibility of the proposed probabilistic prediction approach, three other PI forecasting methods, namely, persistence method, LSTM + QR, and BP + QR, are employed to compute PIs using the same training and testing data for benchmarking, and the numerical results are tabulated in Figures 14 and 15. Statistically, when PINC is 95%, the IS of the quantiles obtained from the persistence, LSTM, and BPNN ranges from −5.95% to −4.92%, −5.22% to −4.11%, and −5.68% to −4.78%, whereas the proposed method ranges from a low of −4.25% to a high of −3.25%. Particularly, the proposed method has an IS of −3.25%, which is significantly better than those of the persistence, LSTM, and BPNN algorithms in all four seasons. In addition, IS of the proposed method has a minimum of −1.28% and a maximum of −1.18% for the whole year, and the average value is 1.23%. Compared to the three benchmarks, IS performances have been evenly improved by 33.42%, 34.02%, and 40.10% when PINC is 99%. Therefore, it is clear from these numerical results that the proposed approach outperforms benchmarking algorithms in terms of seasons and prediction interval confidence.
[image: Figure 14]FIGURE 14 | IS performance with PINC 95%.
[image: Figure 15]FIGURE 15 | IS performance with PINC 99%.
ACE and IS are two typical metrics used to evaluate the effectiveness and are satisfactory for probabilistic prediction. Based on the above results, it is evident that the proposed probabilistic approach outperforms the three benchmarks not only from the viewpoint of reliability and sharpness but also from the perspective of overall skills.
4.4 Explainability of the Proposed Method
The mapping relationship would become difficult to interpret in the NNs-based model due to the complexity introduced by typical unreadable functions, such as sigmoid. However, by analyzing the internal parameters of the model in the B-xNNs, the mapping relationship between the input and output of the wind speed prediction model can be written in a uniform equation as follows:
[image: image]
where C1, C2, C3, and μ are constants of the ith network and parameters P1, P2, and P3 vary with the seasons. Because models have been established accordingly for different seasons, a network in the autumn prediction model is selected to explain. Here, the values of C1, C2, C3, and μ are 0.6894438, 0.13415974, 0.05075899, and 0.54264, respectively. The values of P1 and P2 of the ith network in autumn are given in Table 3. The conclusion could be drawn from Eq. 28 and Table 3 that the prediction result is a nonlinear cubic function most affected by the linear function because P1 and C1 have the largest weight among the parameters in Eq. 28. In addition, the weight of Ci is increased with the ith power of X. As mentioned above, the wind power series is adopted in the inputs of the proposed approach. It can be explained that the closer to the prediction time, the greater the impact of the input wind speed on the prediction. More specifically, the wind speed at the last moment has the greatest influence on the change and trend of the wind speed in the next moment. It can be seen from Eq. 28 that the prediction result of wind speed is actually a cubic function of eight input variables, indicating the proposed B-xNNs output mapping relationship of the wind speed prediction model. In addition, Table 3 shows that the last three-time step wind speed is the most important factor that has the greatest impact on the prediction results, and the correlation increases gradually with the advance of the time sequence. This is understandable because the current wind speed measurement determines the variation trend and magnitude of wind speed in the next time step. Moreover, Table 3 shows that the linear function of certain parameters in Eq. 28 has a greater impact on the prediction results than its quadratic term, such as the altitude of the current wind speed, solar irradiance, and relative humidity. However, the quadratic function of other parameters has a greater impact than its linear term, such as wind direction and temperature. The cubic function of other parameters has a slightly greater impact than its quadratic term, such as pressure and last three-time step wind power.
TABLE 3 | Parameters of the ith network in autumn prediction result.
[image: Table 3]According to Eq. 28, the input and output of the B-xNNs consisting of M bootstrap replicate networks can be expressed by the following mathematical relations:
[image: image]
Obviously, the B-xNNs proposed in this study can directly give the input-output mapping relationship of the prediction model, which can help realize the theoretical analysis between wind speed prediction and input parameters. The output of the probability prediction can be expressed by the mathematical expression:
[image: image]
where Fα/2 and F1-α/2 are determined by the confidence level α setting in the CDF of KED. It should be noted that the process of KDE is data transparent. In other words, the relationship between the probabilistic wind speed prediction results and the output of B-xNNs is very intuitive, whereas the relationship between the wind speed prediction results from B-xNNs and the input parameters is clear. Therefore, the interpretability of the probabilistic proposed method is very easy to understand.
5 CONCLUSION
In this study, a deterministic approach for wind speed prediction based on B-xNNs is proposed to improve the prediction capability and explain the inherent relationship of neural networks. Then, the proposed approach for deterministic wind speed prediction is extended to a deep framework that can accurately quantify the randomness and uncertainties exhibited in wind speed. The prediction results of the proposed method are extensively compared with two commonly used algorithms, namely, BPNN and LSTM. The prediction results obtained from different seasons show that the proposed probabilistic forecasting method is superior to the two benchmarking algorithms in terms of prediction reliability, prediction accuracy, and interval sharpness. Besides, this study analyzed the interpretability of the probabilistic forecasting model; its novelty is that it reveals how the input variables affect the result of the interval wind speed forecasting model by clear formulation.
In this study, the simulation verification is only carried on one prediction horizon. However, the forecasting reliability may decrease as the number of repeated iterations increases. Therefore, this model may only be applied for short-term wind speed forecasting. In the future, we will further search for the method of long-term forecasting by improving the network structure.
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Based on summarizing and analyzing the typical applications of energy storage, the study established a model for an active distribution network, and analyzed the technical and economic benefits of its access to the distribution network. In addition, considering the economic and technical requirements of multiple types of energy, ensure the stable and continuous operation of multiple types of energy, and build an optimal configuration model for multiple types of energy. To achieve a reliable solution to the model, a non-Pareto genetic algorithm (NSGA-II) is designed to obtain the optimal Pareto solution set for multi-type energy location and volume schemes. The proposed solution algorithm has a rich individual update mechanism and an advanced Pareto solution set storage and screening mechanism, which can effectively solve the problem. Furthermore, idea point decision making (IPDM) has been designed to select the best compromise solution in Pareto non-dominated solution set. Finally, based on the IEEE-33 node standard test system, the input source-load uncertainty scenario set is used to construct the distribution network operation scenario, and the configuration model is solved. The results show that NSGA-II can obtain a Pareto front with better solution quality and a more uniform distribution. After accessing the battery energy storage systems (BESS), the annual total power fluctuation and peak-valley difference of daily maximum load have been reduced by 19.25% and 11.8% respectively.
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1 INTRODUCTION
Today, the energy structure has ushered in profound changes, and the energy industry urgently needs to seek new development space (Sepulveda Rangel et al., 2018). Facing the dual pressure of resources and environment, renewable energy with the advantages of rich reserves, and low carbon provides new opportunities for the transformation of energy structure (Yu et al., 2016; Liu et al., 2020; Peng et al., 2020; Sun et al., 2020). Therefore, promoting new energy is an important measure to promote the adjustment of global energy structure and the transformation of clean and low-carbon consumption side. However, the key to the high-quality development of new energy industry is to fully absorb it and ensure the safe, stable and efficient operation of power grid.
In addition, the role of energy storage in regulating the power grid and supporting new energy depends largely on the construction address and configuration capacity of large-scale energy storage, that is, the reasonable optimal configuration can not only reduce the cost but also maximize the role of multi-type energy storage systems (Wang et al., 2014). On the contrary, improper access location may cause voltage out of limit, line loss increases, and other problems, and even affect the safety of power grid operation (Kerdphol et al., 2016a). At the same time, the efficiency and service life of multi-type energy storage system components will be reduced due to the long-term insufficient charging state (Zhou et al., 2021). In addition, if the capacity allocation is too small, it cannot effectively absorb excess wind and photovoltaic power resources, and even affect voltage and frequency regulation (Gan et al., 2019). Therefore, the optimal allocation technology of BESS is to be solved in the design (Kerdphol et al., 2016b). With the continuous increase in new energy grid-connected capacity, the uncertainty of BESS operation is becoming more and more prominent (Hlal et al., 2019). At present, in the energy storage allocation model of the distribution network, some only consider a single economic index, and the technical index is often considered in the constraints (Chong et al., 2016). For example, Chong et al., 2018) established a two-stage energy storage location and volume optimization model for the whole life cycle, which reduced the investment cost.
Furthermore, many studies use multi-objective optimization methods to objectively select the weight, so as to achieve the best compromise between economic and technical objectives (Jia et al., 2017; Wu et al., 2019). In particular, we can make a trade-off between technology and economy, so as to make the final energy storage allocation scheme more reasonable (He et al., 2015). At present, there are mainly analytical methods, numerical methods, heuristic algorithms, neural network–based methods, and so on (He et al., 2021). However, most research models are single-objective models, which cannot reasonably coordinate the economy of energy storage and power grid stability. Meng et al. (2021) proposed a two-layer BESS planning scheme considering the uncertainty of new energy and load. However, they did not mention the screening scheme of Pareto’s non-dominated solution and did not consider the influence of access to the BESS on power grid stability. Wu et al. (2014) established a multi-objective optimization model based on the minimum voltage fluctuation and load fluctuation of nodes and the total capacity of BESS. However, this model does not consider the cost of investment operation and maintenance of BESS and lacks practical engineering application. Liu et al. (2021) took BESS economic benefit and voltage quality as optimization objectives and established a multi-objective optimal allocation model. However, voltage quality cannot fully reflect the real operation of the power grid after access to the BESS.
The traditional analysis methods and numerical methods are difficult to solve accurately and quickly, and cannot guarantee the global nature of the solution. Meta-heuristic algorithms are popular because of their flexibility, model, and avoidance of local optimization (Oudalov et al., 2007; Li et al., 2018; Pang et al., 2019; Yang et al., 2020). However, the traditional meta-heuristic algorithm has the problems of strong search randomness, and low avoidance rate of local optimization, and is only suitable for a single objective solution.
In the study, BESS considering both economic and technical indicators is established. The main contributions are as follows:
1) A non-Pareto genetic algorithm (NSGA-II) with good optimization performance is designed based on Pareto theory.
2) The application design of the algorithm is carried out to apply the proposed algorithm to the solution of the battery energy storage system (BESS) multi-objective optimization allocation model. Different algorithms are used to solve the established BESS multi-objective optimal configuration model. It is verified that the proposed solution method can obtain the Pareto Frontier with better solution quality and a more uniform distribution.
3) Idea point decision making (IPDM) has been designed to select the best compromise solution in the Pareto non-dominated solution set.
The structure of this study is as follows: Section 2 develops the location and capacity planning modeling of BESS. Section 3 introduces NSGA-II based on IPDM. Section 4 develops the case studies. In Section 5, the content of this study is summarized and the prospect of future research is proposed.
2 MODELING OF BESS LOCATION AND CAPACITY PLANNING
In BESS planning, it is necessary to comprehensively consider BESS investment cost-effectiveness and distribution network operation reliability (Wong et al., 2019). Therefore, the optimization model is as follows:
[image: image]
where [image: image] is the hth objective function (Zakeri and Syri, 2015).
2.1 Objective Functions
In the planning of an energy storage power station, the investor often makes investment planning based on the principle of the minimum cost, while the operator optimizes the allocation based on the principle of maximizing the comprehensive benefits brought by the BESS (Harvey, 2020; Injeti and Thunuguntla, 2020).
Therefore, the total annual investment and operation cost of the system considered in the outer objective function is described as follows (Huang et al., 2020):
[image: image]
where [image: image], [image: image], and [image: image] represent the annual wind and light abandonment cost, network loss cost, and carbon emission cost caused by conventional power peak shaving of the distribution network, respectively. In addition, [image: image], [image: image], and [image: image] represent government subsidies for BESS’s annual power purchase expenses, power sales revenue, and power sales, respectively.
For [image: image], it needs to satisfy the following equation.
[image: image]
where [image: image] is the fixed investment and construction cost of an energy storage power station (Fonseca and Fleming, 1993), [image: image] and [image: image] represent the configured capacity and power of the nth BESS, respectively, [image: image] and [image: image] are the unit power and the unit capacity cost, respectively,[image: image] is the annual capital recovery rate, and x is the service life of BESS, which is 10 years in this study (Zhang et al., 2017).
For [image: image] is expressed as:
[image: image]
where [image: image] is the manipulation coefficient, which is taken as 5% in Mirjalili et al. (2017).
For [image: image] and [image: image], it can be calculated by.
[image: image]
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where [image: image] refers to the number of scenes, [image: image] is the number of days corresponding to the mth scenario, [image: image] and [image: image] represent the power purchase and sale price of BESS in t period, respectively (Moscato, 1989),[image: image] and [image: image] are the charging and discharging power of the nth BESS in t period, respectively, and T is a scheduling cycle, that is, 24 h.
In addition, for [image: image], it gives.
[image: image]
For [image: image], it can be calculated by.
[image: image]
where [image: image] is the power of line loss and[image: image] is a benefit subsidy given by the government to the BESS to absorb new energy (Neri and Cotta, 2012).
For [image: image], it needs to satisfy the following equation.
[image: image]
For [image: image], it gives.
[image: image]
where [image: image] refers to the quantity of electricity purchased by the distribution network from the superior power grid in t period. (Mirjalili et al., 2017).
2.2 Constraint Conditions
The constraints of the model include system operation constraints, that is, node power balance constraints, node voltage constraints, parallel node power constraints, and wind and light rejection constraints. These constraints ensure the safety and reliability of the operation state of the whole distribution network, and promote consumption of new energy as much as possible by meeting the wind and light rejection rate (Eusuff and Lansey, 2003).
2.2.1 Node Voltage Constraints

[image: image]
where [image: image] and [image: image] are the reactive and active power flowing through and between nodes, respectively, and [image: image] represent the resistance of the transmission line under the resistance (Coello et al., 2004).
2.2.2 BESS Power and Capacity Constraints

[image: image]
where [image: image], [image: image], [image: image], and [image: image] represent the upper and lower limits of the BESS configuration capacity and the upper and lower limits of the configuration power, respectively, under the conditions of installation site, grid-connected power, and total load (Faramarzi et al., 2020). It should be noted that, in order to ensure that the BESSs can meet the load demand of the distribution network as much as possible without wasting energy storage resources, this study sets the total installed BESSs within the range of 10%–90% of the total system load power to set the rated power of a single BESS. Upper and lower limits.
2.2.3 BESS Installation Position Constraints

[image: image]
where [image: image] is the installation node of the nth BESS. It should be noted that the BESS can be installed on any node except the contact point, but not on the same node.
2.2.4 State of Charge of BESSs
The state of charge (SOC) of BESSs at any time is an important parameter of charge–discharge operation, which is described by capacity, charge–discharge power, charge–discharge efficiency, and other variables. The BESS SOC is calculated as follows:
[image: image]
where [image: image] and [image: image] are the charging and discharging power of the node in the period, respectively; [image: image] and [image: image] are the charging and discharging efficiency of the node in the period, respectively.
3 NON-DOMINATED SORTING GENETIC ALGORITHM BASED ON PARETO
3.1 Non-Dominated Sorting Genetic Algorithm
At present, the multi-objective optimization algorithm can be divided into two types: based on the Pareto optimal solution and non-Pareto optimal solution. The principle of the non-Pareto method is a genetic algorithm based on vector evaluation, which is easy to fall into local optimal solution, so this algorithm needs to be improved. The elite strategy is added on the basis of the first-generation non-dominated genetic algorithm. It is a more practical multi-objective optimization algorithm.
3.1.1 Construction Method
Setting the population to [image: image], [image: image], and [image: image], these are the parameters that the algorithm needs to calculate for each individual population, where [image: image] individuals dominate the number of individuals [image: image] in the population and [image: image] is the set of individuals in the individual population [image: image]. When traversing the entire population, the total computational complexity of these two parameters is 0 (Tian et al., 2019).
3.1.2 Methods to Maintain the Distribution and Diversity of Solution Groups
Among them, there are two sub targets [image: image] and [image: image], and [image: image] distance is the aggregation distance, and then the distance of individual [image: image] is.
[image: image]
In order to make the solution more uniform in the target space, the crowding degree ([image: image]) is the following formula.
[image: image]
3.1.3 Crowding Distance
NSGA-II maintains population diversity by calculating the crowding distance. Crowding distance describes a group (Schott, 1995; Wang et al., 2010; Long et al., 2022). First, let the individual [image: image] be represented by [image: image], and set [image: image]. In addition, let [image: image] be the objective function, [image: image]. The maximum value of the function value is set to [image: image]. In particular, the calculation method of non-boundary individual [image: image] congestion distance is as follows:
[image: image]
3.2 Pareto Solution Set Storage and Filtering
The Pareto solution set will be updated continuously during NSGA-II iteration. After obtaining a new solution set in each iteration, NSGA-II must compare it with the Pareto optimal solution set in the storage pool one by one, so as to judge whether the new solution set dominates the solution in the storage pool, and then update the storage pool. NSGA-II will eliminate some optimal solutions by the following formula.
[image: image]
where [image: image] is the mth objective function, and [image: image] is the Pareto leading edge distance threshold of the mth objective function value. In addition, the flowchart of NSGA-II is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Flowchart of NSGA-II for the optimal location and size of BESSs.
4 CASE STUDIES
In this section, in order to verify the effectiveness and superiority of the BESS optimal configuration model and its solution method proposed in this study, it is necessary to conduct simulation analysis based on the distribution network standard test system. Therefore, this study takes the power system IEEE-33 system as the basic simulation model, connects some nodes of the test system to new energy sources, and simulates the distribution network operating environment with source load uncertainty. NSGA-II is used to solve the BESS double-layer multi-objective optimal configuration model, and different optimal configuration schemes are compared to verify the superiority of the algorithm in this study.
The grid structure is shown in Figure 2, in which the public coupling point is connected with the superior power grid and node one to realize the power exchange between the superior network and the distribution network.
[image: Figure 2]FIGURE 2 | Extended IEEE-33 node system topology.
The example in this study assumes that two BESSs are configured in the extended IEEE-33 node distribution network, the allowable installation position of each BESS is node (Moscato, 1989; Liu et al., 2020), and the installation positions of the two BESSs are mutually exclusive. In addition, the configured rated capacity range is (Sepulveda Rangel et al., 2018; Zhou et al., 2021) MW·h; the range of rated power is [0.25,2] MW, and the range of BESS charge and discharge power is [−2,2] MW. The lithium battery with mature technology and wide application is selected as the energy storage element of BESS. The relevant parameters of lithium battery are shown in Table 1.
TABLE 1 | Relevant parameters of BESSs.
[image: Table 1]Typical daily curves of (a) hourly load curves and (b) wind and photovoltaic power curves are shown in Figure 3. In addition, set the population size of the NSGA-II to 100, and the maximum number of iterations to 500. In particular, the multi-objective optimization and the size of the repository are chosen to be 100.
[image: Figure 3]FIGURE 3 | Typical daily curves. (A) hourly load curve. (B) wind and photovoltaic power curve.
4.1 Simulation Results
Figures 4, 5 show the three-objective Pareto front and the approximate ideal Pareto optimal front after five independent operations, respectively. In addition, the Pareto non-dominated solution set obtained by NSGA-II proposed in this study is excellent under the same number of iterations, population number, and external archive set size.
[image: Figure 4]FIGURE 4 | Three-objective Pareto front results.
[image: Figure 5]FIGURE 5 | Schematic diagram of IPDM based on NSGA-II.
In addition, Table 2 presents the scheme for the BESS assignment of the two algorithms, and gives the objective function value. NSGA-II in the optimal positioning of BESS and the determined multi-objective optimization model.
TABLE 2 | Results of NSGA2.
[image: Table 2]In addition, the peak-to-valley difference of the equivalent load of the distribution network increases significantly, and the load fluctuation intensifies. Figure 6 shows that the load regulation demand of the distribution network increases, and the power fluctuation of the tie-line increases accordingly. In particular, after the rational configuration of BESS, the peak-to-valley of the distribution network has been reduced, and the power fluctuation has also been improved. Compared with the scenario before the BESS configuration, the total tie-line power fluctuation for the whole year decreased from 14.75 to 11.91MW, with an improvement rate of 19.25%; the daily maximum load peak-to-valley difference also decreased from 1.61 to 1.42MW, with an improvement rate of 11.8%.
[image: Figure 6]FIGURE 6 | Annual average load curve of the distribution network before and after BESS allocation.
Therefore, the BESS can reduce the pressure of power grid peak regulation and the investment of backup units in the distribution network and the expansion of substation equipment, and make more efficient use of electric energy. At the same time, the BESS with its fast power regulation ability stabilizes the load fluctuation to a certain extent, improves the power stability of the power grid, and improves the power supply quality.
5 CONCLUSION
Focusing on the optimal configuration of BESS in the distribution network, this study researches source-load uncertainty analysis, the establishment of an optimal configuration model, and model solving algorithm design. A multi-objective optimization configuration model and a multi-objective optimization algorithm with excellent performance are designed to solve the BESS configuration scheme that can take into account the demands of various stakeholders. The main research work and contributions are as follows:
1) This study comprehensively introduced the application scenarios of energy storage, summarized the parameter characteristics, advantages and disadvantages, and application scope of various energy storage technologies, expounded on the structure, circuit, and operation mechanism of BESS, and then analyzed the energy storage from the perspective of the distribution network;
2) NSGA-II with good optimization performance is adopted, and according to the Pareto multi-objective optimization theory and the roulette method based on crowding distance sorting, the original GA is improved. The Pareto solution set storage and screening mechanism based on the crowding distance also enables the algorithm to more effectively approach high-quality optimal solutions and obtain uniform distribution;
3) The results show that the NSGA-II method with equilibrium indicators can provide decision-makers with a more scientific and effective decision-making scheme, and realize the best trade-off and ideal decision-making among the system.
4) The analysis of the optimization results of the distribution network also proves that the optimal configuration scheme of the BESS can be reasonably charged and discharged, while ensuring its economical operation, effectively improving the voltage quality.
5) The simulation result shows that the annual total power fluctuation and the daily maximum load peak-to-valley difference have been reduced by 19.25% and 11.8%, respectively.
In particular, the benefits of the conventional power supply side, the grid side, and the new energy side have been quantitatively analyzed and included in the total system investment and operation cost, it is not comprehensive and cannot accurately reflect the benefits that BESS brings to the entire power system. Second, the cost and benefit of BESS in the whole life cycle should be calculated, and its economic benefit evaluation index should be further improved in the follow up. In addition, the outer multi-objective optimization model mainly considers two reliability indicators of distribution network voltage fluctuation and load fluctuation. Other factors can be considered in future research to further study the influence and impact of BESS on the distribution network.
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False data injection (FDI) attacks commonly target smart grids. Using the tools that are now available for detecting incorrect data, it is not possible to identify FDI attacks. One way that can be used to identify FDI attacks is machine learning. The purpose of this study is to analyse each of the six supervised learning (SVM-FS) hybrid techniques using the six different boosting and feature selection (FS) methodologies. A dataset from the smart grid is utilised in the process of determining the applicability of various technologies. Comparisons of detection strategies are made based on how accurately each one can identify different kinds of threats. The performance of classification algorithms that are used to detect FDI assaults is improved by the application of supervised learning and hybrid methods in a simulated exercise.
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1 INTRODUCTION
Powerful Smart Grid solutions are on the verge of disrupting the current industries with their ability to improve the efficiency of traditional electric networks. A digital communications-based energy supply grid is known as the “Smart Grid” (Mollah et al., 2021), (Aziz et al., 2017). Increased demand has led to problems such as blackouts, overheating, and voltage drops. Additionally, the existing electrical network has seen an increase in carbon emissions that is critical to mitigating the cyber-attack (Sakhnini et al., 2019). Up to 40% of the country’s CO2 emissions are absorbed by the United States, which is bad for the environment (Case et al., 2021). The Smart Grid will incorporate cutting-edge communication and calculation capabilities, all of which are projected to enhance the system’s efficiency, reliability, and availability (Ruan et al., 2017).
A second advantage of a Smart Grid is its capacity to converse with itself (Majeed Butt et al., 2021), (Sami et al., 2022). The Smart Grid’s history includes natural gas, coal, fossil fuels and renewable energy sources including wind turbines and solar panels (Wang et al., 2020). The Smart Grid’s efficient power distribution and use can benefit a wide range of smart devices, transformers, and machinery. It accomplishes these goals by using two-way communication instead of the typical grid system’s one-way communication. Faster and better services for customers can be achieved through the Smart Grid, allowing for a quick implementation of the energy problem (Wu et al., 2021).
However, Smart Grid technology has weaknesses and obstacles, the most notable of which is the inability to preserve the most vital asset, data. The Smart Grid will need to share data on a regular basis since sensitive information may be stored there (Moghadam et al., 2020). The Smart Grid Many gadgets, both commercial and domestic, will be linked via a variety of networks in order to communicate and provide security to the networks utilising various techniques to cyber security. Smart Grid cyber security is critical. An evaluation and analysis of various security measures will be done in order to find a solution to these complex concerns (Aziz et al., 2022), (Chehri et al., 2021). A “smart grid” is a system that employs communication and information technologies to generate, distribute, and consume electric power. New functionalities such as real-time control and operational efficiency as well as increased grid resilience as well as the integration of renewable technologies to reduce carbon footprint (Ma et al., 2020) are achieved through the use of two-way information flow. There are, however, some drawbacks to using a smart grid.
If a power loss happens, the stability of the smart grid could be compromised, and the socioeconomic consequences could be considerable (Murthy et al., 2022). As a result of theft or manipulation of important data exchanged across smart grid systems, users’ privacy may potentially be violated. Since these problems have been discovered, the smart grid has gained the interest of both government agencies and private sector companies. An increasing number of attacks against smart grids are being carried out using a technique known as False Data Injection (FDI) (Hu et al., 2021).
It's impossible to catch sly FDI attacks using today’s poor data detection methods (Akram et al., 2021). Machine learning has been proposed as an alternative to FDI detection. The first time the term “false data injection attack” (FDIA) surfaced was in relation to the smart grid (Tan et al., 2017). There are several ways an attacker can tamper with sensor readings to introduce unnoticed errors into state variables and values despite the term’s resemblance to “tampering.” Using an injection attack, malicious input can be injected into a web application and compelled to do specific commands. An injection attack has the potential to compromise a web server as a whole and cause a denial of service attack (Ye and Lin, 2010; Abu Hussein et al., 2014; Tarafdar Hagh et al., 2015; Li et al., 2021).
A machine learning approach is being developed to detect and safeguard the smart grid from fraudulent data injection in this study. A combined machine learning and feature selection strategy is being proposed. The primary goals of this investigation are:
1) To propose hybrid models for the protection and detection of cyber-attacks in smart grid stations.
2) To implement hybrid techniques using generic supervised machine learning models.
3) To evaluate and compare the proposed model on the basis of accuracy precision, recall and F1 score.
Sections have been numbered from one to five in this work. The study’s introductory section can be found in Section 1. The related work is shown in Section 2, and the methodology and data collection are shown in Section 3. Section 4 details the current study’s implementation and results, while Section 5 concludes the investigation.
2 RELATED WORK
False Data Injection (FDI) attacks are a common sort of cyber-attack on smart grids (Sargolzaei et al., 2020). It's impossible to catch FDI attacks that use shoddy data detection technologies nowadays. In the past, it has been argued that machine learning may be used to detect attacks on foreign investment (FDI). This study (Sakhnini et al., 2019), which focuses on three different supervised learning techniques, examines each of the three different feature selection (FS) methodologies. IEEE 14-, 57-, and 118-bus systems are used to test the applicability of these techniques. Detection methods are compared based on how accurate they are in detecting specific threats. When supervised learning and heuristic FS techniques (Al-Sahaf et al., 2019) are combined in a simulation, FDI attack detection systems perform better.
Stacked Auto Encoders (SAEs) can be used to construct machine-learned characteristics against transmission SCADA attacks as a supplement to more high-quality features, according to Wilson et al. (2018). Compared to current ML detection systems, this framework exploits the automaticity of unsupervised feature learning to reduce the dependency on system models and human knowledge in complex security scenarios. SCADA intrusions in power transmission systems can be detected using machine-learned characteristics, as demonstrated by simulations from a high-fidelity smart grid test bed. A typical SCADA-based theoretical and applied research on false data injection assaults protection system is shown in the figure below.
As ICT is integrated into the old grid, electric grids are getting smarter. In addition, cyber-attacks on the electrical system may result (Yang et al., 2020). The False Data Injection Attack is one of the most common and damaging threats to the smart grid (FDIA). FDIAs in the grid can be detected using machine learning methods, according to a recent study (Majeed Butt et al., 2021). Several feature selection strategies are put to the test in search of the most accurate features. A variety of machine learning methods are being tested to find the best way to identify such assaults (Irshad et al., 2021). Class distribution in the dataset is skewed, and experiments address this issue. All experiments must be evaluated on their ability to respond quickly in a smart grid.
Attempts to tamper with smart grid power transmission systems by introducing false data are called “false data injection attacks” (Qu et al., 2021). Data-driven machine learning is used in this work (Ashrafuzzaman et al., 2020) to combat state estimation assaults. An ensemble of classifiers is used, and the results are further categorized (Ge et al., 2020). In this strategy, both unsupervised and supervised classifiers are used (Lee et al., 2018). IEEE 14-bus data simulation is utilized to evaluate the algorithm (Boudreaux and Boudreaux, 2018). The outcomes of supervised individual models can be compared to the results of ensemble models. Unsupervised models showed that ensembles outperformed individual classifiers.
Through the use of supervised learning, it is possible to detect malicious communications and estimate their security risks. The term “Internet of Things” refers to the concept of linking billions of physical and technical objects over the internet (Triantafyllou et al., 2018; Long et al., 2022). It is becoming increasingly usual for DoS and spoofing attacks to occur as IoT systems become more popular. This study by Khrishnan et al. (Fu et al., 2020; Sundar et al., 2021) employs three classification algorithms and many supervised feature selection techniques to analyze IoT network data. They are able to accurately predict whether or not IoT devices would be affected by network traffic that is not necessary. It was determined which feature selection algorithms were most effective at predicting network intrusions.
Because of the deterioration of the electrical system, the concept of “smart grids” has become more outmoded. The present smart grid security solutions can detect and stopping known assaults. Their failure to fulfil the most advanced cyber-security standards is disappointing. To combat cyber dangers, you’ll need a wide range of tools and strategies. When it comes to spotting unknown risks, a more versatile strategy is needed. With the help of big data analytics, techniques like deep learning, machine learning, and artificial intelligence (AI) may accomplish this. Unknown assaults can be detected by machine learning algorithms that adapt to the baseline behavior of a subject. Machine intelligence and predictive analytics will revolutionize the security business in the future. This study attempts to shed light on some of the issues surrounding the protection of big data and artificial intelligence-based infrastructures. They describe in detail how the modern electrical grid was shaped by technological advances in Chehri and colleagues (Chehri et al., 2021). Qualitative risk evaluation there is a lot of discussion over the dependability, safety, and effectiveness of the network. The author reveals levels when recommending security measures.—e.g. There is also discussion of ways to monitor and collect data.
The traditional electrical grid was transformed into the “smart grid” after a period of transition. Improved reliability, visibility, efficiency, and control can be achieved using the smart grid. It can exchange both energy and information. Communications inside the smart grid are crucial. Smart devices and networks comprise the smart grid. On these networks, DDoS, MITM, and replay attacks are all conceivable. Smart grid fraud has been a growing target for hackers. There are security and vulnerability concerns with the smart grid, according to this study (Rajendran et al., 2019; Fu, 2022). In the closing paragraphs, the attacks are addressed, and answers are offered. The security of the smart grid communication system is discussed in detail in this research. This study help readers comprehend the security challenges connected with smart grid communication systems, networks, and devices.
These attacks, which can cause both bodily and economic devastation, are on the rise. FDIAs on power grid monitoring systems are among them. To influence the estimated condition of the power system, adversaries can carry out FDIAs or modify the system data via compromising sensors. The ability of the energy management system to estimate unknown status factors is critical to its success. Sensor failure detection methods are incorporated into the SE algorithms in order to remove inaccurate data from the gathered measurements. Because BDD modules can not recognize hazardous data vectors introduced by FDIAs in some measures, the SE process’s outputs can be affected. Machine learning techniques have increasingly replaced residual based BDD in the detection of unlawful sensor data modification. Comparisons of FDIA detection methods using machine learning and power system SE are made in this article (Sayghe et al., 2020).
Although smart grids use cutting-edge ICT technologies to improve efficiency and resilience, adversaries may exploit new security holes to conduct cyber assaults, resulting in widespread blackouts and infrastructure damage. To better detect attacks on smart grids, supervised learning is widely used, which incorporates training on both regular and malicious events. There must be instances of a variety of attack types in the training dataset for supervised learning to be successful. In order to detect cyber threats in smart grids, this study (Qi et al., 2021) makes use of PMU data. Detection algorithms that can identify previously unknown assaults are trained using just normal events. The author investigated several semi-supervised anomaly detection systems using publically available datasets on power system cyber-attacks. According to a performance comparison, semi-supervised algorithms outperformed supervised algorithms in recognizing attack events. Semi-supervised anomaly detection systems may benefit from deeper representation learning as well. The authors in (Ruan et al., 2022) propose a data recovery scheme to recover measurements and states contaminated by FDIAs.
Table 1 shows the comparative analysis of previous state of the art research in tabular form:
TABLE 1 | Comparative of analysis of previous studies.
[image: Table 1]3 METHODOLOGY
Machine learning based Smart Grid Cyber Attack research is still in its infancy due to communication protocols. It's clear that further research is needed in this area. We proposed a Smart Grid cyber-attack security system and solution based on hybrid algorithms. The Logitboosted method’s performance features are highlighted for a smart grid system.
The study’s major contributions can be broken down into four groups:
1) The present state-of-the-art novel hybrid algorithms for cyber-attack protection and detection system for smart grid on smart grid datasets is to be investigated in this study
2) It's possible to detect attacks in smart grid communication with the use of Hybrid Models.
3) Hybrid models based on cyber-attack detection system models were tested to evaluate how numerical and categorical factors affected their performance.
The current study’s planned flow is shown in the diagram below:
3.1 Dataset
False Data Injection (FDI) assaults on the smart grid communication system are all too common. Open source data has been used in this research. Independent and dependent variables can be found in this equation. The features are listed in the following table:
As a user-server approach, the smart grid data interface was developed to make it easier to communicate amongst the various smart grids. The interface accepts crucial data in XML format. On the provider side, this file will also be used as a Hybrid Model parameter.
3.1.1 Data collection and pre-processing
Smart Grid Dataset was used to obtain the raw data. As a result, numerous ways have been used to clean up the data, including deleting duplicates and null entries and so on.
3.1.2 Feature engineering
Data from one domain is utilized to develop functions for learning machines using Feature Engineering. Extracting the most significant properties from raw data, it turns it into machine-learning formats. This study makes use of a correlation matrix to figure out how different variables are related to one another. Based on the MAC address of the mobile device, the model for categorizing mobile devices was established. DHCP servers (Dynamic Host Configuration Protocol) might alter their IP addresses over time, making it difficult to effectively filter traffic to a particular device. A total of 41 mobile devices are monitored for each of their traffic characteristics at the flow level. Packets with comparable source and destination addresses, communication ports and protocols (such as TCP or UDP) are grouped together when it comes to classifying data traffic... Since the packet header provides an aggregated (statistical) view of traffic flow, the source and destination are depicted best. Packet-level traffic analysis necessitates more processing power and storage space. Data packets sent by Google Chrome cast (the device under study) throughout the course of a 24-h period are tied to traffic flow patterns.
3.1.3 Calculation of index feature
As a result of investigations into smart grid communication activities, a phenomenon of predictability in behavior has emerged. The index [image: image] approaches zero, the more predictable it becomes and the less it deviates from the amount of data delivered and received. An index feature can be calculated:
[image: image]
3.1.4 Data pre-processing
The process of translating raw data into usable information is a crucial part of data mining. In many cases, the information we have is inaccurate, inadequate, or just missing. We must fill this void. Based on the [image: image] index value, the coefficients of variation classification method categorized the device types. The data is assumed to have a normal distribution. To make it easier to compare data, the distribution of the obtained values ([image: image] index) was changed. It was possible to discover the best data transformation function for this study by using the Ladder of Powers approach.
3.1.5 Data normalization
For machine learning, normalization is a standard practice. First, normalize your data to a standard scale without distorting the range of values or sacrificing any data in the process.
3.1.6 Data balancing
Imbalanced classifications stand in the way of precise predictive modelling. The same number of examples are used for each class in machine learning algorithms. The models are inaccurate when it comes to the experiences of people of color. Because the minority group has more influence and is more susceptible to classification errors than the majority, this situation is problematic. As a result, we were able to eliminate the sample’s outliers and recalculate the data. New resampling methods have emerged because of this investigation. To save information, we can, for example, sample most class data using sampling and extract records from each cluster. There is no need to replicate minority class data perfectly while sampling synthetic samples; we can make tiny adjustments during the sampling procedure to get more diverse samples. A well-balanced and homogeneous dataset is necessary for data mining research. A dataset may contain “outliers,” or data that deviates from the norm. Among a dataset, outliers are those values that deviate significantly from the rest. To deal with an unbalanced dataset, SMOTE was used to normalize the method.
Human mistake, malfunctioning technology, or incorrect data interpretation can all produce outliers. The relevant data must be excluded before any analysis or statistical testing may be performed. Inaccurate or partial results can skew the results of any outliner’s analysis and subsequent processing. By using the IQR approach, outliers are removed from data boxplots that fall beyond the method’s predefined range. The gap is caused by the difference in IQRs between the upper and lower quartiles. IQR, Z-Scores, and Data Smoothing are some of the statistical approaches used to identify outliers in the data collection. The IQR is calculated by taking the 25th and 75th percentiles from a data set and summing them together.
[image: image]
3.1.7 Hybrid classification algorithms
Limited in the number of ways it can be used to categories things. Using a single procedure, the categorization result is based on solving a variety of problems. Data Injection can be categorized based on how much data is sent between the sender and receiver. The explanations for each model are listed below.
3.1.7.1 SVM-XGB
Both the XGBoost Classifier model and the Support Vector Classifier model were improved by combining them. The mathematical model of the SVM-XGB Classification model is as follows:
[image: image]
The support vectors will then be calculated to characterize FDI assaults as follows in the dataset:
[image: image]
[image: image]
Here w is the hyper plane, y is the output of XGB, and b is the marginal distance. [image: image] XGB Classifier’s boosting function is demonstrated here. When XGB receives y’s output, it passes it on to the support vector classifier’s probability function for classification. An example of an SVM-XGB Classification Model hybrid is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Hybrid classifier (SVM-GBC classification) model.
The Gradient Boosting Classifier model and the Support Vector Classifier model were combined to produce this new model to increase their accuracy. SVM-GBC classification model’s mathematical formula is used as follows to classify objects:
[image: image]
Then we will calculate the support vectors to classify FDI attacks in dataset as:
[image: image]
[image: image]
Support Vector Classifier probability function P, and GBC classification model output [image: image] are shown here. [image: image] Residual in trees and GBC’s learning rate are seen in this graph. A Support Vector Classifier probability function will be used for classification if GBC receives the output of y. The SVM-GBC Classification Model hybrid is shown in Figure 1:
The Support Vector Classifier model was combined with the AdaBoost Classifier model in order to increase the accuracy of both models. The SVM-ABC Classification model’s mathematical model is as follows:
[image: image]
In order to classify FDI attacks in a dataset, we shall first calculate support vectors:
[image: image]
[image: image]
The support vector classifier’s probability function is P, and the ABC classification model’s output is y. [image: image] It takes (x) hours to go to (t) in trees, it shows the sum of residuals. A Support Vector Classifier probability function is used to classify ABC’s output of y. Figure 2 shows the SVM-ABC Classification Model hybrid model:
[image: Figure 2]FIGURE 2 | Hybrid classifier (SVM-ABC classification) model.
The Support Vector Classifier and CatBoost Classifier models were combined to improve the accuracy of both models, resulting in this model. SVM-CBC uses the following mathematical model to categories data:
The model will be initialized in the first stage,
[image: image]
For m = 1 to M, we will compute the residuals.
[image: image]
In order to compute the pseudo residuals, we will first fit the base leaner:
[image: image]
Updated Model will be:
[image: image]
Classifying FDI attacks in a dataset will therefore require us to generate support vectors:
[image: image]
[image: image]
The Support Vector Classifier’s probability function is P, and the CBC classification model’s output is y. In other words, [image: image] the Mathematical expression: In the form of a tree, this function displays the total residual value. A Support Vector Classifier (SVC) probability function will be used to classify the CBC output of y when it is interpreted as a function of y and [image: image]. Figure 3 depicts the SVM-CBC Classification Model hybrid model:
[image: Figure 3]FIGURE 3 | Classification Model.Hybrid classifier (SVM-CBC classification) model.
The Support Vector Classifier model was combined with the Light-Gradient Boosting Model Classifier to improve the accuracy of both models. The following is the mathematical model for the SVM-LGBM Classification Model:
[image: image]
In order to classify FDI attacks in a dataset, we shall first calculate support vectors:
[image: image]
[image: image]
Support Vector Classifier probability function P, and LGBM classification model’s output y are shown below. [image: image] Learning rate is shown as a residual sum in the leaves. Support Vector Classifier is used to classify the output of LGBM when it receives the output of y. Figure 4 depicts the SVM-LGBM Classification Model hybrid:
[image: Figure 4]FIGURE 4 | Hybrid classifier (SVM-LGBM classification) model.
SVG and HGBC have been merged to improve the accuracy of both models using support vector machines. Model of the SVM-HGBC Classification:
[image: image]
In order to classify FDI attacks in a dataset, we shall first calculate support vectors:
[image: image]
[image: image]
Support Vector Classifier probability function P and HGBC classification model’s output y are shown in this equation. Every sample in the leaf is summed up to the sum of the residuals [image: image]. Calculates the total amount of waste in the form of a tree diagram. When HGBC receives the value of y, it passes it on to the support vector classifier’s probability function for classification. As depicted in Figure 5 is a hybrid model of the SVM-HGBC Classification Model:
[image: Figure 5]FIGURE 5 | Hybrid classifier (SVM-HGBC classification) model.
3.1.8 Performance Parameters
The system’s accuracy has been evaluated using the F1 Score and accuracy measurements. The classification and misclassification clauses have been classed and misclassified, according to the confusion matrix. Table 2 displays the metrics that were used in this study.
TABLE 2 | Features description.
[image: Table 2]4 RESULTS
4.1 Hybrid model SVM-XGB
The XGBoost Classifier has been used to integrate these two models in order to improve their accuracy even further. Data from y will be fed into XGB’s logistic regression probability function. The hybrid classifier improved accuracy from 89.5% to 95.5 percent in 69.5 percent of the time, according to an independent analysis using Logistic Regression. Model Performance of SVM-XGB Classification Models is shown in Figure 6.
[image: Figure 6]FIGURE 6 | Classification model performance.the confusion matrix of SVM-XGB
For the SVM-XGB Classification Model, the confusion matrix is depicted in Figure 7 with a total of 19 True Negative and 2 True Positive values.
[image: Figure 7]FIGURE 7 | Classification Model.SVM-GBC classification model performance.
4.2 Hybrid model SVM-GBC
Using a combination of logistic regression and gradient boosting classifier approaches, this model was developed to improve both models’ accuracy even further. After receiving y’s output from the GBC. As can be seen in the graph below, the SVM-GBC Classification Model hybrid model performed quite well, with an accuracy rate of 90.8%.
On the confusion matrix shown in Figure 8, there are 18 True Negative values, two False Positive values, nine False Negative values and seven True Positive values.
[image: Figure 8]FIGURE 8 | SVM-ABC classification model performance.
4.3 Hybrid model SVM-ABC
The logistic regression model’s accuracy was improved by combining AdaBoost Classifier with it. It's subjected to a logistic regression to see how likely it is. Figure 9 shows the hybrid SVM-ABC Classification Model Performance model with an accuracy rate of 89.33 percent.
[image: Figure 9]FIGURE 9 | Confusion matrix of SVM-ABC Classification Model.
As shown in Figure 10, there are 19 True Negative values in the SVM-ABC Classification Model (SVM-ABC Classification Model) and 8 True Positive values.
[image: Figure 10]FIGURE 10 | Classification Model.SVM-CBC
4.4 Hybrid model SVM- CBC
With the use of the CatBoost Classifier and a logistic regression model, both models were improved in accuracy. If it is received from the CBC in the form of L (y, F (M-1) (x)), it will be supplied to the logistic regression’s probability function for classification. As of this writing, SVM-CBC was the most accurate, with a 99.80% success rate. The SVM-CBC Classification Model is shown in Figure 11 as a hybrid model.
[image: Figure 11]FIGURE 11 | The confusion matrix of SVM-CBC
It is shown in Figure 12 that the SVM-CBC Classification Model has a confusion matrix with a total of 19 True Negative and 2 True Positive values.
[image: Figure 12]FIGURE 12 | SVM-LGB classification model performance.
4.5 Hybrid model SVM- LGB
It's possible to improve on both models by mixing them. The probability function of logistic regression will then be used by the LGBM to classify the attacks. As shown in Figure 13, the hybrid SVM-LGBM Classification Model is 91.37% accurate:
[image: Figure 13]FIGURE 13 | Hybrid classifier (SVM-XGB classification) model.
False Positive, False Negative, and True Positive values are shown in the confusion matrix of the SVM-LGB Classification Model in Figure 14.
[image: Figure 14]FIGURE 14 | SVM-HGBC Classification Model performance.
4.6 Hybrid model SVM- HBC
With the help of the Histogram Gradient Boosting Classifier and the logistic regression model, it was created. The probability function of logistic regression will be analyzed as soon as it is received by HGBC to see if a class has been reclassified. Figure 15 shows the accuracy of the hybrid model at 91.37 percent:
[image: Figure 15]FIGURE 15 | The confusion matrix of SVM-HGBC.
Figure 20 depicts the SVM-HGBC Classification Model’s confusion matrix, which includes 19 True Negative, 2 False Positive, 9 False Negative, and 3 True Positive values.
4.7 Comparative analysis
The accuracy percentages for several models are shown in the table below. SVM-XGB had a 95.5 percent accuracy rating, whereas SVM-GBC had a 90.8 percent accuracy rating. SVM-ABC, on the other hand, achieved an accuracy rate of 89.33 percent. SVM-CBC has the highest Accuracy of 99.80%. With a combined accuracy of 91.37 percent, the SVM-LGBM and the SVM-HGBC were used to test this hypothesis. When compared to other Logitboosted Algorithms used in previous studies on the given dataset, our proposed SVM-CBC has the highest accuracy. Table 3 shows a comparison of the proposed models: (Table 4).
TABLE 3 | Description of metrics.
[image: Table 3]TABLE 4 | Comparative Analysis for the detection of FDI.
[image: Table 4]5 CONCLUSION
The most common sort of cyber-attack against smart grids is False Data Injection (FDI). Because of the limitations of current bad data detection methods, it is currently impossible to detect covert FDI attacks. FDI (foreign direct investment) dangers can be detected using a variety of methods, including machine learning. An SVM-boosting algorithm-based study analyses six distinct supervised learning hybrid strategies that can be employed with six different boosted and feature selection (FS) approaches. Using a smart grid dataset, different solutions are evaluated. For each detection approach, the classification accuracy is employed as a primary measure of performance. Using supervised learning and hybrid methodologies, it was discovered that the classification algorithms for FDI attack detection improved. The real-time smart grid datasets that can be used to execute these strategies make them interesting for future work in optimization and feature selection (Figure 16, Figure 17, Figure 18, Figure 19, Figure 20).
[image: Figure 16]FIGURE 16 | False data injection protection system.
[image: Figure 17]FIGURE 17 | Proposed Workflow.
[image: Figure 18]FIGURE 18 | The confusion matrix of SVM-LBC Classification Model.
[image: Figure 19]FIGURE 19 | Hybrid Model SVM-XGB. SVM-XGB Classification Model Performance is shown in Figure 10.
[image: Figure 20]FIGURE 20 | The confusion matrix of SVM-GBC Classification Model.
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This paper proposes a stochastic hydro unit commitment (SHUC) model for a price-taker hydropower producer in a liberalized market. The objective is to maximize the total revenue of the hydropower producer, including the immediate revenue, future revenue (i.e., opportunity cost), and startup and shutdown cost. The market price uncertainty is taken into account through the scenario tree. The solution of the model is a challenging task due to its non-convex and high-dimensional characteristics. A solution method based on the Benders Decomposition (BD) and Modified Stochastic Dual Dynamic Programming (MSDDP) is proposed to solve the problem efficiently. Firstly, the BD is applied to decompose the original problem into a Benders master problem representing the hydro unit commitment and a Benders subproblem representing the optimal operation of the hydropower plants. The Benders subproblem, which contains a large number of integer variables, is further decomposed by the period and solved by the MSDDP proposed in this paper. Finally, we verify the effectiveness of the SHUC model and the performance of the proposed solution method in case studies.
Keywords: hydro unit commitment, hydropower, mixed-integer linear programming, stochastic programming, benders decomposition (BD), stochastic dual dynamic programming (SDDP)
1 INTRODUCTION
The hydro unit commitment (HUC) problem is a significant operational problem in the hydropower system (Li et al., 2014). It is used to determine an optimal commitment schedule of each unit in the hydropower plant for the next day or week while considering various physical constraints, such as water balance and minimum up and down time (Nazari-Heris et al., 2017; Ackooij et al., 2021; Amani and Alizadeh, 2021). Due to its non-convex and high-dimensional characteristics, the HUC problem has always been a challenging task (Cheng et al., 2016; Ackooij et al., 2018).
Due to the potential benefits of the HUC problem, a variety of research has been proposed on the HUC problem over the last few decades, mainly focused on the modeling and solution methods (Parvez et al., 2019; Kong et al., 2020). Much literature takes water consumption minimization as the optimization objective (Li et al., 2014; Cheng et al., 2016; Nazari-Heris et al., 2017; Ackooij et al., 2018; Ackooij et al., 2021; Amani and Alizadeh, 2021), and most of the existing models are deterministic (Li et al., 2014; Cheng et al., 2016; Nazari-Heris et al., 2017; Ackooij et al., 2018; Parvez et al., 2019; Kong et al., 2020; Thaeer Hammid et al., 2020; Ackooij et al., 2021; Amani and Alizadeh, 2021). In a liberalized market, a hydropower producer is usually an entity owning hydropower units and participating in the electricity market with the objective of maximizing its total revenue. The hydropower producer obtains the power generation right and gains profit by submitting bidding to the independent system operator (ISO). The ISO is responsible for market clearing and calculating the electricity price at each time. Therefore, the uncertainty of the market price has a significant impact on the HUC schedule (Wei et al., 2021; Xiao et al., 2021). On the other hand, due to the existence of the reservoir, the hydropower producer can release water at the current stage (which gains immediate revenue) or at a certain stage in the future (which gains future revenue). That is, the immediate revenue represents the revenue that the hydropower producer obtains in the current stage by power generation (Kelman et al., 1998). The future revenue represents the economic value of the water stored in the reservoir. To maximize the total revenue, the HUC schedule needs to make a trade-off between the immediate revenue and future revenue (i.e., opportunity cost). A coordinated scheduling method of the wind-hydro system was proposed in (Abreu et al., 2012). The scheduling method was formulated as a stochastic price-based unit commitment model, which maximizes the immediate revenue of the generation company. Literature (Pérez-Díaz et al., 2010) proposed a dynamic programming model to solve the short-term scheduling problem of a hydropower plant that participates in a liberalized market with the objective of maximizing the immediate revenue. The calculation method of the future revenue was firstly proposed in (Kelman et al., 1998). In the paper, the Stochastic dynamic programming (SDP) was applied to calculate the future revenue of a hydrothermal system in the liberalized market. However, the curse of dimensionality of the SDP limited the further application. Then Stochastic dual dynamic programming (SDDP) proposed in (Pereira and Pinto, 1991) was applied in (Kelman et al., 1998; Pereira et al., 1999; Barroso et al., 2002; Helseth et al., 2016) to calculate the future revenue in a large hydropower system. To the best of our knowledge, none of the existing literature on HUC has taken the future revenue into account.
Due to the nature of non-convexity, the solution of the HUC problem has always been a difficulty. Researchers have developed various solution methods to solve it efficiently (Parvez et al., 2019; Kong et al., 2020; Thaeer Hammid et al., 2020). Conventional methods based on mathematical programming primarily include mixed-integer linear programming (MILP) (Diniz and Maceira, 2008; Tong et al., 2013; Guisández and Pérez-Díaz, 2021), non-linear programming (NLP) (Lima et al., 2013), mixed-integer quadratic programming (MIQP) (Finardi and da Silva, 2006), and dynamic programming (DP) (Seguin et al., 2016). Heuristic algorithms such as artificial neural networks (ANN) (Naresh and Sharma, 2000), genetic algorithm (GA) (Ahmed and Sarma, 2005), and differential evolutionary (DE) (Zha ng et al., 2013) were also reported. We refer to (Parvez et al., 2019; Kong et al., 2020; Thaeer Hammid et al., 2020) for more solution methods on the HUC problem. Recently, decomposition methods, including dual decomposition (Finardi and da Silva, 2006), Benders Decomposition (BD) (Benders, 2005; Moiseeva and Hesam zadeh, 2017; Colonetti and Finardi, 2021), and SDDP (Helseth et al., 2016; Hjelmeland et al., 2019) have gained more and more attention in the hydropower generation scheduling problems due to their good computational performance. SDDP is a state-of-the-art algorithm for long- and medium-term hydropower scheduling problems (Hjelmeland et al., 2019). However, SDDP uses the dual solution to construct the future cost function (FCF), so it cannot be used to solve MILP problems (Hjelmeland et al., 2019). The optimal operation of the hydropower plant is a typical non-convex optimization problem. To tackle this difficulty, the McCormick envelope was used by (Cerisola et al., 2012) to approximate the bilinear relationship between variables. Literature (Steeger and Rebennack, 2017) proposed a Lagrangian relaxation of the non-convex SDDP subproblem, and then Lagrange multipliers instead of dual multipliers were used to construct valid FCF. Recently, literature (Zou et al., 2019) proposed a Stochastic Dual Dynamic integer Programming (SDDiP) algorithm for solving multi-stage stochastic integer programming problems with binary state variables. However, SDDiP has to solve a Lagrangian dual problem at each stage. It is well known that the convergence of the Lagrangian dual problem can be very slow. A novel type of cut called locally valid cut was proposed by (Abgottspon et al., 2014) and introduced to the SDDP framework to enhance a convexified approximation of the FCF. The above references propose different approaches to deal with non-convexity in the SDDP subproblem. The ultimate purpose of these approaches is to construct a valid and tight FCF.
The contributions of this paper are listed as follows.
1) A stochastic hydro unit commitment (SHUC) model is proposed, which aims to maximize the hydropower producer’s total revenue. The opportunity cost and the market price uncertainty are taken into account.
2) A solution method, which decomposes the SHUC problem into two layers, is proposed based on the framework of Benders Decomposition. The outer layer is the Benders master problem, which is used to determine each unit’s startup and shutdown status. The inner layer Benders subproblem is used to determine the optimal operation of the hydropower plants.
3) To efficiently solve the large-scale mixed-integer Benders subproblem, a modified stochastic dual dynamic programming (MSDDP) is proposed based on the Lift-and-Project cutting plane (LAPCP) algorithm.
The rest of the paper is organized as follows. Section 2 proposes the SHUC model. Section 3 proposes the solution method of the SHUC model. In Section 4, we verify the effectiveness of the SHUC model and the computational performance of the solution method in case studies. Finally, Section 5 concludes this paper.
2 STOCHASTIC UNIT COMMITMENT MODEL
2.1 Objective function
In a liberalized market, the objective of the SHUC model is to maximize the total revenue, which can be shown in (Eqs 1–4):
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Where [image: image], [image: image], and C represent the immediate revenue, future revenue, and the sum of the startup and shutdown cost, respectively. T, K, and [image: image] represent the number of periods, hydropower plants, and units in plant k, respectively. We use [image: image] to denote the random variable of market price at period t. [image: image] represents the power output of unit j in plant k. [image: image] represents the piecewise linear approximation of the future revenue (Moiseeva and Hesam zadeh, 2017), which represents the opportunity cost of the water stored in the reservoirs. It is expressed as a function of the reservoir volumes. [image: image] and [image: image] represent the startup and shutdown cost of unit j in plant k, respectively. [image: image] is a binary variable that is equal to 1 if unit j is started up and [image: image] is a binary variable that is equal to 1 if unit j is shut down.
2.2 Constraints

1) Water balance constraint
[image: image]
Constraint (Eq. 5) represents the water balance equation between two consecutive periods. Where [image: image], [image: image] and [image: image] represent the reservoir volume, water release, and inflow, respectively. [image: image] represents the number of hours in one period. [image: image] is the set of hydropower plants which are located upstream of the plant k. [image: image] represents the water delay time between two adjacent plants.
2) Water release, water discharge and spillage
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Constraint (Eq. 6) defines the relationship between water release, water discharge, and spillage. Constraint (Eq. 7) gives the expression of the water discharge. Constraint (Eq. 8) defines the upper and lower bounds on unit discharge. Where [image: image] and [image: image] represent the water discharge and spillage, respectively. [image: image] represents the water discharge of unit j in plant k. [image: image] is a binary variable that is equal to 1 if unit j is online. [image: image] represents the maximum of the water discharge of unit j.
3) Fore-bay level, tail-race level, penstock loss, and net head
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The fore-bay level is formulated as a non-linear function of the reservoir volume (Li et al., 2014), as shown in (Eq. 9). Constraint (Eq. 10) defines the medium volume as the average reservoir volume in two consecutive periods (Pereira et al., 2017). The tail-race level is formulated as a nonlinear function of the water release (Li et al., 2014), as given in (Eq. 11). Constraint (Eq. 12) gives the relationship between the penstock loss and unit discharge (Cheng et al., 2016). Constraint (Eq. 13) defines the expression of the net head. Where [image: image] and [image: image] represent the fore-bay and tail-race levels of plant k, respectively. [image: image] and [image: image] represent the penstock loss and net head of the unit j in plant k, respectively.
4) Future revenue constraints
[image: image]
Constraint (Eq. 14) defines the future revenue of the hydropower producer. Where [image: image] and [image: image] denote the slope and intercept of the future revenue, respectively. [image: image] represents the reservoir volume at period T. [image: image] represents the set of the slope index. The future revenue is expressed as a piecewise linear function of the reservoir volume. It can be obtained by the medium-term scheduling using SDDP. We refer to (Kelman et al., 1998) for more details.
5) Hydropower generation function
[image: image]
[image: image]
[image: image]
The hydropower generation function is a non-linear function of the unit discharge, generation efficiency, and net head (Cheng et al., 2016), as shown in (Eq. 15). The generation efficiency of the hydro unit is a non-linear function of the unit discharge and net head (Cheng et al., 2016), as defined in (Eq. 16). Where [image: image] represents the generation efficiency of the unit j. The non-linear relationships in (Eqs 9, 11, 12, 15, 16) can be linearized using the method proposed in (Guisández and Pérez-Díaz, 2021).
7) Forbidden operation zones
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Constraints (Eq. 18) and (Eq. 19) define the constraints of the forbidden operation zones on the hydro unit. Where [image: image] is the forbidden power output of unit j. [image: image] is a binary variable that is equal to 1 if [image: image] and 0 if [image: image].
6) Logical constraints
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Constraints (Eq. 20) and (Eq. 21) define the startup and shutdown statuses of the unit j. Constraints (Eq. 22) and (Eq. 23) guarantee the minimum online/offline time of the unit j. Constraints (Eq. 24) and (Eq. 25) limit the maximum numbers of startup and shutdown, respectively. Where UT and DT represent the minimum online and offline time of the unit, respectively. ZU and ZD represent the number of the startup and shutdown of the unit, respectively.
3 SOLUTION METHOD
The SHUC model proposed in Section 2 contains a large number of integer variables. The solution time increases exponentially when the number of scenarios increases. SDDP is an efficient decomposition algorithm for solving multi-stage stochastic programming problems. However, the multiperiod coupling constraints (Eqs 22–25) and integer variables make the SDDP algorithm unable to be applied directly.
This section proposes a two-layer decomposition solution method based on the BD and MSDDP. We first use the BD to deal with multiperiod coupling constraints. The original problem (Eqs 1–25) is decomposed into a Benders master problem (BMP) [as shown in (Eqs 26–28)] and a Benders subproblem (BSP) [as shown in (Eqs 29–34)]. Then, the BSP is further decomposed according to the period and solved by the MSDDP algorithm proposed in Section 3.2. In each iteration, the BMP provides the startup and shutdown statuses for the BSP, while the BSP decides the optimal operation schedule of each unit and feeds back the parameters used to construct the Benders cut.
The solution method proposed in this section is conceptually similar to the work proposed in (Helseth et al., 2018), the differences between the two methods are listed as follows. 1) The binary variables related to the water level constraints are included in the BSP to provide information for the optimization of the BSP. Therefore, the BSP is formulated as a MILP problem, which cannot be solved by the SDDP. That is, the solution method proposed in (Helseth et al., 2018) will no longer work here. 2) The proposed method solves the BSP to optimal in each iteration of the BD algorithm. Therefore, the cut generated by the BSP is tighter than the method in (Helseth et al., 2018), which leads to a shorter solution time.
To avoid confusion, the cut provided for the BMP is called Benders cut, as shown in (Eq. 27). The cut generated in the backward iteration of the MSDDP is called MSDDP cut, as shown in.
3.1 The outer layer BD algorithm
The BMP is shown in (Eqs 26–28):
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Where [image: image] is a continuous variable representing the objective value of the inner layer BSP. [image: image] and l represent the slope and intercept of the Benders cut, respectively. The calculation of [image: image] and l are discussed in Section 3.2.
The BSP is shown in (Eqs 29–34):
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Where [image: image] represents the unit startup/shutdown status determined in the BMP. [image: image] represents the dual variable of the corresponding constraint.
3.2 The inner layer MSDDP algorithm
We denote the stochastic process of market price by [image: image], with [image: image] being deterministic. We assume the stochastic process [image: image] is stagewise independent. This allows cut sharing between different MSDDP subproblems (Hjelmeland et al., 2019). The stochastic process can be discretized to a scenario tree, in which the realizations in each period are finite, as shown in Figure 1. The number of scenarios in the complete scenario tree is [image: image]. [image: image] is the number of realizations at period t. This results in replacing the BSP (Eqs 29–34) with the sample average approximation (SAA) problem (Birge and Louveaux, 2011), which can be solved by the MSDDP algorithm proposed in this section.
[image: Figure 1]FIGURE 1 | The complete scenario tree.
The main idea of the MSDDP contains four parts: convergence criterion, sampling, forward iteration, and backward iteration. The first three parts is similar to the well-known SDDP. For more details, we refer to (Shapiro, 2011).
In the backward iteration of the classical SDDP algorithm, the SDDP cuts are generated using the dual variables of the state transition equation (Pereira and Pinto, 1991; Shapiro, 2011). However, the information of dual variables is unavailable due to the existence of integer variables in (Eq. 30). Inspired by (Balas et al., 1993; Balas et al., 1996), the Lift-and-Project cutting plane algorithm (LAPCP) is developed here to solve the mixed-integer BSP problem through its LP relaxation at each stage. Lift-and-Project cuts are sequentially added to the LP relaxation problem to ensure its optimal solution is the same as the original mixed-integer problem. Finally, the MSDDP cut is generated using the dual solution of the linear relaxation problem.
For ease of presentation, the general mathematical form of the BSP at tth stage can be stated as
[image: image]
[image: image]
Where s is the scenario index. [image: image] and [image: image] represent the integer variable and continuous variable, respectively. [image: image] is the future revenue of the tth stage problem. The feasible set of the problem (Eq. 35) is represented as [image: image]. The linear relaxation of [image: image] is [image: image].
The convex hull of the feasible set of (Eq. 35) can be stated as
[image: image]
According to (Balas, 2011), the optimal solution of (Eq. 38) solves (Eq. 35).
[image: image]
However, the exact expression of [image: image] is extremely difficult to obtain due to the exponential dimensions of the problem (Balas, 2011). The LAPCP algorithm is an exact algorithm for solving the MILP problem (Balas et al., 1993). The main idea of LAPCP is to solve the LP relaxation of the original mixed-integer problem (Eq. 35). In each iteration, a Lift-and-Project cut (LPA cut), which cuts off part of [image: image], but no point of [image: image], is generated and added to the LP relaxation problem to approximate [image: image]. The virtue of the LAPCP algorithm allows us to solve (Eq. 35) through the corresponding LP relaxation problem (Eq. 39) in a sequential manner. The flow chart of the LAPCP algorithm for solving the problem (Eq. 39) is shown in Figure 2.
[image: image]
Where [image: image] is the trial value provided by the forward iteration of the MSDDP. [image: image], [image: image], [image: image] and [image: image] are parameters of the LAP cut. [image: image] and [image: image] are dual variables of the corresponding constraints. I represents the number of the LAP cuts.
[image: Figure 2]FIGURE 2 | The flow chart of the LAPCP algorithm for solving the problem (39).
The parameters of the LAP cut can be obtained by solving (Eq. 40) (Balas et al., 1993).
[image: image]
Where [image: image]. [image: image] and [image: image] are vectors. [image: image] and [image: image] are scalars. [image: image] is a compatible vector of ones.
The proposed MSDDP algorithm is shown in Table 1. Given [image: image], (Eq. 39) is a LP problem, which indicates that the MSDDP cut can be obtained by solving the corresponding LP dual problem. Therefore, the MSDDP cut of the t-1 stage problem can be generated according to (Eq. 41).
[image: image]
TABLE 1 | The flow chart of the MSDDP algorithm.
[image: Table 1]When the BSM (i.e., the MSDDP algorithm) converges, the Benders cut can be calculated, as shown in (Eq. 27). The calculation of [image: image] and l are shown as follows:
[image: image]
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Where [image: image] represents the optimal value of the inner layer problem at the first stage. To sum up, the flow chart of the proposed solution method to solve the problem (Eqs 1–25) is shown in Figure 3.
[image: Figure 3]FIGURE 3 | The flow chart of the proposed solution method to solve the problem (1)–(25).
4 CASE STUDY
4.1 Basic data
To verify the effectiveness of the proposed SHUC model and solution method. Two realistic case studies are used: the Xiluodu and Xiangjiaba hydropower system (in Sections 4.2.1–4.2.3) and a bigger hydropower system (in Section 4.2.4) reported in (Conejo et al., 2002).
The Xiluodu and Xiangjiaba hydropower system, which includes two hydropower plants (hereinafter referred to as plant Xi and plant Xiang), is located on the Yangtze River, Sichuan Province, in southwestern China. The Xiluodu plant is the third-largest hydropower plant in the world. It is an annual regulation plant that contains 18 large-size units with a total capacity of 12,600 MW. The Xiangjiaba plant, which is located downstream of the Xiluodu plant, includes 8 units with a total capacity of 6,000 MW (Peng et al., 2015). The main technical parameters of the two plants are shown in Table 2. For simplicity, the number of startup and shutdown of the unit is two, and the minimum startup and shutdown time is assumed to be 4 h. The forbidden operation zones of the units are assumed to be [image: image]. The start-up and shutdown costs are 300 $/time and 100 $/time, respectively. The convergence tolerance of the outer layer BD algorithm is set as 0.01%. The parameters of the future revenue constraints (Eq. 14) are shown in Table 3. The initial reservoir volumes are 69.0e8 m³ and 45.0e8 m³, respectively. It should be noted that the termination volumes of the two reservoirs are not set. In Section 4.2.2, we show that due to the existence of the future revenue constraints (Eq. 14), the plants terminated discharging at optimal volumes, at which the total revenue of the hydropower producer is maximized.
TABLE 2 | Technical parameters of the hydropower plants.
[image: Table 2]TABLE 3 | The parameters of the future revenue constraints.
[image: Table 3]The generation of the scenario tree includes three steps (Heitsch and Römisch, 2003), as shown in Figure 4. 1) Price forecast. The market price is forecasted using the autoregressive moving average (ARMA) model. 2) Probability distribution estimation. The Pearson 3 distribution is used for probability distribution estimation of the forecast error. The parameter of the probability density function (pdf) of the Pearson 3 distribution is estimated using the historical day-ahead market price of Sichuan Province. 3) Scenario generation. The Monte Carlo sampling method is used to generate discretized scenarios from the forecast price and pdf.
[image: Figure 4]FIGURE 4 | The procedure of the scenario tree generation.
A time horizon of 1 day is considered with hourly time steps. Three price nodes are considered at each period, with a total of [image: image] scenarios in the complete scenario tree. The problem scale of the proposed SHUC model in the complete scenario tree is shown in Table 4.
TABLE 4 | The problem scale of the BMP, BSP, and SHUC model.
[image: Table 4]The simulation program was run on a personal computer with an Intel i7-7900K processor, 3.30 GHz, and 16GB RAM. The commercial solver, CPLEX 12.9 under Python environment, was called to solve the model.
4.2 Results
4.2.1 Deterministic case
We first apply our solution method in a deterministic unit commitment model to verify our code. In the deterministic case, the uncertainty of the market price is not considered, i.e., only one price scenario (the forecast price) is input to the unit commitment model. Therefore, the inner layer algorithm is actually a dual dynamic integer programming (DDP) algorithm (Pereira and Pinto, 1991). Therefore, the convergence criterion needs to be modified. Here, the gap between the upper and lower bound ([image: image]) is set as the convergence criterion, as shown in (Eq. 44). The convergence tolerance of the DDP algorithm is set as 0.01%.
[image: image]
Where [image: image] and [image: image] are the upper and lower bound of the DDP algorithm, respectively.
We apply the CPLEX to solve the deterministic model directly (no decomposition method is used) and compare it with the proposed solution method. The comparison results are shown in Table 5. It can be seen that the relative error between the two methods is less than 0.001%. The solution time of the CPLEX is 8.8 times that of the proposed method, which shows the advantage of the proposed solution method.
TABLE 5 | The comparison of the solution results between CPLEX and the proposed method.
[image: Table 5]Figure 5 lists the startup and shutdown status of all units in the two plants. Due to the constraints (Eqs 22–25), the number of startup and shutdown and the online/offline time of all units satisfy the pre-set data.
[image: Figure 5]FIGURE 5 | The startup and shutdown status of units in the two plants.
Figure 6 shows the 24-hour power generation schedule of two plants. Figure 7 shows the evolution of the reservoir volumes. The termination volumes of the two reservoirs are 68.847e8 m³ and 44.95e8 m³, respectively. During the low price period, the reservoir volume of plant Xi increased by 3.07e6 m³, which indicates that the discharge is less than the inflow. Using the water storage during these periods can lift the water head and improve the power generation efficiency.
[image: Figure 6]FIGURE 6 | The power output of the two plants.
[image: Figure 7]FIGURE 7 | The evolution of the reservoir volume of two plants.
4.2.2 Stochastic case
In the stochastic case, the scenario tree generated in Section 4.1 is input to the SHUC model. A set of 500 scenarios is sampled from the complete scenario tree in the forward iteration of the MSDDP algorithm. As in (Pereira and Pinto, 1991), the algorithm stops when the upper bound is within the 95% confidence interval of the lower bound.
The program runs for 2,123 s. Figure 8A shows the upper and lower bounds of the outer layer BD algorithm. The final gap between the upper and lower bounds is 0.0093%. Figure 8B shows the convergence process of the inner layer MSDDP algorithm in the fourth iteration of the BD algorithm. The MSDDP algorithm converges to the 95% confidence interval after 31 iterations.
[image: Figure 8]FIGURE 8 | The convergence process of the BD algorithm (A) and the MSDDP algorithm in the fourth iteration of the BD algorithm (B).
We then apply the classical Benders Decomposition (CBD) algorithm (Benders, 2005) to solve the SHUC model and compare it with the proposed solution method. The running time is limited to 3 h. The comparison of the solution results is shown in Table 6. The total revenue of the two methods is 2.8036 × 108$ and 2.9204 × 108$, respectively. The revenue of the proposed method is 4% higher than the CBD algorithm. In terms of computational performance, the CBD goes through 25 iterations and finally does not converge to the pre-set tolerance (0.01%). The final gap of the CBD is 3.16%. When using the CBD algorithm to solve the SHUC model, the integer variables must be stored in the master problem, resulting in the loss of effective information related to the optimization direction of the discrete variables. It can only rely on the dual information provided by the subproblem to assist in the optimization of the mater problem. Therefore, more solution time is needed.
TABLE 6 | The comparison of the solution results between CBD and the proposed method.
[image: Table 6]The value of the stochastic solution (VSS) (Heitsch and Römisch, 2003) is an index used to test the quality of the solution of the stochastic programming problem, as shown in (Eq. 45).
[image: image]
Where RP represents the optimal value of the stochastic case, which is equal to the weighted average of the objective value of all scenarios. EEV represents the optimal value of the deterministic case.
Compared with the deterministic case, the total revenue of the stochastic case increases by 6.5902 × 106$, accounting for 2.3% of the total revenue. That is, the value of VSS is 6.5902 × 106$. This value represents the cost of ignoring the market price uncertainty in the unit commitment model.
As mentioned in Section 4.1, the termination volumes of the two reservoirs are not set. We end this section by discussing the impact of future revenue constraints (Eq. 14). We set the parameters of the future revenue constraints [image: image] and [image: image] to be zero, which enforced the [image: image] in the objective function equal to zero. Then the boundary condition (i.e., the termination volumes) should be set in the model to terminate the calculation. The total revenue ratios in different termination volumes to the value in Table 4 (“Proposed”) are shown in Figure 9. It can be seen that the maximum value of the total revenue is equal to the value in Table 6. This indicated that constraints (Eq. 14) could terminate discharging at optimal termination volumes, at which the total revenue of the hydropower producer is maximized. The incorporation of constraints (Eq. 14) in the SHUC model can make a balance between the immediate revenue and the future revenue of the hydropower producer to maximize the total revenue.
[image: Figure 9]FIGURE 9 | The total revenue ratios in different termination volumes to the value in Table 4: (A) the termination volume of plant Xiang is 44.95e8 m³, and (B) the termination volume of plant Xi is 68.847e8 m³.
4.2.3 The impact of the confidence level
Table 7 compares the results of the proposed solution method under different confidence levels. Column 1 represents the final gap of the BD algorithm. The second column represents the iteration number of the BD algorithm. The third column represents the average time used per iteration. Column 4 represents the solution time of the BD algorithm. Finally, column 5 represents the total revenue.
TABLE 7 | Comparison of solution results under different confidence levels.
[image: Table 7]It can be seen that the proposed solution method finally converged under different confidence levels. With the increase of the confidence level, the number of iterations of the BD algorithm decreases while the time used per iteration increases. In fact, the solution obtained in the MSDDP algorithm is getting closer to the optimal solution with the increase in the confidence level. Therefore, the Benders cut provided to the BMP is tighter. While the solution time needed in the MSDDP algorithm also increases. It should be noted that the solution time of the model is shortest when the confidence level is 90%. Therefore, it is necessary to make a trade-off between the solution accuracy of the MSDDP and the number of iterations to minimize the overall solution time. Finally, we can observe that the difference in total revenue under different confidence levels is extremely small. This is because the confidence level is only used to control the convergence of the inner layer MSDDP algorithm. The convergence of the whole algorithm is determined by the gap between the upper and lower bounds of the outer layer BD algorithm. Therefore, the outer layer BMP will adjust the startup and shutdown status of the unit to achieve global optimization.
4.2.4 Computational performance of the MSDDP
In this section, we test the computational performance of the proposed MSDDP algorithm using the data of the hydropower system reported in (Conejo et al., 2002). The hydropower system contains eight plants, with a total capacity of 3,084 MW. The topology and detailed parameters of the hydropower plants are shown in Figure 10 and Table 8, respectively. For the sake of simplicity, the parameters of the future revenue constraints [image: image] and [image: image] are set as zero. The initial volume of the reservoirs is shown in Table 9. The termination volumes are equal to the initial volumes. Two alternative methods [Lagrangian relaxation (Steeger and Rebennack, 2017) and locally valid cut (Abgottspon et al., 2014)] are used in the backward iteration of the BSP and compared with the MSDDP algorithm. The confidence level of the three algorithms is set as 90%. Five sets of market price scenarios are sampled in the forward iteration, including 50, 100, 200, 300, and 500 scenarios, respectively. The running time of the programs is limited to 3 h.
[image: Figure 10]FIGURE 10 | The topology of the hydropower system in (Conejo et al., 2002).
TABLE 8 | Technical parameters of the hydropower plants in (Conejo et al., 2002).
[image: Table 8]TABLE 9 | The initial volume of the reservoirs in (Conejo et al., 2002).
[image: Table 9]Table 10 shows the comparison of the computational performance of the three algorithms. The first column represents the number of scenarios sampled in the forward iteration. It can be seen that the computation time and the time used per iteration increase with the increase of the forward sample scenarios. This is because more subproblems need to be solved as we increase the number of sample scenarios in the forward iteration. The MSDDP converged to the pre-set tolerance with different choices of the number of the forward sample scenarios. The solution time of the MSDDP algorithm is the shortest among the three algorithms. The LVC and LR method cannot converge to the pre-set tolerance within 3 h when the number of sampled scenarios is 500. It should be noted that the iteration number of the MSDDP algorithm is less than the other two algorithms, which illustrates that the cuts generated by the MSDDP algorithm are the tightest.
TABLE 10 | Computational performance of the locally valid cut (LVC), Lagrangian relaxation (LR) and MSDDP.
[image: Table 10]5 CONCLUSION
This paper proposes a stochastic unit commitment model for a price-taker hydropower producer in a liberalized market. The objective is to maximize the total revenue. The opportunity cost and the market price uncertainty are taken into account. To solve the stochastic unit commitment problem efficiently, a solution method based on the Benders decomposition and modified stochastic dual dynamic programming algorithm is proposed. Finally, we verified the effectiveness of the proposed model and solution method in case studies. The simulation results show that: 1) Compared with the deterministic model, the proposed stochastic unit commitment model can increase the total revenue of the hydropower producer by 2.3%, so it is necessary to consider the uncertainty of the market price. 2) The incorporation of future revenue constraints can make a balance between the immediate revenue and the future revenue to maximize the total revenue of the hydropower producer. 3) The proposed solution method can efficiently solve the large-scale stochastic unit commitment problem. Compared with the existing methods, the proposed solution method can significantly reduce the solution time and achieve global optimization.
The following aspects can be further expanded in future research.
1) The proposed SHUC model is actually a two-stage unit commitment model, in which the commitment schedule for the entire scheduling horizon is decided before the uncertainty is realized. The extension of the unit commitment model on the multi-stage model will be promising research.
2) The extension of the modified stochastic dual dynamic programming on the stage-dependent case may be interesting research.
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With the development of intelligent operation and maintenance of substations, the daily inspection of substations needs to process massive video and image data. This puts forward higher requirements on the processing speed and accuracy of defect detection. Based on the end-to-end learning paradigm, this article proposes an intelligent detection method for substation insulator defects based on CenterMask. First, the backbone network VoVNet is improved according to the residual connection and eSE module, which effectively solves the problems of deep network saturation and gradient information loss. On this basis, an insulator mask generation method based on a spatial attention-directed mechanism is proposed. Insulators with complex image backgrounds are accurately segmented. Then, three strategies of pixel-wise regression prediction, multi-scale features, and centerness are introduced. The anchor-free single-stage target detector accurately locates the defect points of insulators. Finally, an example analysis is carried out with the substation inspection image of a power supply company in a certain area to verify the effectiveness and robustness of the proposed method.
Keywords: smart substation, CenterMask, insulator defect detection, instance segmentation, image processing
1 INTRODUCTION
In China, the “State Grid Corporation Artificial Intelligence Technology Application 2021 Work Plan” has made clear instructions to build and operate two levels of AI “two libraries and one platform” and form a number of high-precision and high-value power-specific models. As an important and indispensable part of the power system, the safe and stable operation of substations is the basis for building a strong smart grid (Han et al., 2021; Li et al., 2022a). Today, rising renewable energy uncertainty (Li et al., 2022b; Li et al., 2022c) and concerns about cyber security and privacy issues (Li et al., 2019; Li et al., 2022d) pose new challenges for substation operations. Therefore, there are strict standards for operation and maintenance (Q&M) of substation equipment (Huang et al., 2016).
Insulators are key equipment in substations. Common types include pillar insulators, bushing insulators, and suspension insulators. Its operational performance is directly related to the stable and continuous operation of the regional power grid. However, insulator fouling and breakage are the main factors affecting its operational performance (He and Gorur, 2017). In order to meet the needs of Q&M, the substation is equipped with inspection robots and deployed a large number of high-definition cameras (Guan et al., 2021). The daily Q&M of insulators in the station needs to process massive amounts of video and image data. How to use data to efficiently analyze insulator defects is not only the focus of Q&M work but also the difficulty in defect detection (Wang et al., 2017).
Currently, scholars around the world have extensively investigated on the defect detection of substation insulators as artificial intelligence has been successfully applied to classification problems in engineering (Shi et al., 2008; Shi et al., 2009). In Zhai et al. (2018), based on machine vision, the feature extraction of the insulator image is completed through the Vision module of LabVIEW, and the preliminary identification and positioning of the insulator are realized. The surface of substation insulators is very susceptible to the influence of wet weather, resulting in contamination and flashover accidents in substation facilities. Tang et al. (2020) designed an insulator cleaning robot based on binocular vision, using the YOLOv4-tiny deep learning network algorithm to identify and detect pillar insulators and flange targets. By establishing an electrothermal conversion model for insulator strings, a method for identifying deteriorating porcelain insulators in substations based on infrared thermal imaging technology is proposed. The method in Zhang and Chen (2020) obtains a degree of practicality. In addition, the method in Gao et al. (2021) was used in order to improve the fault diagnosis capability of substation equipment insulators. A method for identifying breakage of substation equipment insulators based on intelligent image information fusion and edge contour segmentation detection is proposed. Usamentiaga et al. (2018) studied multi-source image information fusion detection and the multi-source image fusion reconstruction method of the insulator contamination state. However, this work extracts the surface color features, temperature rise features, and discharge intensity features of insulators from visible light images, infrared images, and ultraviolet images, respectively, which makes the detection method difficult to apply online (Jin et al., 2018).
In summary, the application of computer vision and deep learning methods to realize defect detection of substation insulators has become a research hotspot. However, the existing methods are not ideal for the detection of massive high-definition image data in substations, and there is a common problem of low real-time detection of insulator defects. Therefore, an end-to-end agile detection method for substation insulator defects is proposed. The method is based on a single-stage instance segmentation algorithm and adopts an end-to-end learning paradigm.
The main novelties of this work are as follows:
(i) The end-to-end design idea revolutionizes the staged and step-by-step segmentation and detection methods in traditional insulator detection research. This strategy effectively reduces the impact of step-by-step error iteration on model performance.
(ii) Insulator mask generation and defect detection can be performed in parallel. This method greatly improves the fault identification efficiency of the piece of equipment Q&M in the substation.
(iii) The one-stage instance segmentation algorithm has been successfully applied in the detection of insulator defect points by introducing pixel-by-pixel regression prediction, multi-scale features, and centerness, the three strategies to accurately output the bounding box label of the defect point location.
This article is organized as follows: Section 2 briefly describes the architecture for agile detection of insulator defect points in substations. The method of insulator mask generation and defect point detection is described in detail in Section 3. Section 4 verifies the effectiveness of the proposed method based on the built experimental environment. Finally, conclusions and outlook are presented in Section 5.
2 ARCHITECTURE OF THE INSULATOR DEFECT INTELLIGENT DETECTION METHOD
Due to the close connection between the equipment in the substation, the insulator image taken by the inspection robot is mixed with more other pieces of transformer equipment (Wang and Meng, 2019; Kou et al., 2022). This makes it necessary to step through the images during insulator defect detection. However, the result of step-by-step processing will certainly increase the detection time and reduce the accuracy of detection (Chen et al., 2019; Zhao et al., 2019). At the same time, the characteristics of the massive amount of inspection images are different to ignore. Therefore, this study comprehensively measures the Q&M requirements of substation insulators and the training complexity of massive inspection images. A defect detection method based on CenterMask is designed. The overall implementation plan of this work is shown in Figure 1. Based on the one-stage target detection algorithm, a parallelized image segmentation technique is incorporated to obtain the insulator mask (Yuan et al., 2021). The masks for insulator defect points are also extracted separately. By counting the insulator defect detection task points, the main tasks are insulator detection, insulator mask segmentation, insulator defect point detection, and insulator defect point location.
[image: Figure 1]FIGURE 1 | Overall framework of the intelligent detection method for insulator defects.
As shown in Figure 1, this end-to-end work can be decomposed into three parts. First, based on the accumulated original inspection images, the initial image database is constructed. Then, the defect detection model structure is designed. This part is also the core of the whole method. 1) The backbone network adopts improved VoVNet to achieve efficient extraction of target features. 2) The spatial attention-guided mask (SAG-mask) branch generates target masks. 3) Using fully convolutional one-stage (FCOS) to detect defect points of insulators. Finally, the end realizes the output of the insulator mask and the bounding box label of the defect point.
3 AGILE DETECTION METHOD FOR SUBSTATION INSULATOR DEFECTS
CenterMask is a newer instance segmentation algorithm proposed by Youngwan Lee and Jongyoul Park of the Korea Institute of Electronics and Communications in 2019 (Lee and Park, 2020). This algorithm adds the SAG-mask module invented by scholars to the famous one-stage anchor-free target detection algorithm FCOS, which makes its target segmentation accuracy and speed superior to traditional algorithms. The two scholars made the algorithm open source for scholars in the field of image and vision to jointly explore the application research of the algorithm. The application of this algorithm in substation insulator defect detection further improves the intelligence and accuracy of insulator defect detection.
3.1 Insulator feature extraction based on improved VoVNet
The inspection robot in the smart substation will collect images of insulators from different angles during the operation. The background of the insulator in the image is complex and diverse, which has serious noise interference to the accurate detection of insulator defect points (Tao et al., 2018; Kou et al., 2020a). Therefore, our first task is to achieve accurate extraction of insulator target features. It is the backbone network of the model that accomplishes this task in the study.
At present, various target detection models rely on different backbone networks (Du et al., 2021). The core module used by the mainstream target detection model DenseNet is the dense block. All previous layers are aggregated through dense connections, resulting in a linear increase in the number of input pipelines for each subsequent layer. This strategy makes the memory access cost and energy consumption extremely high, and the computing speed is seriously hindered (Xu and Wu. 2020). When the input is a higher-quality insulator image, object extraction tends to consume more memory and inference time. This problem makes the detection effect of insulator defects far from meeting the standard of massive high-definition insulator images in substations. The CenterMask backbone network proposed by the research utilizes an improved VoVNet. The short board of feature redundancy caused by dense connections in DenseNet is effectively solved, and the core module of one-shot aggregation (OSA) is adopted. In the strategy, all the previous layers are unified and aggregated at the end.
The improved VoVNet addresses the performance saturation problem and the information loss problem in standard VoVNet, respectively. 1) By adjusting the input of the OSA module and adding it to the output, the residual link of ResNet is introduced to ensure that VoVNet can train a deeper network. It can effectively process insulator images with high pixel ratios. 2) The eSE module of ResNet is added to the last feature layer of VoVNet, and the two fully connected layers used in the original SE module are directly replaced by one, which effectively reduces the loss of channel information. This method further enhances the feature extraction capability of the insulator target. The improved connection structure of OSA modules in VoVNet according to the idea is shown in the insulator feature extraction area in Figure 1. The performance of the target detection models based on the improved VoVNet surpasses the models based on other target detection algorithms. The algorithm greatly improves the GPU computing efficiency and meets the needs of high-speed processing for intelligent identification of hidden dangers of insulators.
3.2 Insulator mask extraction based on the spatial attention-guided mask
Insulator image datasets mostly suffer from the problems of complex backgrounds, multiple strings in a single image, and insulator overlap (Kou et al., 2020b). Section 3.1 shows how insulator feature extraction realizes insulator target detection. The position of the insulator in the image is accurately framed, and only completing this link cannot quickly detect the defect points of the insulator. Therefore, it is necessary to further realize the precise segmentation of insulator beads on this basis. Adding the SAG-mask branch to the target result of FCOS detection in the CenterMask algorithm satisfactorily completes this task.
The most famous ones in instance segmentation are Mask RCNN and its related improved algorithms, as well as the YOLACT algorithm which focuses on speed (Wang et al., 2020b). However, a spatial attention-oriented mechanism is proposed in CenterMask. The mechanism is able to utilize the spatial attention map of the input image to predict segmentation masks for each boxed instance. The added SAG-mask branch can be performed in parallel with the insulator fault point identification of the target detector, which greatly improves the identification efficiency of intelligent hidden dangers of insulators.
In this article, the instance segmentation of insulators is decomposed into two simple and parallel subtasks, as shown in the mask generation area in Figure 1. Task 1 achieves the goal of constraining the local area of each insulator and naturally distinguishing the instance. A rough shape prediction is made around the center point of each insulator. Task 2 achieves precise segmentation of insulators while retaining the spatial position of precise segmentation. The branch is predicted using the insulator saliency pixels in the entire inspection image. The core idea is to focus on specific block features in the feature map by using an attention mechanism. Finally, a mask for each insulator’s corresponding image position is constructed by multiplying the outputs of the two parallel branches.
The mathematical process of the instance segmentation process can be described as follows: the input insulator feature map is marked as [image: image]. It is pooled using max pooling and average pooling. The pooled features are, respectively, [image: image] and subsequently passed through a [image: image] convolutional neural network. The specific mathematical functions are as follows:
[image: image]
Then, saliency pixels are used in task 2 to enhance the input features of the original insulator image, as shown in Eq. 2.
[image: image]
3.3 Identification and location of insulator defects based on fully convolutional one-stage algorithm
The goal of intelligent hidden danger identification of insulators is to quickly locate various common faults of insulators through intelligent algorithms, such as bead damage, excessive pollution, and aging cracks (Wang et al., 2020a). The accurate extraction of the insulator mask can only ensure that the location of the insulator is identified from the inspection image, and the insulator is accurately segmented. However, specific fault points require accurate location detection of the corresponding model. This work uses the anchor-free FCOS algorithm to complete the task in the target detection part of the overall CenterMask structure. FCOS is a fully convolutional one-stage object detection algorithm (Zhang et al., 2022). It solves the object detection problem in a pixel-by-pixel prediction manner. At the same time, in the detection process, the anchor-free box of FCOS is a huge advantage. The hyperparameters associated with anchor boxes and all the complex computations associated with anchor boxes are effectively avoided. The efficiency of insulator defect identification and location has been greatly improved. The output of the entire defect identification and localization results includes three aspects: pixel-by-pixel regression prediction, multi-scale features, and centerness.
The specific process framework is shown in the defect point labeling area in Figure 1. The first output of the 3 output layers is the classification branch. H*W represents the size of the feature. C represents the number of categories. A position in the input inspection image can be mapped to a position on the feature, and the mapping function is as follows:
[image: image]
where the coordinates [image: image] denote a specific location in the inspection image. [image: image] denotes the scaling between the feature map and the original inspection image. This function can represent the relationship between the position of the point on the feature map and the position of the point on the output image. This lays the groundwork for computing the classification and regression objectives for each point on the feature map.
The second output is the centerness policy. The FCOS algorithm is applied to achieve the high efficiency of one-stage anchor-free box calculation and high recall rate of the pixel-by-pixel regression strategy. It also brings many low-quality prediction bounding boxes with very large deviation from the center point. By introducing this strategy, the distance between each point and the target center can be calculated, thereby suppressing some predicted bounding boxes that are far away from the target center. But this strategy does not introduce any excessive hyperparameters.
The centerness strategy adds a branch to each prediction layer of the feature pyramid. Also, this branch is parallel to the classification branch, which is equivalent to adding a loss function to the network. During the training process of the image dataset, the loss function constrains the predicted bounding box to be as close to the center point as possible so that the auxiliary non-maximum suppression (NMS) can filter out the low-quality bounding box prediction. The loss function is as follows:
[image: image]
where the distances from the center point to the left, right, top, and bottom sides of the prediction bounding box are represented by [image: image], [image: image], [image: image], and [image: image], respectively. [image: image] is the value of the loss function, and the more it tends to zero, the better the prediction can be constrained.
The third output is the return branch. When performing the target frame regression on all the points in the target frame of defect points in the inspection image, the distance to each edge is used as the measurement standard. This part is the main difference between the target detection algorithm without the anchor frame and the target detection algorithm based on the anchor frame, where 4 in [image: image] represents four values related to regression. This is calculated as follows:
[image: image]
4 CASE STUDY
In order to verify the effectiveness and robustness of the insulator defect agile detection method proposed in this study, taking the substation inspection image of a power supply company in a certain area as an example, an example analysis is carried out. There are two main aspects to build the experimental environment in the DELL graphics workstation. Hardware: Intel(R) Xeon(R) Gold 5118 CPU @ 2.30 GHz, NVIDIA Quadro P5000, and 128 GB RAM; Software: Python 3.7.6, CUDA 10.1, PyTorch 1.4.0, Detectron2 0.1.1, and CV2 4.2.0. The model output results are evaluated by a number of index combinations to further realize the optimization of the defect point identification model.
4.1 Insulator mask generation and defect detection
The insulator images captured by the inspection are divided into the training set and test set. In the aforementioned experimental environment, the analysis of training set samples and the selection and optimization of the model backbone network are carried out. This model was trained over 200,000 iterations. During the training process, each part of the network loss is visualized to achieve accurate tuning of model parameters. The complete flow of insulator mask generation is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Insulator mask generation process: (A) Original image of insulator beading. (B) Annotated drawing of the insulator. (C) Insulator mask extraction.
First, the training set, as shown in Figure 2A, is manually annotated. It is used to assist the initial learning of the model. Figure 2B shows the manual annotation of the original inspection image using the labeling tool LabelMe. Insulators are marked with the “Insulator” label, and insulator defect points are marked with the “Insulator error” label. Then, the CenterMask network model is iteratively learned and adjusted using the effectively labeled training set. This process takes a long time. Finally, the trained insulator defect detection model is applied. The input test set is used for model insulator mask extraction branch validity verification. The extracted rendering is shown in Figure 2C.
As mentioned in Section 2, defect point identification and mask extraction in the insulator defect detection model are two independent branches, and the two branches can be executed in parallel. The identification of defect points does not have to wait for mask generation or be disturbed by mask generation results. Therefore, the defect point identification and positioning is more flexible, and the effect is better. By adopting the same multi-scale training strategy as insulators, the model parameters are set for random scaling within the range of input scales. The insulator explosion point training dataset is enriched according to the maximum and minimum input size constraints. When outputting the defect point xml file, the visual output display of single-image insulator defect point identification and identification accuracy is realized. For the test set, the model insulator defect point detection visualization diagram and the corresponding positioning label stored in the xml file effect are shown in Figure 3.
[image: Figure 3]FIGURE 3 | Insulator defect point detection and positioning.
4.2 Example index evaluation
For the model test results, the average precision (AP) and average recall (AR) evaluation metrics are set. Under the combination of different IOUs, areas under inspection (AREA), and number of objects under inspection (MaxDets), model performance analysis is performed on all test results. The specific evaluation results are shown in Table 1. Here, IOU represents the degree of overlap between the generated candidate frame and the original marked frame. It is the ratio of intersection and union, and the calculation equation is as follows:
[image: image]
TABLE 1 | Index values of different assessment methods.
[image: Table 1]In Table 1, AP represents IOU ranging from 0.5 to 0.95. [image: image] represents the IOU range of 0.5–1.0. [image: image] represents the IOU range of 0.75–1.0. [image: image] represents the AP measurement of the target box whose pixel area is smaller than [image: image]. [image: image] represents the AP measurement of the target box whose pixel area is between [image: image]. [image: image] represents the AP measurement of the target box whose pixel area is larger than [image: image]. Value 1 represents the AP/AR generated by the insulator mask under different evaluation methods. Value 2 represents the index result value of defect point detection in different situations.
Analysis of Table 1 shows that when 0.5 is used as the IOU threshold for segmentation, the model mask generation effect is the best. The accuracy of the model is 93.4%, indicating that the model satisfies the extraction of insulators in most inspection image scenarios. However, the AP and AR of target boxes with a pixel area smaller than are significantly lower, indicating that the model still needs to be improved in the details of mask generation. The performance of the model in defect point detection is further analyzed, and the overall Q&M requirements of the substation are met, and the detection effect is good. In the detection of objects with a pixel area greater than [image: image], AP and AR are 97.6% and 94.2%, respectively. The model performs best. It can be seen that the model has a high detection accuracy rate for large insulator defect points, and has a good recall rate.
5 CONCLUSION
This work takes the intelligent Q&M of the equipment in the substation as the background and comprehensively analyzes the characteristics of the massive images of inspection insulators and the complex background of defect point detection. An intelligent detection method for substation insulator defects based on CenterMask is proposed. The proposal of this technology improves the efficiency and accuracy of insulator defect detection to a certain extent. The results of the example analysis verify the following main conclusion:
1) An end-to-end insulator defect point detection architecture is designed. The entire learning process does not perform artificial sub-problem division, but the deep learning model directly learns the mapping from the original input to the desired output.
2) It is only necessary to input the insulator field image captured by the inspection robot into the defect detection model. The three key tasks of target feature extraction, mask segmentation, and defect point target detection of insulators can be realized at one time.
3) A new agile detection method for insulator defects in substations is proposed. In the manual inspection mode, the waste of human resources and the potential safety hazards caused by the operation of the power grid are effectively reduced.
The transfer application research of this method will be the next exploration direction. It will greatly promote the efficiency and intelligence of substation equipment Q&M and has important research significance and engineering application value. At the same time, although the defect detection accuracy of this method is satisfactory, the hyperparameters involved in the optimal state of the model are still determined manually. Determining hyperparameters through model self-learning is a meaningful work.
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It is important to select the fault line rapidly when single-phase grounding fault occurs in the small current grounding system. The fault information acquisition of existing methods generally need hardware modification, so the high cost makes it difficult to apply to the power grid in underdeveloped areas. Taking that into consideration, this paper proposed a method of steady-state information small current grounding fault line selection based on Optimization Spiking Neural P Systems (OSNPS). The method only needs the steady-state voltage and current data of the dispatch side to effectively identify the fault line, which greatly improves the range of application. According to the characteristics of power dispatching big data, the objective function is established and the normalized model parameters are optimized by OSNPS to improve the accuracy of fault line selection stably. Furthermore, PSCAD/EMTDC is used to simulate the small current grounding system, the main factors affecting the accuracy of fault line selection are analyzed and the relationship between fault information features and fault identification accuracy is revealed. What’s more, It is pointed out that the model parameters without optimization may have line selection failure. Finally, specific examples are given to verify that the model parameters optimized by OSNPS can effectively improve the accuracy of fault line selection.
Keywords: fault line selection, small current grounding system, fault characteristics, objective function, optimization spiking neural P systems
1 INTRODUCTION
Fault line selection of small current grounding system has been a hot issue in the power system. The accuracy of fault line selection is important to ensure the safe and reliable working of the power system (Guo and Wu, 2010; Guo et al., 2015; Jun et al., 2019). Depending on the source of fault information and the differences of deployment way, the existing methods of fault line selection can be generally divided into two categories: plant side and dispatch master side.
There are many ways to obtain fault information at the plant side, which can be roughly divided into three categories according to the types of fault signal: injected signal method, transient signal method and steady-state signal method. Injection signal method is to inject a specific disturbance signal into the system after a fault occurs and to select the fault line by comparing the distribution characteristics of the injected signal in each feeder (Zhu et al., 2011; Liu and Deng, 2019; Niu et al., 2021). Transient signal method is to record the signals of voltage and current at the moment of the fault occurring by a high-speed data acquisition device. Intelligent algorithms such as wavelet packet, Hilbert transform and differential filtering have been used to extract transient features components and select fault line by comparing transient feature signals (Xue et al., 2014; Lai et al., 2015; Zhang et al., 2016; Sun et al., 2017; Xu et al., 2018; Zhang et al., 2018). Although these two types of methods can effectively improve the accuracy of fault line selection, both require the installation of additional hardware in the distribution network, which is more economically expensive and difficult to implement, so they are not widely used. The third method mainly uses various steady-state characteristics of zero sequence currents (Guo-biao et al., 1995; Wang et al., 2014; Liu and Ma, 2015; Zhang et al., 2015). However, in economically underdeveloped regions, the construction method is widely used to install only two-phase current transformers at the feeder, without zero sequence current transformers. This method also faces the problems of high cost and difficulty in large-scale implementation.
Since the information at the dispatch side is affected by differences in data transmission, storage and processing capabilities, there are relatively few existing analyses of fault line selection methods based on data at the dispatch side. The literature (Zhu, 2019) proposed a fault line selection method for steady-state zero sequence current based on SCADA system. However, in the current practice, the actual zero sequence current sampling coverage rate is less than 50% in a large number of economically underdeveloped areas, so it is necessary to improve the zero sequence loop of each branch, resulting in high investment and operation and maintenance costs. In the literature (Xu et al., 2021), a dispatching side selection strategy based on the fusion of reactive power and current variation is proposed, but its fusion operator is simply half of each without effective optimization. At present, with the continuous development of smart grid, the demand of using SCADA system to realize the detection of small current single-phase grounding fault is increasing. The large amount of data in the system can achieve this purpose after processing. The processing of a large number of steady-state information requires the establishment of a relevant mathematical model, and the selection of the relevant parameters in the mathematical model is found to have a significant impact on the accuracy of the established mathematical model through data analysis (Chen and Wang, 2021), thus it is also crucial to find the most optimal parameters through optimization algorithms.
Membrane computing (MC) (Pan et al., 2019; Leporati et al., 2020; Zhang, 2021), a new branch of natural computing, has developed into an important research direction in the past decades. MC (the models are called P systems), initiated by Prof. Pǎun (P˘aun, 2000), abstracts computing models inspired from the structure and the functioning of the biological cells, organs and colonies of bacteria. In February 2003, MC was considered as an “emerging research front in computer science” by Institute for Scientific Information (ISI). Parallelism (multiple neurons of P systems work in parallel) is one of the most basic and typical features, and is often used to improve computational efficiency (Alhazov, 2010). At present, there are various types of membrane systems in terms of their membrane structures: cell-like P systems (Pan et al., 2020; Orellana-Mart´ın et al., 2019; Song et al., 2021), tissue-like P systems (Freund et al., 2005; Song et al., 2017; Valencia-Cabrera and Song, 2020; Ceterchi et al., 2021), neural-like P systems (Jiang et al., 2019; Ren et al., 2019; Lv et al., 2021; Zhang and Mario, 2021; Dong et al., 2022a; Zhang et al., 2022), and so on. These membrane computing models not only stay in the theoretical research, but also are used to solve various real-life application problems like medical image processing (Hu et al., 2020; Li et al., 2020; Xue et al., 2021), robot control (Wang et al., 2020; Wang et al., 2021), fault diagnosis (Wang et al., 2015; Rong et al., 2019; Zhang X. et al., 2021a), and other real-world problems (Zhang et al., 2017). Spiking neural P (SN P) systems (Ionescu et al., 2006; Pan et al., 2017; Zhang G. et al., 2021b; Wu and Jiang, 2021), extended neural P systems, transmits spikes to other connected neurons through synapses.
Optimization Spiking Neural P Systems (OSNPS), as a type of spiking neural membrane system, is capable of generating complete binary sequences (Zhang et al., 2014; Zhu et al., 2020; Rong et al., 2022), which means that this membrane system is theoretically capable of representing real number parameters within arbitrary constraints. Therefore, OSNPS is highly suitable for solving parametric optimization problems (Deng et al., 2022). In addition, the study of OSNPS not only refines the membrane system itself, but also provides ideas for exploring new methods of power system fault diagnosis.
In this paper, due to the data characteristics of neutral ungrounded system stored in the power dispatch system and the advantages of OSNPS, the simulation modeling of PSCAD/EMTDC is performed for the neutral ungrounded system of 10 kV distribution network, and the data of steady-state current and reactive power in the ungrounded system are collected. Secondly, the objective function is established and the function is optimized by OSNPS. The practice of this method proves that it can obviously improve the speed and accuracy of fault line selection.
2 PRINCIPLE ANALYSIS OF NEUTRAL UNGROUNDED SYSTEM
The simplest equivalent network for a system with ungrounded neutral points of both power source and load is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Distribution of capacitive current in single-phase to ground fault with neutral ungrounded.
In normal operation, the same capacitance [image: image] exists between the three phases, and under the action of phase voltage, each phase has a capacitive current flowing into the ground which is 90° aheading of the phase voltage, while the sum of the capacitive currents of the three phases is zero.
When the single-phase grounding fault occurs, the zero sequence current in the normal line is the capacitive current of line I itself, and the direction of capacitive reactive power flows from the busbar to the line. When there are multiple lines in the distribution network, the conclusion applies to each non-faulty line.
At the power source G, there are B-phase and C-phase to ground capacitive current, named [image: image] and [image: image]. Since G is also a power source for other capacitive currents, the entire capacitive current flowing from the fault point should flow to A-phase, while the capacitive current to ground in the same name phase of each line should flow from B-phase and C-phase. At this time, the zero sequence current at the outlet of the power G line is still the sum of the three phase currents. Since the capacitive current of each line flows in from phase A and then out from phase B and C, respectively, the zero-sequence current is the capacitive current of the power supply itself, and the capacitive reactive power is flowing from the bus to the power supply.
At the faulty line II, phases B and C flow through their own capacitive currents, named [image: image] and [image: image]. In addition, the sum of the B-phase and C-phase ground capacitance currents of the entire system will also flow through the fault point. The value is:
[image: image]
The current effective value is:
[image: image]
Where, [image: image] is the sum of the capacitance currents of per pair of ground in the whole system.
The zero sequence current flowing at the beginning of line II is:
[image: image]
The effective value is:
[image: image]
The zero sequence equivalent network in case of single-phase grounding when the neutral point is not grounded is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Zero sequence equivalent network for single-phase grounding.
There is a zero sequence voltage [image: image] at the grounding point, and the circuit of zero sequence current is constituted by the capacitance of each component to ground, and because the zero sequence resistance in the distribution line is much smaller than the zero sequence capacitance, which is completely different from the direct grounding grid.
In summary, when the neutral ungrounded system occurs single-phase grounding fault, the zero sequence current of fault line is numerically equal to the sum of capacitive current to ground of all the components in the non-faulty line. The capacitive reactive power is flowing from the line to the busbar, which happens to be different from the normal line, can be used as the line selection criteria.
As can be seen from the foregoing, in the neutral ungrounded system, the current flowing through the fault point in the fault line is the sum of the capacitive currents to ground of the components on the non-faulty line of the whole system. As a result, the reactive power at the fault line differs significantly from the reactive power amplitude of the non-faulty line. It can be used as part of the fusion criterion.
3 MODELING AND OPTIMIZATION ANALYSIS
3.1 Model
Based on the aforementioned analysis of the characteristic of faults in neutral ungrounded systems, and taking the complexity of the operation mode and the weakness of fault signal in the actual lines into account, the single-component criterion approach is not sufficient to ensure that effectively improve accuracy of fault selection. Therefore, the data components such as phase current and reactive power in the line are mainly used as the line selection criterion. The phase current is normalized by dispersion analysis, and then the phase current and reactive power are fused and multiple by the corresponding weights. This criterion is applied to the simulation data to obtain the accuracy of fault selection, and the optimal objective function is obtained by optimizing it with a pulsed membrane neural system.
The effective value of phase current and reactive power of the line can be calculated by collecting phase current and phase voltage of the line in the dispatching data, and at the same time calculate the change of phase current [image: image] and reactive power [image: image] .
From the aforementioned principle analysis, it can be obtained that in the ungrounded system, the change of phase current and reactive power when a single-phase ground fault occurs is more obvious, which can be used as the line selection criterion. Normalize the pre- and post-fault change data to facilitate the fusion criterion, and subsequently optimize the line selection weights in the two change quantities.
Normalization of the variation of phase currents:
[image: image]
Normalization of the amount of change in reactive power:
[image: image]
Where, [image: image] and [image: image] are the normalized parameters of the variation of phase current and reactive power of line I, respectively. [image: image], [image: image] are the amplitude of the phase current and reactive power changes of line i. [image: image], [image: image] are the changes in phase current and reactive power of the line k, respectively.
Calculation of the corresponding fault probability for all feeders at the busbar:
[image: image]
Where, [image: image] is the fault probability of the feeder line and [image: image] is the weight parameter to be optimized.
The single current or reactive power criterion can not meet the requirements of fault line selection in complex power grid and has certain limitations in the application of line selection in different grounding modes. Therefore, the parameter m (dimensionless) is used to fuse the two criterions. In addition, different values of m have a great impact on the accuracy of fault line selection, hence an optimization method is needed to optimize the value of m.
3.2 Optimization analysis
3.2.1 Optimization spiking neural P systems
As a kind of optimization algorithm, the Optimization Spiking Neural P Systems (OSNPS) has the characteristics of parallelism (Zhang et al., 2020). Therefore, OSNPS enables to optimize parameters rapidly. The core idea of parameter optimization based on optimization spiking neural P systems is to first convert the parameters into binary pulse bursts as inputs to OSNPS, and then use the OSNPS to achieve parameter optimization (Dong et al., 2022b). In general, OSNPS includes two parts: the multiple Extended Spiking Neural P Systems (ESNPSs) and the Guider algorithm.
An ESNPS with degree m (m ≥ 1) is shown in Figure 3 and its formal definition is as follows (Dong et al., 2021):
[image: image]
In Eq. 8:
(1) [image: image] is the set of spikes, and [image: image] represents the spikes in this set;
(2) [image: image] are [image: image] neurons in ESNPS. Where, [image: image] and [image: image] have the same function and the mathematical expression is [image: image]. The mathematical expression of [image: image] is [image: image]. Where, [image: image] is a finite set of rules; [image: image] and [image: image] represent the firing rule ([image: image]) and the forgetting rule [image: image], respectively. [image: image] is an expression for the probability of choosing the firing rule or the forgetting rule, where, [image: image] and [image: image] represent the probability of [image: image] and [image: image], respectively. In particular, [image: image].
(3) syn represents the connection relationship (synapse) between neurons;
(4) [image: image] is an output set, which is a binary string consisting of an arrangement of binary characters derived from each [image: image].
[image: Figure 3]FIGURE 3 | Extended spiking neural P system.
OPNPS consists of multiple ESNPSs, the number of which is H and each of which is defined and structured in Figure 3. An ESNPS family containing a Guider is called OSNPS. First, H ESNPSs are arranged in parallel and the Guider is added to support spikes to [image: image] neurons. The Guider regulates the probability [image: image] of the firing rule [image: image]. An OSNPS is consisted by the multiple ESNPSs and the Guider algorithm, showen in Figure 4.
[image: Figure 4]FIGURE 4 | Optimization spiking neural P system.
The parameter optimization in Eq. 7 is realized by using the guide algorithm designed in literature (Zhang et al., 2014), and the pseudo-code of the guide algorithm is shown in Supplementary Table S1.
According to the specific optimization objective function, the general processing flow is as follows:
(1) Convert the decimal of the optimized parameters to binary after preprocessing, followed by arranging the binary into a binary string (the current parameter [image: image] is real number, [image: image] will be converted to binary, i.e., if [image: image], then [image: image]. In OSNPS, if the firing rule is performed, then the current neuron output 0/1, otherwise, the current neuron output 0. Therefore, a binary string of 0/1 from the multiple neurons represents the binary number.), i.e., an individual. The above process is repeated until a complete population is produced.
(2) The probability corresponding to the first individual in the population is adjusted according to the probability adjustment strategy until all probabilities corresponding to all individuals are adjusted.
(3) Repeat step (2) over and over again, and after the probabilities corresponding to all individuals in the population have been adjusted, proceed to the next iteration.
(4) After finding the optimal value, the iteration of the algorithm stops and the optimal value is output.
3.2.2 Optimization spiking neural P systems is used for single-phase grounding fault line selection according to steady-state information
For the objective function derived in the second part, the objective function in Eq. 7 is solved using OSNPS. All the experiments are implemented on the platform PYTHON and on a work station with GPU 3080, 32 GB RAM and Windows 10. The specific solution procedure is as follows.
(1) Build the PSCAD parametric simulation model and obtain the data required for the model, such as label data, steady-state current data and steady-state reactive power data.
(2) Set the basic parameters of the model: In OSNPS, the basic parameters include the number of evolutionary populations [image: image], learning probability [image: image], learning rate [image: image] and maximum number of iterations [image: image].
(3) Initialize model parameters: Enter relevant steady-state information, including steady-state current information before and after the fault, steady-state reactive power information before and after the fault, and label values corresponding to the fault line and the non-fault line.
(4) Calculate the fitness value: determine the number of optimization parameters, and establish a model of the optimized pulsed neural membrane system. The optimization parameters are used as the input of the optimized pulsed neural membrane system, and the optimized parameters are used as the inputs, and the output results of the optimized pulsed neural membrane system are performed.
(5) Verify the validity and correctness of the optimization parameters based on the results obtained by optimization spiking neural P systems.
The specific process is shown in Figure 5 below.
[image: Figure 5]FIGURE 5 | Schematic diagram of parameter determination and fault line selection.
4 SIMULATION MODEL VERIFICATION
4.1 10 kV distribution network simulation model
This paper uses PSCAD/EMTDC to build a 10 kV small current grounding system disribution network simulation model as shown in Figure 6. All the experiments are implemented on the platform PSCAD/EMTDC45 and on a work station with GPU GTX960M, 8 GB RAM and Windows10.
[image: Figure 6]FIGURE 6 | Neutral ungrounded system.
The model contains 4 lines (L1 ∼ L4), and the line types are overhead lines, cable lines, overhead cable hybrid lines. The simulation parameters related to the model are shown in Supplementary Table S2.
In this paper, a large number of simulations and analyses are made by PSCAD/EMTDC for the neutral point ungrounded system of the distribution network. In order to obtain data on faults occurring during stable operation of the system, the fault time is set at 2s and the duration is 0.4s. The conditions when a single-phase ground fault occurs are: (1) the fault line is line L1∼L4; (2) the fault is set at the end of the line in the simulation model for setting the different fault line lengths; (3) the grounding fault is set to 0Ω, 20Ω, 100Ω, 600Ω, 800Ω, 1000Ω. Because only the steady-state RMS data in the scheduling system is considered, the simulation is not considered for different fault closing angles, and a total of 120.
In 120 sets of data, each set of data mainly includes label data, steady-state current data and steady-state reactive power data. Some of the sample data are shown in Supplementary Table S3.
4.2 Analysis of the main influencing factors
In order to further clarify the relationship between fault information features and fault identification accuracy and study its internal mechanism, this section analyzes the main influencing factors of fault line selection accuracy.
The fault line selection model established in the previous section is based on the IQ normalized criterion composed of the change of phase current and reactive power. Where, the current criterion is closely related to the capacitive current and the phase of the capacitive current is always 90° ahead of the voltage. Therefore, only the amplitude of the capacitive current is considered to be influenced by the capacitive reactance to ground. The reactive power criterion is related to the capacitive current and the amplitude and phase of line voltage, obviously which influenced by the transition resistance.
In summary, the main influencing factors of the proposed steady-state component selection method are the capacitive current to ground [image: image] and the transition resistance [image: image]. According to the standard, arc suppression coil should be installed when the capacitive current of 35 kV power grid exceeds 10A. At the present stage, the neutral ungrounded system should be analyzed first, so the range of capacitive current to ground [image: image] should be 3 ∼ 20A, the transition resistance [image: image] ranges from 0 to 1000 Ω.
Based on the simulation model established in Section 4.1, it is assumed that the fault occurs on line Lf and the other three non-fault lines are L1∼L3.
Supplementary Tables S4–S7 show the fault probabilities for Lf, L1, L2 and L3 (m = 0.5) obtained from the variations of transition resistance and capacitive current when the fault location and load current are fixed.
As can be seen from Supplementary Table S4 to Supplementary Table S7, when the capacitive current [image: image] is very small at 3A and at the same time the transition resistance [image: image] is large at 1000 Ω, the probability of the fault line Lf is only 18.0%, which is no longer the largest in all lines and in this case will lead to wrong line selection.
In addition, when the [image: image] is 3A and [image: image] is 600 Ω will also fail in line selection, Pf = 21.3%, which is less than 28.1% of P1 and 26.0% of P2 and 24.6% of P3.
From the above analysis, it is clear that when the capacitive current is small and at the same time the transition resistance is large, the original selection method without optimization of the fusion operator may result in a wrong selection.
To further illustrate the law of grounding probability with the variation of capacitive current [image: image] and transition resistance [image: image], Figures 7, 8 are especially plotted.
[image: Figure 7]FIGURE 7 | The characteristics of the grounding probability with the variation of capacitive current [image: image]. (A) Rf = 0 Ω;(B) Rf = 200 Ω;(C) Rf = 600 Ω;(D) Rf = 1000 Ω
[image: Figure 8]FIGURE 8 | The characteristics of the grounding probability with the variation of transition resistance [image: image]. (A) Ic = 3A;(B) Ic = 4A;(C) Ic = 10A;(D) Ic = 20A
The law of the grounding probability of each line with the variation of the system capacitive current [image: image] under different transition resistance conditions is shown in Figure 7.
(a) and (b) of Figure 7 show the characteristics of the grounding probability with the variation of capacitive current [image: image] for Lf, L1, L2 and L3 when [image: image] and [image: image], respectively. In general, Pf increases with [image: image] and always maintains the highest grounding probability among the four lines, thus ensuring the correct line selection. However, when the capacitive current is very small, the grounding probability of the four lines is almost close.
(c) and (d) of Figure 7 show the characteristics of the grounding probability with the variation of capacitive current [image: image] for Lf, L1, L2 and L3 when [image: image] and [image: image], respectively. It can be seen that in the case of larger transition resistance, the grounding probability curve of Pf has intersected with that of P1, P2 and P3, which means that Pf can no longer be maintained as the largest of the four lines. That is, the line selection method fails.
The law of the grounding probability of each line with the variation of transition resistance [image: image] under different system capacitive current conditions is shown in Figure 8.
(a) and (b) of Figure 8 show the characteristics of the grounding probability with the variation of capacitive current [image: image] for Lf, L1, L2 and L3 when [image: image] and [image: image], respectively. When the [image: image] is small, Pf gradually decreases with the gradual increase of [image: image] and finally intersects with the probability curve of the non-fault line and there is a situation where Pf is less than Pi, which means the line selection method fails. When the [image: image] is larger, the grounding probability in each line always remains the largest, that is, the IQ selection method can ensure the accuracy of the selection rate.
4.3 Optimization results analysis
The optimal parameter values of m and n are solved according to the known sample data and Eq. 7 in Section 3.1. The trend of m during its 20 independent optimization and the final results are shown in Figure 9.
[image: Figure 9]FIGURE 9 | Parameter optimization results.
Based on the results after 20 independent optimizations, the average value of m is taken as the final value in order to reduce the error. The resulting objective function is shown in Eq. 9.
[image: image]
The 40 sets of test data were validated according to Eq. 9 and their accuracy was obtained as 99.79%. Therefore, the line selection model established in this paper and the applied parameter optimization method are feasible and effective for the selection of the line of the steady-state information single-phase grounding fault.
5 CONCLUSION
In this paper, due to the data characteristics of neutral ungrounded system stored in the power dispatch system and the advantages of OSNPS, the simulation modeling of PSCAD/EMTDC is performed for the neutral ungrounded system of 10 kV distribution network, the parameters are optimized by OSNPS and the line selection model is finally determined.The following conclusions are obtained through experiments and research analysis.
(1) The established fault line selection model can effectively identify fault lines by steady-state current and power alone, improving the practical application of the model.
(2) The parameters determined by OSPNS can effectively identify the fault line and the recognition accuracy can reach 99.79%.
(3) It provides a better choice for the traditional manual method of fault line selection and can effectively improve the efficiency of selection.
DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article/Supplementary Material, further inquiries can be directed to the corresponding author.
AUTHOR CONTRIBUTIONS
JT: Conception and design of the study, Algorithm, Writing—original draft. LJ: Statistical analysis, Writing—second draft. HL: Validation, Writing—review and editing. HW: Data curation. YL: Investigation. All authors contributed to manuscript revision and read and approved the submitted version.
FUNDING
This work was supported by Science and Technology Project of Guangxi Power Grid Corporation “Research and application of key technologies of fuzzy diagnosis of power grid faults based on artificial intelligence image recognition” under grant GXDWKJXM20190680.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
SUPPLEMENTARY MATERIAL
The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fenrg.2022.981404/full#supplementary-material
REFERENCE
 Alhazov, A. (2010). Minimal parallelism and number of membrane polarizations. triangle 18 (18), 1–170. doi:10.17345/triangle6.1-17
 Ceterchi, R., Orellana-Mart´ın, D., and Zhang, G. (2021). Division rules for tissue P systems inspired by space filling curves. J. Membr. Comput. 3 (2), 105–115. doi:10.1007/s41965-021-00071-5
 Chen, B., and Wang, Y. (2021). Short-term electric load forecasting of integrated Energy system considering nonlinear synergy between different loads. IEEE Access 9, 43562–43573. doi:10.1109/ACCESS.2021.3066915
 Deng, X., Dong, J., Wang, S., Luo, B., Feng, H., and Zhang, G. (2022). Reducer lubrication optimization with an optimization spiking neural P system. Inf. Sci. 604, 28–44. doi:10.1016/j.ins.2022.05.016
 Dong, J., Luo, B., and Zhang, G. (2022b). Automatic design of arithmetic operation spiking neural P systems. Nat. Comput 2022, 1–13. doi:10.1007/s11047-022-09902-5
 Dong, J., Zhang, G., Luo, B., Yang, Q., Guo, D., Rong, H., et al. (2022b). A distributed adaptive optimization spiking neural P system for approximately solving combinatorial optimization problems. Inf. Sci. 596, 1–14. doi:10.1016/j.ins.2022.03.007
 Dong, J., Stachowicz, M., Zhang, G., Cavaliere, M, Rong, H, and Paul, P. (2021). Automatic design of spiking neural P systems based on genetic algorithms. Int. J. Unconv. Comput. 16 (2-3), 201–216. 
 Freund, R., P˘aun, G., and P´erez-Jim´enez, M. J. (2005). Tissue P systems with channel states. Theor. Comput. Sci. 330 (1), 101–116. doi:10.1016/j.tcs.2004.09.013
 Guo, L., Xue, Y., Xu, B., and Zhang, S. (2015). Research on effects of neutral grounding modes on power supply reliability in distribution networks[J]. Power Syst. Technol. 39 (8), 2340–2345. doi:10.13335/j.1000-3673.pst.2015.08.041
 Guo, Q., and Wu, T. (2010). Summary of fault line selection methods for small current grounding system[J]. Power Syst. Prot. Control 38 (2), 146–152. doi:10.3969/j.issn.1674-3415.2010.02.036
 Guo-biao, T., Tu, D., and Da-peng, C. (1995). Microcomputerized faulty line discriminator based on theory of maximizing isinψ or △(Isinψ) [J]. Electr. Power 7, 16–20+72. CNKI:SUN:ZGDL.0.1995-07-003. 
 Hu, J., Wang, Y., Kong, D., Yan, F., and Xue, J. (2020). Hypergraph membrane system based F2 fully convolutional neural network for brain tumor segmentation. Appl. Soft Comput. 94, 106454. doi:10.1016/j.asoc.2020.106454
 Ionescu, M., P˘aun, G., and Yokomori, T. (2006). Spiking neural P systems. Fundam. Inf. 71 (2), 279–308. doi:10.1109/BICTA.2010.5645192
 Jiang, Y., Su, Y., and Luo, F. (2019). An improved universal spiking neural P system with generalized use of rules. J. Membr. Comput. 1 (8), 270–278. doi:10.1007/s41965-019-00025-y
 Jun, Z., Jiewen, D., Chenwang, H., Zhanpeng, R., Yongqi, X., and Jinglu, L. (2019). Analysis and application of neutral displacement voltage trajectory of single phase grounding fault in asymmetric power grid[J]. Automation Electr. Power Syst. 43 (5), 159–173. doi:10.7500/AEPS20180811004
 Lai, P., Zhou, X., and Qiu, D. (2015). Research on transient-current frequency analysis and faulty line detecting method in indirectly grounding power system[J]. Power Syst. Prot. Control 43 (4), 51–57. doi:10.7667/j.issn.1674-3415.2015.04.008
 Leporati, A., Manzoni, L., Claudio, Z., Porreca, A., and Zandron, C. (2020). A turing machine simulation by p systems without charges. J. Membr. Comput. 2 (2), 71–79. doi:10.1007/s41965-020-00031-5
 Li, B., Peng, H., Luo, X., Wang, J., Riscos-N´u˜nez, A., Perez-Jimenez, M. J., et al. (2020). Medical image fusion method based on coupled neural P systems in nonsubsampled shearlet transform domain. Int. J. Neural Syst. 31 (1), 2050050–2050117. doi:10.1142/s0129065720500501
 Liu, B., and Ma, H. (2015). Transition resistance measurement and fault phase selection under single-phase ground fault based on producing mechanism of zero-sequence voltage[J]. Power Syst. Technol. 39 (5), 1444–1449. doi:10.13335/j.1000-3673.pst.2015.05.041
 Liu, Z. Y., and Deng, C. H. (2019). Single-phase ground fault line selection method in active distribution networks based on high-voltage inverter injected signals [J]. Dyna (Medellin). 94 (5), 539–545. doi:10.6036/9221
 Lv, Z., Yang, Q., Peng, H., Song, X., and Wang, J. (2021). Computational power of sequential spiking neural P systems with multiple channels. J. Membr. Comput. 3 (2), 270–283. doi:10.1007/s41965-021-00089-9
 Niu, L., Wu, G. Q., and Xu, Z. S. (2021). Single-phase fault line selection in distribution network based on signal injection method. Ieee Access 9, 21567–21578. doi:10.1109/ACCESS.2021.3055236
 Orellana-Mart´ın, D., Valencia-Cabrera, L., Riscos-N´u˜nez, A., and P´erezJim´enez, M. J. (2019). Minimal cooperation as a way to achieve the efficiency in cell-like membrane systems. J. Membr. Comput. 1 (1), 85–92. doi:10.1007/s41965-018-00004-9
 Pan, L., Paun, G., Zhang, G., and Neri, F. (2017). Spiking neural P systems with communication on request. Int. J. Neural Syst. 27 (8), 1750042–1175004213. doi:10.1142/s0129065717500423
 Pan, L. Q., Orellana-Mart´ın, D., Song, B., and P´erez-Jim´enez, M. J. (2020). Cell-like P systems with polarizations and minimal rules. Theor. Comput. Sci. 816, 1–18. doi:10.1016/j.tcs.2019.10.001
 Pan, L. Q., P˘aun, G., and Zhang, G. X. (2019). Foreword: Starting JMC. J. Membr. Comput. 1 (1), 1–2. doi:10.1007/s41965-019-00010-5
 P˘aun, G. (2000). Computing with membranes. J. Comput. Syst. Sci. 61 (1), 108–143. doi:10.1006/jcss.1999.1693
 Ren, T., Cabarle, F. G., and Adorna, H. N. (2019). Generating context-free languages using spiking neural P systems with structural plasticity. J. Membr. Comput. 1 (8), 161–177. doi:10.1007/s41965-019-00021-2
 Rong, H., Duan, Y., and Zhang, G. (2022). A bibliometric analysis of membrane computing (1998-2019). J. Membr. Comput. 2022, 1–31.doi:10.1007/s41965-022-00098-2
 Rong, H., Yi, K., Zhang, G., Dong, J., Paul, P., and Huang, Z. (2019). Automatic implementation of fuzzy reasoning spiking neural P systems for diagnosing faults in complex power systems. Complexity 2019, 1–16. doi:10.1155/2019/2635714
 Song, B., Luo, X., Peng, H., Valencia-Cabrera, L., and Zeng, X. (2021). The computational power of cell-like P systems with one protein on membrane. J. Membr. Comput. 2 (4), 332–340. doi:10.1007/s41965-020-00063-x
 Song, B. S., Zhang, C., and Pan, L. Q. (2017). Tissue-like P systems with evolutional symport/antiport rules. Inf. Sci. (N. Y). 378, 177–193. doi:10.1016/j.ins.2016.10.046
 Sun, G., Wang, J., Zhang, X., Liu, G., Sun, T., and Li, L. (2017). Small current grounding fault location method of distributed intelligence[J]. Power Syst. Prot. Control 45 (16), 72–78. doi:10.7667/PSPC161172
 Valencia-Cabrera, L., and Song, B. (2020). Tissue P systems with promoter simulation with mecosim and p-lingua framework. J. Membr. Comput. 2 (2), 95–107. doi:10.1007/s41965-020-00037-z
 Wang, T., Zhang, G. X., Zhao, J. B., He, Z. Y., Wang, J., P´erez-Jim´enez, M. J., et al. (2015). Fault diagnosis of electric power systems based on fuzzy reasoning spiking neural P systems. IEEE Trans. Power Syst. 30 (3), 1182–1194. doi:10.1109/tpwrs.2014.2347699
 Wang, X., Xiang-xiang, W., Gao, J., and Hou, Y. (2014). A novel fault line selection method based on EEMD-hilbert and SVM for distribution network [J]. Proc. CSU-EPSA 26 (12), 55–61. doi:10.3969/j.issn.1003-8930.2014.12.009
 Wang, X., Zhang, G. X., Gou, X. T., Paul, P., and Zhang, H. (2020). A membrane parallel rapidly-exploring random tree algorithm for robotic motion planning. Integr. Comput. Aided. Eng. 27 (2), 121–138. doi:10.3233/ica-190616
 Wang, X., Zhang, G. X., Gou, X. T., Paul, P., Zhang, H., Rong, H., et al. (2021). Multi-behaviors coordination controller design with enzymatic numerical P systems for robots. Integr. Comput. Aided. Eng. 28 (2), 119–140. doi:10.3233/ica-200627
 Wu, T., and Jiang, S. (2021). Spiking neural P systems with a flat maximally parallel use of rules. J. Membr. Comput. 3 (3), 221–231. doi:10.1007/s41965-020-00069-5
 Xu, M., Gao, S., Chang, Z., Ma, J., Chen, W., and Song, G. (2018). Model recognition based single-phase earthed faulty line selection method of Petersen coil grounded system[J]. Power Syst. Prot. Control 46 (2), 73–78. doi:10.7667/PSPC162117
 Xu, P., Tang, J., Yang, X., Hu, Y., and Zhou, Y. (2021). Selection scheme of small current grounding line at dispatching terminal based on multi-component fusion [J]. Sichuan Electr. Power Technol. 44 (3), 76–81. doi:10.16527/j.issn.1003-6954.20210314
 Xue, J., Wang, Y., Kong, D., Wu, F., Liu, X., Qu, J., et al. (2021). Deep hybrid neural-like P systems for multiorgan segmentation in head and neck CT/MR images. Expert Syst. Appl. 168 (27), 114446. doi:10.1016/j.eswa.2020.114446
 Xue, Y., Zhang, Q., Yan, T., and Xu, B. (2014). Faulty feeder identification based on combined transient and powerfrequency components in resonant grounded system[J]. Automation Electr. Power Syst. 38 (24), 80–85. doi:10.7500/AEPS20131210015
 Zhang, B., Zhiguo, H., and Zhiqian, B. (2016). New development in relay protection for smart grid[J]. Prot. Control Mod. Power Syst. 1 (1), 121–127.
 Zhang, G., and Mario, J. (2021). “Pérez-jiménez, agustín riscos-nuñez, sergey verlan, savas konur, thomas hinze, marian gheorghe,” in Membrane computing models: Implementations (Singapore: Springer). 
 Zhang, G., Rong, H., Paul, P., He, Y., Neri*, F., and Pérez-Jiménez, M. J. (2021). A complete arithmetic calculator constructed from spiking neural P systems and its application to information fusion. Int. J. Neural Syst. 31 (1), 2050055. Article No. 2050055. doi:10.1142/s0129065720500550
 Zhang, G., Shang, Z., Verlan, S., Miguel, A., Yuan, C., Valencia-Cabrera, L., et al. (2020). An overview of hardware implementation of membrane computing models. ACM Comput. Surv. 53 (4), 1–38. Article No. 90. doi:10.1145/3402456
 Zhang, G., Shu, H., Yu, J., and Sun, X. (2015). Double-ended travelling wave fault location independent of two side TimeSynchronization[J]. Trans. China Electrotech. Soc. 30 (20), 199–209. doi:10.3969/j.issn1000-6753.2015.20.025
 Zhang, G., Zhang, X., Rong, H., Paul, P., Zhu, M., Neri*, F., and Ong, Y.-S. (2022). A layered spiking neural system for classification problems. Int. J. Neural Syst. 32, 2250023. doi:10.1142/S012906572250023X
 Zhang, G., Pérez-Jiménez, M., and Gheorghe, M. (2017). Real-life applications with membrane computing. Emergence, complexity and computation. Cham: Springer. doi:10.1007/978-3-319-55989-6
 Zhang, G. X. (2021). Membrane computing. Int. J. Parallel, Emergent Distributed Syst. 36 (1), 1–2. doi:10.1080/17445760.2019.1659260
 Zhang, G. X., Rong, H. N., Neri, F., and Perez-Jimenez, M. J. (2014). An optimization spiking neural p system for approximately solving combinatorial optimization problems[J]. Int. J. Neural Syst. 24 (5), 1440006–1440016. doi:10.1142/S0129065714400061
 Zhang, N., Zhang, J., Zheng, C., and Ding, L. (2018). Fault section location based on similarity of zero sequence current amplitude distribution in non-solidly-earthed network[J]. Power Syst. Prot. Control 46 (13), 120–125. doi:10.7667/PSPC170963
 Zhang, X., Zhang, G., Paul, P., Zhang, J., Wu, T., Fan, S., and Xiong, X. (2021). Dissolved gas analysis for transformer fault based on learning spiking neural P system with belief AdaBoost. Int. J. Unconv. Comput. 16 (2-3), 239–258. 
 Zhu, K., Zhang, P., Wang, W. C., and Xu, W. (2011). Controlled closing of PT delta winding for identifying faulted lines. IEEE Trans. Power Deliv. 26 (1), 79–86. doi:10.1109/TPWRD.2010.2064340
 Zhu, M., Yang, Q., Dong, J., Zhang, G., Neri, F., Rong, H., et al. (2020). An adaptive optimization spiking neural P system for binary problems. Int. J. Neural Syst. 31 (1), 2050054. doi:10.1142/S0129065720500549
 Zhu, T. (2019). Fault line selecting method in non-solidly-earthed network based on SCADA system[J]. Power Syst. Prot. Control 47 (13), 141–147. 
Conflict of interest: Authors JT, LJ, HL and HW are employed by the company Guangxi Power Grid Dispatching Control Center, China Southern Power Grid Company Limited.
The remaining authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2022 Tian, Jiang, Li, Wei and Liu. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 05 September 2022
doi: 10.3389/fenrg.2022.977979


[image: image2]
Solar irradiance prediction based on self-attention recursive model network
Ting Kang1, Huaizhi Wang1*, Ting Wu2*, Jianchun Peng1 and Hui Jiang3
1College of Mechatronics and Control Engineering, Shenzhen University, Shenzhen, China
2School of Mechanical Engineering and Automation, Harbin Institute of Technology, Shenzhen, China
3College of Physics and Optoelectronic Engineering, Shenzhen University, Shenzhen, China
Edited by:
Xueqian Fu, China Agricultural University, China
Reviewed by:
Muhammad Aamir, Huanggang Normal University, China
Sadiq Ahmad, ECE Department COMSATS University Islambad, Pakistan
* Correspondence: Huaizhi Wang, wanghz@szu.edu.cn; Ting Wu, twu920@hotmail.com
Specialty section: This article was submitted to Smart Grids, a section of the journal Frontiers in Energy Research
Received: 25 June 2022
Accepted: 25 July 2022
Published: 05 September 2022
Citation: Kang T, Wang H, Wu T, Peng J and Jiang H (2022) Solar irradiance prediction based on self-attention recursive model network. Front. Energy Res. 10:977979. doi: 10.3389/fenrg.2022.977979

In recent years, with the continued development and popularity of sustainable energy sources and the increasing utilization of solar energy, accurate solar radiation prediction has become important. In this paper, we propose a new model based on deep learning, Feature-enhanced Gated Recurrent Unit, hereafter referred to as FEGRU, for solar radiation prediction. This model takes the source data with one-dimensional convolution and self-attention to feature attention and processes the data features, and then GRU performs feature extraction on solar irradiance data. Finally, the data dimensionality is transformed by a fully connected layer. The main advantage of FEGRU is that it does not require auxiliary data, but only time series data of solar irradiance can be used for good solar irradiance prediction. Our experiments with solar irradiance samples in Lyon, France, show that our model has better prediction results than the baseline model.
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1 INTRODUCTION
Energy Li et al. (2021); Ahmad S. et al. (2018) has been a part of everyone’s concern since mankind entered modern civilization. Solar energy is a renewable energy source. Generally speaking, solar energy refers to the sun’s thermal radiation energy, which is mainly expressed as what we often call the sun’s rays. In modern society, solar energy is generally used to generate electricity or to provide energy for water heaters. It is worth mentioning that solar energy has certain advantages over other renewable energy sources because it is clean, substantial, reduces environmental pollution, and has a wide application potential Liu (2014). If we can make more accurate short-term predictions of solar radiation, we can plan ahead for better energy management. This plays an important role in many aspects of the industry, like thermal power plants, hydroelectric plants, and other power plants, to keep the voltage and frequency of the grid stable. If we can plan and schedule energy more rationally Ahmad et al. (2020b); Ahmad H. et al. (2018), we can make it fully effective in the economic sphere. We can make plans according to consumers’ needs for energy. For example, intelligent energy consumption managementsystems that take into account consumer consumption goals Yaqub et al. (2016), wind energy Ma et al. (2020) supplier bidding strategies Zhang et al. (2021), and joint energy management and energy trading Ahmad et al. (2020a). In recent years, global energy issues have received more and more attention, among which the prediction of solar irradiance has gradually attracted a lot of attention from academia and industry.
2 RELATED WORK
For energy prediction, there are roughly four categories of methods. These are physical models, statistical models, hybrid models, and artificial intelligence models. Among the first type of physical models there is a classical Salman et al. (2018) model designed with a microcontroller based battery charge controller and using a controller with a maximum power point tracker MPPT operating at a given insolation and temperature condition. The second class of statistical models is more classical and includes those of AR, MA, ARMA, ARIMA, etc. Yamak et al. (2019) Colak et al. (2015) Shadab et al. (2019) Shadab et al. (2020). Although these models are able to capture the data characteristics to some extent. But on the other hand, the results derived from these models are often the basis of fitted curves obtained from sample time series, which are then carried on inertially along with the existing patterns. In other words, the mean and variance of the data do not change much in theory. Next, these models are quite limited in their ability to handle high-dimensional time series data. In the third category of hybrid models, Caldas and Alonso-Suárez (2019) Caldas et al. proposed a hybrid prediction method. This method collects all-day images and irradiance data in real time and uses it as data for prediction. The model converts the obtained all-sky images and geographic information into corresponding solar irradiance estimates and uses these values for prediction in real time. Experiments show that the model is capable of making some short-term predictions of solar resources under different solar irradiance conditions. The fourth type of approach is artificial intelligence. Thanks to the development of technology in recent years, computers are advancing rapidly and their computing power is growing exponentially. More and more researchers Wang et al. (2020) are experimenting with machine learning as well as deep learning methods to serve energy prediction directly or indirectly. Typical artificial intelligence methods include support vector machines (SVMs) Hou et al. (2018), extreme learning machines Bouzgou and Gueymard (2017), wavelet transforms Zhang et al. (2020), deep learning Wang et al. (2019), and integration learning AlKandari and Ahmad (2020). For example, the support vector machine (SVM) method is one of the machine learning methods, which belongs to the binary classification algorithm. Support vector machine (SVM) is a relatively simple supervised learning algorithm for classification or regression. It is more suitable for classification, but sometimes very useful for regression as well. Basically, a support vector machine finds a hyperplane that creates a boundary between data types. Machine learning methods Wu et al. (2022); Li et al. (2022); Fu (2022) have also indirectly played a significant role in energy problems. Researchers Fu (2022) used statistical machine learning models of linear regression, probability distributions, Markov chains, isoperimetric transformations, maximum likelihood estimators, stochastic response surfaces, and centroid methods to model erratic weather, photovoltaic generation, thermal loads, power flow, and uncertainty programming. Researchers Fu et al. (2020) also employed statistical machine learning theory to solve the optimal planning of capacitors, specifically by formulating methods such as Markov chains and conjugate functions to capture weather deformability and correlation and introducing probabilistic inequality theory to directly estimate the objective and constraint functions of stochastic programming models. These methods effectively address the optimal planning of capacitors. In the solar irradiance prediction task, Dong et al. (2020) optimizes the hyperparameters in this framework by building a special convolutional neural network prediction framework based internally on regional site meteorological data and the corresponding time, in addition to the chaotic GA/PSO1 hybrid algorithm. The optimization of hyperparameters can further improve the performance of the model, and thanks to the superiority of the hybrid algorithm, this reduces the human and financial resources required to tune the model to some extent. Liu et al. (2019) liu et al. proposed a new spatio-temporal prediction model by combining spatio-temporal information with the task of predicting solar irradiance information. The model embeds data from multiple stations into the convolution operator of the model to extract spatial features. At the same time, a gated loop unit is used to extract temporal features enabling the model to extract spatio-temporal features simultaneously to obtain more accurate prediction results.
In this paper, a new FEGRU model for solar irradiance prediction is proposed to improve the prediction performance of solar irradiance by using the convolution of self-attention blocks on solar irradiance data. Compared with other methods, the contribution of this paper is mainly in two aspects. 1. We propose to combine one-dimensional convolution and self-attention and apply it to a recursive cell to improve the accuracy of solar irradiance prediction; 2. we verify the feasibility, effectiveness and superiority of our proposed FEGRU model using actual solar irradiance information collected from Lyon, France. the main advantage of FEGRU is that no auxiliary data are required and good solar irradiance prediction can be performed by time series data of solar irradiance only.
The rest of the paper is organized as follows: Section 3 presents the principles of FEGRU, including its specific model structure as well as the data preprocessing part. Section 4 presents the details of the model we used and the comparison model employed. Section 5 and Section 6 present the case study and the final summary, respectively.
3 PROPOSED FEGRU FOR SOLAR IRRADIANCE PREDICTION
Our proposed FEGRU model is composed of a one-dimensional convolutional and self-attention module and a variant GRU and finally a fully connected layer. The model obtains special data features by one-dimensional convolutional self-attention of the input solar irradiance data, then embeds the data features into a recursive unit GRU to capture the solar irradiance data features, and finally maps them through a fully connected layer. The FEGRU model is described in detail below. In this section, we detail the training process part by providing a detailed description of the FEGRU model structure and a detailed mathematical formulation.
Definition: As an example, we take the actual solar irradiance information dataset collected in Lyon, France, which has categories of geographic parameters, meteorological parameters, and time series data. We choose solar irradiance information to be used as prediction information for our current model. In this paper, our T denotes the number of information collected by this node of a sensor with longitude latitude of 4.9225 E, 45.7786 N in Lyon, France, at 1-min intervals (e.g., this node with longitude latitude of 4.9225 E, 45.7786 N in Lyon, France, is used to sample every 1 min, so we can understand that the sensor is sampled a total of T times, each time at 1 min interval). XtϵRi is used to represent the solar irradiance information on this node at moment i. In this article Xt = Input [t].
3.1 Feature-enhanced module
For our solar irradiance data information, we visualize the source data of the solar irradiance information in the Lyon, France sample, and it is obvious from Figure 1 that the direct horizontal irradiance data has large fluctuations and more negative values, so we preprocess it in order to allow the model to focus on the hidden features behind the data. That is, most of the zero and negative values in the direct horizontal irradiance are removed. We introduce the data from January 1, 2018 to January 11, 2018 for visualization, and we can see that the source data becomes similar to Figure 2. It is worth mentioning that our preprocessing session leads to the fact that the solar irradiance data here are not sampled in the same amount on each day. For example, after preprocessing as shown in Figure 2, only 136 solar irradiance sampling points existed on January 1, 2018, and only 15 solar irradiance sampling points existed on January 2, 2018. We can clearly see from the visualizations in Figures 1, 2 that the data fluctuations are very large, in order for our model to capture the hidden information behind the data. We designed the Feature-enhanced module for this purpose to make the model perform better. By performing a one-dimensional convolution of the input three channels of solar irradiance data and using a self-attention mechanism, we enable the model to attention the hidden features in the solar irradiance data, thus enabling the model to obtain better prediction performance.
[image: Figure 1]FIGURE 1 | Direct horizontal irradiance source data from Lyon, France.
[image: Figure 2]FIGURE 2 | Pre-processed direct horizontal irradiance data from Lyon, France.
Here is the mathematical expression for the Feature-enhanced module:
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where WQ, WK, and WV are each learnable weight matrices, Tr represents the transpose of the matrix, * represents the matrix multiplicator, and σ represents the Sigmoid function.
3.2 Feature fusion module
In our experiments, to mitigate the effects of gradient disappearance and gradient explosion on the model, we added a feature fusion module to make the model perform better, as shown in Figures 3, 4. To be precise, we add a residual module and averaging pooling operation to the feature fusion. This is done by multiplying the solar irradiance input data with the Feature-enhanced module and then adding it to itself and averaging the pooling operation.
[image: Figure 3]FIGURE 3 | Feature-enhanced module.
[image: Figure 4]FIGURE 4 | Feature fusion module.
The mathematical expression is shown below:
[image: image]
@Represents dot product.
The following summarizes the training process of the FEGRU model. The process can be divided into the following main parts. 1. Using the collected solar irradiance data information from Lyon, France, the data preprocessing in Section 3 was first performed. The preprocessed solar irradiance data information is then used as the overall dataset information for the model. 2. normalize the values of the overall solar irradiance data set to the interval [0,1]. 3. Divide the normalized overall data into training and test sets in the ratio of 8 to 2. 4. The training set data are put into the EFGRU model for training. 5. The optimizer for the parameters of the FEGRU model is the Adam optimizer. The MSE loss function plus the L2 regularization term is used for the loss function. 6. loss calculation is performed at each epoch and back propagation is performed to update the parameters.
The main steps of the FEGRU model training process are shown in Figure 5.
[image: Figure 5]FIGURE 5 | The main steps of the FEGRU model training process.
Finally, the internal equation of the FEGRU model is as follows:
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4 EXPERIMENTS
In this section, we present information related to the FEGRU model experiments separately, including the description of the Lyon, France dataset, model evaluation metrics, model parameter settings, comparative model.
4.1 Dataset details
The experiments of our FEGRU model were performed on data collected by sensors with longitude, latitude and altitude of 4.9225E, 45.7786N and 170 m, respectively, in Lyon, France, from March 25, 2018 to October 27, 2018. The dataset includes altitude of the sun, azimuth of the sun (from North to East), global horizontal illuminance, diffuse horizontal illuminance, global vertical north illuminance, global vertical east illuminance, global vertical south illuminance, global vertical west illuminance, global horizontal irradiance, diffuse horizontal irradiance, zenith luminance (11° aperture), relative humidity, wind direction (from North to North), and the temperature of the air. wind direction (from North to East), wind speed, dry bulb temperature irradiance, illuminance shadow band correction factor, irradiance shadow band correction factor, direct horizontal irradiance, global horizontal UVA irradiance, global horizontal UVB irradiance. We choose direct horizontal irradiance as the information task that we want to predict. In our experiments, we normalize the information of the input solar irradiance data to the interval [0,1]. It is also worth mentioning that we used 80% of the data as the training set and the remaining 20% as the test set and trained the FEGRU model using the Adam optimizer. We predicted the solar irradiance data information for this sensor for the next 60 and 90 min.
4.2 Evaluation metrics
To evaluate our proposed FEGRU model, we used three metrics widely used in time-series prediction, namely the mean absolute error (MAE) Chai and Draxler (2014), root mean square error (RMSE) Chai and Draxler (2014), and coefficient of determination (R2) Barrett (2000). RMSE is more commonly used in deep learning and is often used to measure the deviation between the predicted and true values, and it is considered to be an excellent error measure for numerical prediction. MAE is often associated with regression models and is the more classical regression model evaluation metric. In this case, the mean absolute error of the model for the test dataset is the average of the absolute values of the individual prediction errors for all instances in the test dataset. Each prediction error refers to the difference between the true value and the predicted value. The R2 is the square of the correlation between the predicted and true values and can be used to measure whether the model’s prediction is valid.
In brief, the lower the RMSE and MAE the better, and the higher the R2 the better.
1)Root Mean Squared Error (RMSE):
[image: image]
2)Mean Absolute Error (MAE):
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3)Coefficient of Determination (R2):
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where yi and [image: image] represent the real solar irradiance data information and the model-predicted solar irradiance information of the sampled sample at the ith moment, respectively. M is the total number of sampled sample moments. Y represents the set of [image: image] and [image: image] is the average of Y.
Specifically, RMSE, MAE and MAPE are used to measure the prediction error: the smaller the value, the better the prediction.
4.3 Model parameter settings
In our model, we manually set some hyperparameters to ensure that our proposed model achieves the best prediction. Specifically, the parameters that are relatively important for the FEGRU model include: training ephemeris, batch size, and learning rate. In our experiments on the Lyon, France dataset, we set the learning rate to 0.001, the batch size to 32, and the training epoch to 100. Our proposed model algorithm takes about 2 h to run, which is within the range we can accept. In deep learning algorithms, some complex algorithms may have to be run for several days to complete the final convergence. The complexity of our proposed model algorithm is also not too high in terms of running time analysis.
4.4 Contrast models
In our experiments, we compare our proposed FEGRU model with SVR, ARIMA, and GRU models to evaluate the effectiveness of our model. Bae et al. (2016) Support vector machines (SVMs) are widely used not only for classification problems in machine learning, but also for the analysis of regression problems. Gilbert (2005) ARIMA model is a popular and widely used statistical method for time series prediction.Sharif Atique Atique et al. (2019) and others then used ARIMA to predict the total daily solar power generation. GRU Dey and Salem (2017) is a classical variant of recurrent neural network RNN and, like LSTM, was also proposed to solve the long-term memory and back propagation in GRU and LSTM networks have a simpler model structure and better results compared to the network, and are often applied in most of the time-series prediction problems.
5 EXPERIMENTAL RESULTS ANALYSIS
By preprocessing the data on the source data information set in Lyon, France, the data information is made to appear to have a slightly smaller sample size compared to the source data information slightly less, but we did this in order to allow the model to receive more efficient data and thus improve the final prediction results of the model. By analyzing the experimental results, firstly, we can clearly see from the prediction span that the prediction effect of GRU and FEGRU is getting worse as the prediction span increases. This is shown by the increase of RMSE and MAE and the decrease of R2. However, SVR has a brief decrease in RMSE and MAE as the prediction span increases. This may be because the stability of SVR to outliers gradually manifests itself as the prediction span increases. The prediction performance of the ARIMA model does not change with the increase of the prediction span. Secondly, we see that EFGRU achieves excellent prediction performance for the prediction span of solar irradiance in the next 60 min and the next 90 min. We can clearly see from the figure that the RMSE and MAE of FEGRU are both the lowest values, and R2 is both the highest value, and we have bolded the optimal values of RMSE, MAE, and R2 in Tables 1 and 2.
TABLE 1 | guangfu-60min.
[image: Table 1]TABLE 2 | guangfu-90min.
[image: Table 2]6 CONCLUSION AND FUTURE WORK
In this paper, a new model is proposed for application to the solar irradiance prediction problem. In order to enhance the prediction performance of the model, the source data are preprocessed to remove most of the consecutive zero and negative values from the solar irradiance. The model is able to extract the key data features from the source data by one-dimensional convolution of the input preprocessed data information and self-attention, which enables our model to achieve better results in the solar irradiance prediction problem. Our experiments show that our model performs better than SVR, ARIMA, and GRU models for prediction spans of the next 60 min and the next 90 min. It is worth mentioning that the model uses only direct horizontal irradiance alone during training and prediction, which is the solar irradiance data mentioned in this paper. On the other hand, if we want to improve the prediction performance of our proposed model in the future, our future work should focus on the full and effective use of the auxiliary data in the Lyon, France dataset to improve the prediction performance of the model.
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The park-level integrated energy system (PIES) has been developing rapidly in recent years due to its economic and environmental advantages. PIES is a typical user-side energy supply system with multiple energy forms such as solar energy, electrical energy, cool energy, and heat energy inside the system. The coupling between these energy sources and the differences in the quality of these energy sources make its analysis and evaluation a difficult task for PIES research. In order to solve the problems, an analysis and evaluation method of PIES based on exergy economics is proposed, which lays the foundation for the subsequent optimization of system operation. First, a unified analysis model of PIES is developed based on exergy economics theory. Second, the corresponding analysis and evaluation method for this model is proposed. In this method, the exergy efficiency and exergy loss are used as the evaluation index of system energy consumption characteristics, while the exergy loss cost and exergy economic coefficient are used as the evaluation index of system economic characteristics. Meanwhile, an evaluation procedure for using this method is also designed. Lastly, the effectiveness of the given approach is validated in a PIES case in Guangzhou. The results show that the proposed model can accurately calculate the exergy cost of each energy link. The proposed evaluation method can not only analyze the performance of subsystems within a single system but also compare the advantages and disadvantages between different systems.
Keywords: exergy economics, integrated energy system, energy-level coefficient, comprehensive analysis, integrated evaluation
1 INTRODUCTION
The promotion of integrated energy projects has escalated in the context of “carbon peak” and “carbon neutrality” (Long et al., 2022) Amongst various types of integrated energy system (IES), the park-level IES (PIES) is a typical user-side multi-energy coupling and supply mode that has garnered investment from an increasing number of integrated energy service providers (IESPs) (Mu et al., 2022). Given the coupling of multi-energy resources including new energy like photovoltaic power (Fu, 2022), a more suitable andcomprehensive index system of the PIES is imperative in comparison to traditional energy infrastructure compared (Zhao et al., 2021). However, due to the difference in the quality of different energies, the analysis and evaluation of PIES have become a crucial and intriguing issue.
Presently, the main methods for analyzing PIES are energy analysis and exergy analysis. The energy analysis exclusively dependents on thermodynamics first law which focuses only on the quantity of energy rather than its quality (Tahir et al., 2022). Thus, it cannot guide the rational use of energy. Compared with the energy analysis, the exergy analysis is based on both laws of thermodynamics which further considers the changes in system capability for work, indicating the nature of energy usage (Chen et al., 2020). These two analytical methodologies are common in the analysis of multi-energy systems (Nazerifard et al., 2021; Khani et al., 2022). However, they are compared solely on the basis of the system’s energy consumption parameters, ignoring its economic features. Therefore, researchers shifted the issue to investigate system performance from the economic point of view as well. In such a context, exergy economic analysis is proposed in this work. The proposed method integrates thermal characteristics and economic benefits of the system, and can achieve maximum energy saving while ensuring the economy (Behzadi et al., 2018; Haydargil and Abuşoğlu, 2018; Meesenburg et al., 2018; Saloux et al., 2019; Xiao et al., 2021b).
Beginning in the 1960s, many scholars conducted in-depth research on the exergy economics theory (El-Sayed and Evans, 1970; Lozano and Valero, 1993; A et al., 1986; Wang and Zhang, 1995). As the study of exergy economics continues to grow, more and more scholars are using it in different energy fields. (Qin and Hao, 2017). calculates the exergy economic cost of each component of the sewage source heat pump system and gives an assessment about its thermal economic benefits. However, the research is limited to the equipment level. (Sánchez Villafana and Vargas Machuca Bueno, 2019). performs an exergy economic analysis of an air Brayton cycle thermal power plant and analyzes the exergy economic cost of the system at different operating parameters. In addition, (Rongrong et al., 2018; Jixuan et al., 2020), conducts an exergy economic analysis of solar energy systems considering carbon capture technologies. Their models are too detailed and cumbersome which are not suitable for complex energy systems. For PIES, an exergy model for a multigeneration system of combined cooling, heating, and power (CCHP) is proposed and the average exergy cost under a life cycle assessment (LCA) is obtained (Chaiyat, 2021). (Picallo-Perez et al., 2022) makes exergy economic analysis in advanced cogeneration systems in buildings. However, the difference in the grade of different energies is not considered, and the influence of the exergy loss in the energy network transfer on the system performance is also ignored. The calculated exergy cost is different from the real value, and it does not fully reflect the principle of high quality and good price in economics. (Ameri and Mohammadzadeh, 2018). makes thermodynamic and exergy economic analyses of a novel integrated solar combined cycle (ISCC) power plant and determines the components with the most exergy destruction. (Sha and Jiong, 2022). analyzes the performance degradation process of IES using the exergy economic analysis method, evaluating the cumulative and transmission impact of irreversible loss across thermal cycles. It can be seen that the exergy economic analysis method is used for diagnosis and analysis of complex energy systems in addition to the calculation of the exergy cost. However, it has not been used as an analytical evaluation method for PIES.
A comprehensive and accurate analysis and evaluation of PIES is an important basis for subsequent system operation optimization and planning. (Fu et al., 2017). proposes an information entropy approach to quantify uncertainty in an IES but an overall assessment of system performance is lacking. Taking university IES as an example, (Lai and Yang, 2021), uses the ratio of the index of the information amount to replace human subjective ratio of the importance degree, and improves the empowerment method of the analytic hierarchy process (AHP) method so as to evaluate the IES under the background of energy Internet. (Yang et al., 2018). designs a multi-criteria integrated evaluation method that considers the aspects of technology, economy, environment, and society based on the improved grey incidence evaluation method. It is used to evaluate some community energy planning options. With the aim of minimizing technology, environment and economy (Wang et al., 2019) designs and evaluates the IES with CCHP in order to reduce carbon emissions and increase system automation. In (Zhou et al., 2019), the subjective weights of criteria are analyzed based on the intuitionistic fuzzy decision-making trial and evaluation laboratory method. The objective weight is calculated by entropy method. And the extended TODIM method is used to select different schemes. However, the above analysis methods only start from the perspective of energy analysis without considering the variation of energy quality. Thus, the evaluation of system performance is inaccurate. (Khani et al., 2021). designs a novel cooling, power and pure water trigeneration system considering thermodynamics and exergy economics. And a comprehensive parametric study is provided to evaluate the system performance by changing the key variables. In (Taheri et al., 2021), energy, exergy, exergy economics, and environmental relationships are used to assess the performance of a new biomass-based power, refrigeration, natural gas, and hydrogen production system. For a novel supercritical CO 2 cycle-based combined cycle for solar power tower plants, (Taheri et al., 2022), conducted a comprehensive analysis of the effects of different parameters on the system and key variables through the energy, mass, and exergy balances. It can be seen that the above literature does not uniformly model PIES. More importantly, there is no unified analysis and evaluation index proposed from the perspective of exergy economics. Besides, most of the current evaluation methods only consider independent energy systems (Tahir et al., 2021). These methods are difficult to use as a basis for guiding the improvement of system performance of PIES.
To sum up, this paper proposes an analysis and evaluation method of PIES based on the exergy economic theory. To quantify the different energy qualities, a unified analysis model of PIES is established. On the basis of the above model, an analysis and evaluation method which comprehensively considers the evaluation index of system energy consumption characteristics and economic characteristics is proposed. Finally, a PIES in Guangzhou is used as an example to verify the effectiveness and feasibility of the proposed method. Moreover, the measures to improve its performance are proposed.
The main contributions are summarized as follows.
1) Based on exergy economics, a unified analysis model of PIES is established, including physical model and mathematical model. The model quantifies the difference in quality of different energy and incorporates the transfer pipeline into the modeling, taking into account the losses generated by exergy transfer in the energy network. The exergy cost can be calculated accurately.
2) Taking exergy efficiency and exergy loss as the evaluation index of system energy consumption characteristics, and exergy loss cost and exergy economic coefficient as the evaluation index of system economic characteristics, an analysis and evaluation method and process is proposed.
3) Taking a park-level integrated energy system in Guangzhou as an example, the superiority of the proposed model and analysis and evaluation method is verified.
Section 2 denotes the physical model of PIES. Section 3 denotes the mathematical model of PIES where the exergy cost calculation method is proposed. Section 4 presents the evaluation method of PIES based on exergy economics. Results are compared and analyzed in Section 5. Finally, conclusions are drawn in Section 6.
2 PIES PHYSICAL MODEL BASED ON EXERGY ECONOMICS
2.1 System description
The PIES with CHP system is becoming more and more popular. It can convert various energy sources such as natural gas, solar energy and electricity into heating, cooling and power energy that can meet the needs of users in the region (Zhou et al., 2019). To meet production and living needs, PIES generally consists of photovoltaic power generation, energy storage, charging pile, air conditioning, hot water, ventilation, lighting and other terminal energy subsystems. The overall structure of PIES studied in this paper is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Framework of PIES
The system is mainly used in large commercial office parks, where energy demands are intensive and diverse, with high electrical loads and cooling demands in summer. Solar power technology, natural gas integrated energy technology and energy storage batteries are used as the main means of energy supply. Energy transmission and distribution networks and energy storage facilities are constructed and improved to meet the demand for cooling, heating and electricity loads. And then a complete park-level energy Internet is built.
2.2 Exergy flow network model description
There are energy conversion equipment, energy storage equipment, energy transfer lines/piping, and many different energy-using loads in PIES. To analyse PIES based on exergy economics, it is necessary to divide PIES into several subsystems at first. There is no unique classification standard, and the classification standard is generally determined according to the needs of one’s own research. In this paper, the exergy flow is defined as the exergy conversion route of energy from the input end to the output end, so that a specific PIES exergy flow network model diagram can be established (as shown in Figure 2). Among them, the system exergy network wiring topology can be deleted or expanded according to the characteristics of building energy consumption.
[image: Figure 2]FIGURE 2 | Exergy flow network model diagram of PIES.
When applying the exergy economics method to PIES, the following considerations are made for the exergy loss generated by the energy transfer process:
1) Considering from the perspective of energy types, the exergy losses in the process of natural gas and electric power transmission are ignored.
2) Considering from the perspective of distance, the exergy loss caused by the energy transfer between the equipment in the refrigeration main computer room of the central air-conditioning is ignored. At the same time, the long-distance transmission pipeline of cold, heat and gas supplying energy between different energy stations or energy stations to the load is modeled as a subsystem.
3 PIES MATHEMATICAL MODEL BASED ON EXERGY ECONOMICS
3.1 Exergy calculation model
Considering the existence of multiple forms of energy in PIES and the differences in the working ability of different energies, the energy-level coefficient (Chen et al., 2020) is introduced to quantify the differences in energy quality. Therefore, the equation defining the conversion relationship between energy and exergy is
[image: image]
where E represents the energy; Ex represents the exergy; energy-level coefficient λ represents the proportion of energy accounted for by exergy, 0 < λ < 1. Numerically, the exergy in the current state of the system is equal to the product of the energy corresponding to that state and the energy-level coefficient. Therefore, the exergy content of different types of energy sources (natural gas, hot steam, electricity, etc.) can be solved based on the energy-level coefficients.
The energy level coefficient is influenced by the type, form and temperature of the energy as well as the ambient temperature. Therefore, the energy is divided into different energy types for separate calculations (Ahern and E, 1980).
3.1.1 Natural gas
The energy level coefficient λG for natural gas is
[image: image]
Where T0 denotes the ambient temperature in K; T denotes the complete combustion temperature of natural gas.
3.1.2 Steam
The energy-level coefficients λS for steam are shown in Equation 3.
[image: image]
where TSdenotes the saturation temperature corresponding to the steam pressure in K.
3.1.3 Electricity, heat and cold
The energy-level coefficient for electricity, heat and cold loads are shown in Equation 4, Equation 5, Equation 6.
[image: image]
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where TH and TC denote the transfer temperature of heat and cold load respectively, both in K.
3.2 Cost sharing model based on exergy economics
Considering that there is more than one output exergy of the subsystem, the energy grades of different output exergy are different. Therefore, cost sharing of the different output exergy is required. Only on the basis of being able to quantify the energy quality differences uniformly, the multi-energy coupled PIES can be analyzed and evaluated.
When the output contains several energy sources with different energy grades, for example, a CCHP system outputs both high-grade electricity and low-grade cold and heat energy. The traditional cost sharing method assumes that all output exergy has the same unit economic cost, which cannot reflect the difference in the value of different exergy (Gaggioli and Wepfer, 1980). For the shortcomings of the traditional cost sharing method, the energy-level coefficient method has been proposed (Lazzaretto and Tsatsaronis, 1997). In other words, the unit economic cost of the output exergy is determined by the energy-level coefficient, thus reflecting the difference in the quality of the exergy. However, the apportionment simply using the energy-level coefficient can lead to a significant undervaluation of low-grade exergy. Therefore, this paper uses the improved energy-level coefficient method, which means that the exponential function of the energy-level coefficient is used as a parameter to reflect the difference in the quality of the output exergy. 0 < λ < 1, 1 < eλ < e, which ensures that low-grade exergy have the same base value.
For the multi-output subsystem, its cost sharing model can be obtained as follows.
[image: image]
Where c1⋯ck represent the unit exergy economic cost of 1 to k different output exergy of the subsystem. and λ1⋯λk represent the energy-level coefficient of 1 to k different output exergy of the subsystem.
3.3 Exergy costing model based on exergy economics
According to the needs of problem analysis, PIES can be divided into m subsystems, and the subsystems are interconnected by n exergy flows. Based on known exergy parameters, the cost balance equation and supplementary equation are listed for the divided subsystem to obtain the unit exergy economic cost of cooling, heating and power products.
In view of the complex exergy distribution and many parameters of the system studied in this paper, the matrix analysis method (Tahir et al., 2021) is used to study the cost change of the system. At this point the subsystem cost balance equation is
[image: image]
Where A (m × n) is event matrix, representing the connection between subsystems and exergy; matrix elements Aij are +1 or −1 or 0; +1 denotes the j − th exergy flow into the i − th system, − 1 means outflow and 0 means no connection between the two; Ex is the n × n exergy matrix; c is n × 1 unit exergy economic cost matrix; Z is m × 1 non-energy cost matrix. To obtain the non-energy cost per unit of time, the non-energy cost of the subsystem is discounted over the economic life cycle as shown in Equation 9.
[image: image]
Where Z0 denotes the equipment cost of the subsystem, H denotes the annual operating hours of the subsystem, φ denotes the maintenance factor of the subsystem, and f denotes the annualization factor.
In PIES, the number n of the exergy flows are generally larger than the number m of subsystems, and the number of unknowns is more than the number of equations, so n − m supplementary equations need to be established for the system.
1) Input exergy cost supplementary equation
[image: image]
Where A1 (s × n) is input exergy matrix, which represents that the exergy costs for s input systems are known; C represents the input exergy total cost matrix.
2) Output exergy cost sharing equation
[image: image]
Where A2 (r × n) is multi-product exergy matrix. To facilitate the solution, Equations 8 and 10 and 11 are organized into a uniform form to obtain:
[image: image]
Where [image: image], [image: image].
4 PIES EVALUATION METHOD BASED ON EXERGY ECONOMICS
4.1 PIES evaluation index
Energy analysis tracks the “quantitative” changes in the transfer of energy through the system but ignores the “qualitative” changes. Exergy analysis proposes the concept of exergy to make up for this deficiency. In this paper, exergy loss and exergy efficiency are used as evaluation indexes of system energy consumption characteristics. Among them, exergy loss is used to characterize the reduction of energy quality and work capacity in the transmission process, and exergy efficiency is used to characterize the utilization of exergy by equipment and links in the system.
Although the exergy analysis can analyze the system both qualitatively and quantitatively, it ignores the cost factor in production and cannot reflect the economic value of exergy. The exergy economic cost analysis applies the concept of “cost” in economics to the concept of “exergy” in thermodynamics, which can provide a more comprehensive evaluation of complex energy systems. In this paper, the exergy cost and the exergy economic coefficient are used as the evaluation indexes of the system’s economic characteristics. Among them, exergy loss cost is used to characterize the economic loss caused by the reduction of energy quality in the transmission process, and exergy economic coefficient is used to characterize the economic potential of the system energy saving.
4.1.1 Energy consumption characteristic indexes
The exergy loss represents the difference between the sum of various input exergy and the sum of various output exergy in the subsystem, as shown in Equation 13:
[image: image]
Where [image: image] represents the input exergy of subsystem i; [image: image] represents the output exergy of subsystem i.
The exergy efficiency represents the ratio of the sum of various output exergy to the sum of various input exergy in the subsystem, as shown in Equation 14:
[image: image]
4.1.2 Economic characteristic indexes
The exergy loss cost of the subsystem is determined by the amount of exergy loss and its unit exergy economic cost, as shown in Equation 15:
[image: image]
Where Exloss,i represents the exergy loss of subsystem i; Closs,i represents the exergy loss cost of subsystem i; closs,i represents the unit exergy economic cost of exergy loss of subsystem i.
The exergy economic coefficient represents the proportion of the non-energy cost of the subsystem in the total cost of the system, as shown in Equation 16:
[image: image]
Where ωi represents the exergy economic coefficient of subsystem i.
For the whole system, this paper proposes that the total exergy economic coefficient can be used to express the proportion of system non-energy cost in the total cost, as shown in Equation 17:
[image: image]
Where ω represents the exergy economic coefficient of system.
Equations 16 and 17 not only reveal the economic benefits of PIES, but also clearly show the exergy utilization degree of the system and each subsystem. In addition, when studying the economic benefits of different systems, the total exergy economic coefficient can also be used for comparison between systems.
4.2 PIES evaluation process
To carry out the most realistic analysis and evaluation of PIES, this paper uses the energy-level coefficient to perform exergy calculation and cost sharing, and finally the real exergy economic cost is calculated. Based on this, the PIES is analyzed and evaluated using the evaluation indexes mentioned above. The specific process is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Analysis and evaluation flowchart of PIES based on the exergy economics.
Firstly, a PIES model based on exergy economics is established and then, the model is solved to obtain the unit exergy economic cost of PIES based on different cost sharing methods. Secondly, the optimal cost sharing mode is selected to obtain the energy consumption characteristic index and economic characteristic index of PIES. Finally, performance analysis is performed based on the indexes to evaluate the subsystem which proposes suggestions for improving the system performance.
It should be noted that the above-mentioned characteristic index of energy consumption can only be used as the index of the “exergy utilization degree” of the subsystem. When making performance comparisons between subsystems within a system or between systems, due to the technical and economic inequalities of the exergy losses generated in each subsystem, the comprehensive performance of the system cannot be correctly evaluated by using the energy consumption characteristic index. This is also the main reason for exergy economics modeling and analysis. A more comprehensive analysis and evaluation of the performance of PIES can be made by considering thermodynamic and economic factors in an integrated manner.
5 CASE STUDY
5.1 Setting
Based on the above evaluation method, the PIES in Guangzhou is taken as the research object to be analyzed and evaluated. The park has a floor area of about 20,000 m2 and consists of an office building and a shopping mall. The area of the office building and the shopping mall is about 10,000 m2 each, and a water-cooled central air conditioning system is used. For power generation, there is a CHP system, and a 300 kWp photovoltaic power generation system is installed on the roof. The power generated by the photovoltaic system and gas turbine is considered to be self-consumed within the office and shopping mall electrical system.
To sharpen the focus of the analysis, electric energy storage device and chilled water storage device without energy conversion are ignored as well as other electricity loads other than electric air conditioners, charging piles and electric cooking appliance. The system model is shown in Figure 4.
[image: Figure 4]FIGURE 4 | Model diagram of PIES based on exergy economics.
The data of the system at 14:00 in mid-August was selected for analysis. The ambient temperature on that day was 35°C. The price of electricity for commercial and office is 1 CNY/kWh and the price of natural gas is 2.45 CNY/m3. The low calorific value of natural gas is 9.77 kWh/m3, and the peak value of photovoltaic power generation is 1 kWp/m3 under ideal conditions. The ideal energy efficiency ratio of the refrigeration compressor is 29.815 according to the ideal Carnot cycle efficiency formula.
For load, 30 7 kW AC charging piles are installed outdoors. The office area has 35 rooms, each with an area of 200 m2 and four 9 kW fan coils. The mall area has 10 rooms, each with the same configuration as above. It also has 10 large open rooms, each with an area of 5,000 m2, with a total of three 500 kW cold air cabinets installed. The exergy values of the system are shown in Table 1.
TABLE 1 | Exergy parameters of PIES.
[image: Table 1]To further calculate the unit exergy economic cost of each exergy, the non-energy cost of each subsystem is discounted. The summary is shown in Table 2.
TABLE 2 | Cost parameters and non-energy cost values for each subsystem of PIES.
[image: Table 2]5.2 Cash analysis
Comparing the improved energy-level coefficient sharing method proposed in this paper with the traditional sharing method and energy-level coefficient sharing method, a summary of each unit exergy economic cost is calculated as shown in Table 3.
TABLE 3 | Unit exergy economic cost based on different sharing methods.
[image: Table 3]It can be seen that the unit exergy economic cost of the two products produced by the gas turbine under the traditional apportionment method is both 0.4214 CNY/kWh, which does not conform to the law of high quality and good price. According to the energy-level coefficient method, the cost of electricity exergy and heat exergy is 0.5707 CNY/kWh and 0.2528 CNY/kWh, reflecting the value difference. However, the heat exergy cost is only 44% of the electricity exergy cost, which means the value of low-quality exergy is underestimated. According to the improved energy-level coefficient method, the cost of electricity exergy and heat exergy is 0.5271 CNY/kWh and 0.3020 CNY/kWh. The heat exergy cost accounts for 57% of the electricity exergy cost, which is 19% higher than the previous method. It not only reflects the law of high quality and good price, but also makes the value of low-grade exergy be reasonably displayed.
The studied method can make reasonable cost apportionment for cooling, heating and power products, which can get more realistic unit exergy economic cost and facilitate subsequent analysis. Also setting prices based on cost comparison results can achieve better pricing fairness for users with different needs.
Assuming that the external input energy of the PIES is sufficient, this paper prices the exergy loss at the average unit exergy economic cost of the subsystem input exergy. The parameters of each subsystem evaluation index are summarized in Table 4.
TABLE 4 | Evaluation index parameters of PIES.
[image: Table 4]A comprehensive analysis of the performance of each subsystem shows that the photovoltaic system produces the most exergy loss, which is caused by the current low efficiency of converting solar energy into electricity. The exergy loss cost generated by electric air conditioners is the highest, exceeding gas turbine, because the unit exergy cost of cooling is much higher than natural gas exergy. The exergy loss generated by the refrigerant piping is far lower than other subsystems, but the exergy loss cost is not low due to the high economic cost of the unit cold exergy. It can be seen that the closer to the end, the higher the exergy loss cost, which is due to the increase in the economic cost of the end unit exergy. Therefore, the measures to reduce the end of exergy can more effectively improve the economy of the system.
From the perspective of system integrity, the exergy efficiency of the central air conditioning is only 0.28, but its exergy economic coefficient is 0.44. It means that a small additional non-energy cost can still be invested at this point, but obviously it does not improve the energy consumption characteristics of the system significantly. This is because the central air conditioning converts high-grade electric energy into low-grade cold energy, and the degradation of energy brings great exergy loss, which is a defect of energy supply path. The exergy efficiency of the refrigerant piping is 0.78, but its exergy economic coefficient is only 0.02. Although it accounts for a small exergy loss of the entire system, the exergy loss cost is greatly increased because the front end is connected to central air conditioning. Therefore, while additional investment in pipes and pipe cooling materials, the proportion of central air conditioning cooling should be reduced as much as possible. It should only be used as a supplementary means of waste gas refrigeration to achieve cascade utilization of energy.
In this PIES, since solar energy is a free resource, the photovoltaic system has only a non-energy cost, and the exergy economic coefficient is 1, which is not more analysis. The exergy coefficient of the transformer is the highest, so continuing to increase its investment in the optimization of the system is not obvious. The exergy economic coefficients of gas turbine, lithium bromide absorption chiller, and electric wiring are all far below the reference value. At this time, increasing the non-energy cost input can improve the energy consumption characteristics and economic characteristics of the system. For gas turbine and lithium bromide absorption chiller, unit with higher efficiency can be replaced. For electrical wiring, the losses can be reduced by optimizing the distribution system structure and cable cross-section.
The reason why electric cooking appliance has a higher exergy loss cost and a much smaller exergy economic coefficient than gas cooking appliance is that the electric cooking appliance converts high-grade electrical energy into low-grade heat energy. This also results in a higher unit exergy economic cost of heating in the electric cooking appliance. In response to this phenomenon, the investment in electric cooking appliance should not be increased, but the proportion of heating by gas cooking appliance should be increased to save exergy and money.
In order to compare the economics between different PIES, the above model is set as model A, and the model without CHP system but with municipal cold source cooling mode is set as model B, as shown in Figure 5.
[image: Figure 5]FIGURE 5 | Model diagram of PIES based on exergy economics in the municipal cold source cooling mode.
The evaluation index parameters of these two models can be obtained as shown in Table 5.
TABLE 5 | Parameters of evaluation indexes for different models.
[image: Table 5]Since there are differences in the subsystems, it is not possible to visually compare the advantages and disadvantages of the two systems through the performance parameters of the subsystems, so this paper proposes the total economic exergy coefficient as a comparison between different systems. It can be seen that the total exergy economic coefficient of model A is larger than model B. The specific difference is reflected in the exergy loss cost. This is because PIES with CHP achieves a stepped utilization of energy and reduces municipal power purchases, which not only improves energy utilization but also improves economic efficiency.
6 CONCLUSION
This work provides an analysis and assessment approach for PIES based on exergy economics. An improved cost sharing model is employed to obtain the real exergy cost. Additionally, a comprehensive evaluation method and process considering energy consumption characteristics and economic characteristics are designed. Finally, a PIES in Guangzhou is used as an example for verification. The calculation example shows:
1) The exergy model of PIES established in this paper is in line with the real-life situation and fully considers the impact of the exergy loss in the network, which can accurately calculate the exergy cost of each energy link.
2) In comparison to the traditional cost-sharing technique and the energy-level coefficient method, the improved energy-level coefficient approach can more accurately depict the value of low-grade energy while also reflecting the value of diverse forms of energy exergy.
3) A more accurate and comprehensive evaluation of the system performance is made by considering energy consumption characteristics and economic characteristics, and the system performance is improved accordingly.
We limited our analysis of PIES to a specific time period. On this basis, the specific strategies for energy system operation optimization can be proposed subsequently by considering the impact of dynamic electricity price, energy storage devices, dynamic loads and power electronic devices on the PIES(Fu et al., 2020; Xiao et al., 2021a; Wei et al., 2022).
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With the acceleration of China’s electricity market construction, it is urgent to establish a unified electricity transaction mechanism to balance the interests of all parties and build a competitive electricity market. Game theory has significant advantages in the study of decision optimization among multiple decision-making bodies that interact and compete with each other. Therefore, the application of game theory in the electricity system has attracted the attention and research of a large number of scholars, among which the research on the electricity market accounts for the highest proportion. In this study, the concept and evolution of cooperative game theory, non-cooperative game theory, and evolutionary game theory in game theory are described in detail. Second, the status quo and scale of the domestic and foreign electricity market are sorted out and summarized. Finally, according to the research results of the application of three kinds of game theory in the electricity market in recent years, this study evaluates and analyzes the three typical aspects of the power generation side, the power sale side, and the power consumption side, and puts forward the prospect of the application of game theory in the electricity market in the future.
Keywords: cooperative game, non-cooperative game, evolutionary game, electricity market, renewable energy trading
INTRODUCTION
With the implementation of renewable energy generation projects, renewable energy will occupy a large proportion of the future energy structure (Wang et al., 2021;Ding et al., 2020). Since China proposed the double carbon target, the transformation of China’s energy structure has accelerated, which has put forward higher requirements for the resource allocation and optimization of China’s electricity market (Peng et al., 2022). The National Development and Reform Commission issued the “Guidance of the National Energy Administration on Accelerating the Construction of a Nationwide Unified Electricity Market System”, which pointed out that there are some problems in China’s electricity market at present, such as unsound system, imperfect function, non-uniform trading rules, and so on.
The establishment of a unified electricity market system can effectively guide users to cut peaks and fill valleys, improve the cost- and benefit-sharing mechanism, and fully stimulate the flexible adjustment ability of the user side. At present, users with distributed energy will not only be consumers but also be able to become sellers of electricity and sell excess electricity to the grid (Li et al., 2022). Meanwhile, with the popularity of electric vehicles, a large number of electric vehicles can become mobile energy storage devices and participate in the electricity market (Cheng and Yu, 2018; Liu et al., 2020; Uhde, 2022). Therefore, the future electricity market will be a complex electricity trading platform that covers multiple interests and considers energy saving and emission reduction.
Game theory, as an efficient analytical tool, can be used to intervene in trading decisions in the electricity market to effectively study the decisions among multiple stakeholders and promote the construction of a unified system in the electricity market (Liu et al., 2020). Since the game theory was first proposed and applied in the field of economics, it has been widely used in political, biological, engineering, and social fields in the past half-century (Wang et al., 2012; Liu et al., 2018). In electrical engineering, the application of game theory can be mainly divided into planning, scheduling, and the electricity market of the power system (Liu et al., 2017).
This study first compares the evolutionary development of game theory in the past half-century and summarizes the scope of application and advantages of cooperative games, non-cooperative games, and evolutionary games. Then, it makes a comprehensive analysis and review of the scale and development of the domestic and foreign electricity market. Finally, this study compares and analyzes the research results of the game theory of the electricity market, and puts forward some suggestions and prospects from the perspective of the game theory.
GAME THEORY
Game theory has been used to study the problem of optimal decision-making between multiple interacting interested parties. In half a century of development, evolution, and application, the game theory has been applied and developed in the fields of economics, biology, politics, and engineering, and has become one of the important tools for decision analysis in the whole social sciences. A complete game contains three elements: participants, strategies, and benefits. The participants refer to the decision makers involved in the game (individuals who make decisions independently, collectively, or by nature). The strategy refers to the set of decisions available to the participants in the game process, and the range of decisions tends to be different for different participants. Revenue refers to the revenue achieved by the participants in the game process, often to maximize their revenue (Liu et al., 2018).
In general, game theory can be divided into classical game theory and evolutionary game theory according to the degree of rationality of participants. The former can be divided into cooperative and non-cooperative games according to whether the participants cooperate; in addition, according to the time sequence of game decision-making, it can be divided into static and dynamic games. Therefore, according to different characteristics, game theory has various ways of classification, as shown in Figure 1.
[image: Figure 1]FIGURE 1 | Classification of game theory under different characteristics.
Cooperative games
A game with binding agreements between participants is called a cooperative game. The cooperative game emphasizes collectivism and its research focuses on how to reach cooperation among participants and how to distribute the additional benefits of cooperation among participants. Usually, the allocation strategy is often designed using axiomatization. Representative theoretical results of cooperative games include concepts such as Nash bargaining game theory and Shapley value (Luo et al., 2022).
In general, the Nash bargaining game theory refers to the equilibrium solution determined by the participants after multiple rounds of bargaining. The solution needs to satisfy the Nash referendum, which includes individual rationality, Pareto optimality, linear transformation independence, etc., and the Nash bargaining solution Si is as follows:
[image: image]
where N is the number of participants;[image: image] is the utility function; and [image: image] is the bargaining power.
Shapley values are a more straightforward method of cooperation, by which participants form alliances and distribute the total alliance proceeds according to established rules. Typically, the benefits to each participant based on the Shapley value are as follows:
[image: image]
where n is the total number of participants and [image: image]is the base number of the alliance.
Non-cooperative games
Unlike cooperative games, non-cooperative games do not have mandatory binding agreements between participants. It mainly studies the process of optimizing the decision of each participant to maximize their interests. Non-cooperative games can be divided into static and dynamic games. Static games are characterized by the fact that participants make their own decisions without knowing the game behavior of other participants; while the game behavior in dynamic games has a temporal order and participants can adjust their own decisions according to the historical information of the previous period to achieve the optimization of their own decisions as much as possible.
The non-cooperative game process is widely solved using Nash equilibrium, which means that each participant will make decisions to maximize their interests if the decisions of other participants are determined so that the set of all people’s decisions is a Nash equilibrium.
Evolutionary game
The classical game theory usually assumes that players are fully rational, while evolutionary game theory assumes that players are bounded rational, constantly adjusting their decisions based on the experience to maximize their benefits (Zhang et al., 2022; Coninx et al., 2018).
The main elements of an evolutionary game are the selection of an appropriate fitness function and the setting of a reasonable and effective selection and variation mechanism. The fitness function determines whether the evolutionary game has a stable evolutionary strategy, and selection and variation are the driving forces that ensure that evolution takes place. The selection mechanism determines the replicated dynamic equation and finds the solution, and the variation mechanism verifies that the resulting solution is a stable decision solution. The basic form of the replication dynamic equation is as follows:
[image: image]
where [image: image] is the set of decisions of the participants in the evolutionary game; [image: image] is the proportion of the number of participants who have chosen a decision at moment i; [image: image] is the individual expected payment; and [image: image] is the average expected payment of the whole group.
ELECTRICITY MARKET
Generally, electricity trading refers to the trading of electricity as a commodity between power generators, power sales companies, and electricity consumers. Unlike the daily commodity market, the power system is a unified whole composed of various participants, and the behavior of any participant will have an impact on the whole power system; therefore, the power generation companies, power sales companies, and the power consumers in the electricity market must be coordinated with each other.
China’s electricity market
Power trading centers can be divided into regional power trading centers and regional power trading centers, and up to now, 32 regional power trading centers and two regional power trading centers have been built in China. Since the new round of power industry reform, China’s electricity market electric energy trading has shown a year-by-year rising situation, as shown in Table 1. According to the 2021 national electricity market trading brief released by the China Electricity Council, in 2021, China’s regions and regional power trading centers together completed 3778.74 billion kWh of traded electricity, an increase of 19.3% year-on-year, accounting for 45.5% of the total social electricity consumption. Among them, the direct trading of medium- and long-term electricity in the electricity market reached 3,040.46 billion kWh, an increase of 22.8% year on year. Thus, in terms of national electricity trading, the development of China’s electricity market has progressed rapidly and market-based electricity trading has climbed year by year.
TABLE 1 | China’s electricity trading volume in recent years.
[image: Table 1]According to the ‘Implementation Opinions on Promoting Electricity Sales Side Reform’, the goal is to gradually open the electricity sales side market and build a competitive electricity market, thus promoting the optimal allocation of energy resources, and enhancing the capacity of renewable energy consumption and reliability of power supply. The opinion liberalizes the distributed energy market and encourages enterprises or individuals with the conditions to develop distributed energy sources such as distributed photovoltaic and wind energy according to local conditions and to participate directly in the electricity market so that users are no longer just consumers but become producers and consumers who can produce and consume their electricity or sell it to electricity sales companies. In addition, the rise of energy storage, load, and electric vehicles makes the electricity trading mechanism very complex, thus affecting the development of the electricity market to a certain extent.
With the increasing proportion of grid-connected, renewable energy will accelerate to become the main force of power market transactions. So far, the country has more than 20 provinces (regions and municipalities) of renewable energy to participate in the electricity market-based transactions. For example, Ningxia, Shaanxi, Inner Mongolia, and other places have successively issued policies to clarify the participation of renewable energy in electricity market-oriented transactions. Qinghai, Yunnan, and other places have all renewable energy generation markets. The market-oriented proportions of Xinjiang, Gansu, Ningxia, and other places have also exceeded 50%. As a new type of clean energy, renewable energy’s future participation in the market-based power trading is very competitive and renewable energy power is also playing an irreplaceable role.
Renewable energy power generation will be fully involved in the market-based electricity trading and will also become the main power to promote the perfection of the new power system, as well as the optimal allocation of power resources. The country will establish a unified power market, and renewable energy enterprises should be prepared to enter the trading market from the following aspects: the combination of trading and energy storage, trading information, digital and intelligent management methods, scientific participation in market-based trading, etc. Meanwhile, with the accelerated construction of the electricity market and green electricity trading, the carbon trading market is gradually mature, renewable energy to participate in the transaction in addition to the value of electricity, but also has environmental value, the renewable energy power market-oriented trading more need to combine green power trading mechanism, green certificate system, and other supporting policies, the overall consideration of the economic benefits of renewable energy enterprises.
At present, China’s power trading mainly includes medium- and long-term power trading and power spot trading, while moderate liberalization of frequency regulation, peak regulation, and other auxiliary services trading including renewable energy power green certificate trading and other related trading content.
International electricity market
The International Energy Agency released its Electricity Market Report in January 2022, which reported that strong economic growth led to a 6% increase in the global electricity demand and that the growth in energy demand led to tight supplies of natural gas and coal, causing electricity prices to rise in several countries, while, at the same time, the global electricity sector’s CO2 emissions reached a record high (International Energy Agency, 2022). Despite the surge in fossil fuels, renewable energy generation has been growing at a faster rate as it reached another higher record in 2021.
Several countries around the world have been reforming their electricity markets over the past decades. Europe and the United States are more mature in building electricity marketization, although they also face many challenges due to the large number of renewable energy sources connected to the grid. In recent years, the integration of the UK’s electricity system with various types of renewable energy sources and the setting of demanding emission targets by the UK government has driven the reform of the UK’s electricity market to accommodate the requirements of the new electricity system. Historically, electricity marketization in the United Kingdom has undergone three changes: first, the electricity pool in England and Wales; second, the electricity trading arrangement; and third, the electricity market reform implemented in 2013 to address energy supply and demand constraints (Liu et al., 2022). The Russian electricity sector has undergone two important changes: first, the conversion of the electricity sector into a state-owned monopoly; and second, the integration of generation, transmission, and distribution was restructured for market liberalization (Lstova et al., 2018).
To sum up, the future global electricity demand will grow steadily while the proportion of renewable energy generation will keep increasing. In addition, with the rapid development of the energy Internet, the increasing number of electric vehicles, distributed energy sources, and energy storage, the future power system will be more complex. To meet the needs of social progress and economic development, it is urgent to build a fair and just power trading mechanism and create a unified electricity market system with reliability and competition.
APPLICATION OF GAME THEORY IN THE ELECTRICITY MARKET
Cooperative game in the electricity market
While the electricity demand has been growing steadily in recent years, renewable energy is taking up a larger and larger proportion of the power structure. Meanwhile, with the progress and development of science and technology, renewable energy sources have developed from relying on government subsidies at the beginning to becoming independent competitive electricity market players, just like thermal power. However, the uncertainty of the renewable energy output and the uncertainty of the electricity price in the spot market led to the risk of loss when the power generation enterprises do not complete their power generation targets and cannot maximize their interests. Therefore, on the generation side, renewable energy sources can form alliances with traditional power generation companies based on the cooperative game theory to maximize their profits. In reference to Lu et al. (2020), the low cost of wind power and the better regulation ability of thermal power are combined to maximize the benefits of the wind-fire joint bidding strategy and reduce the abandonment of wind power, and the cooperative game theory is used to allocate the alliance benefits. Zhang et al. (2021) constructed a cooperative scheduling model of scenery storage clusters based on a cooperative game to improve the cluster revenue and the stability of power plants.
On the power generation side, based on the cooperative game theory, renewable energy enterprises and traditional power generation enterprises jointly participate in the electricity market, which improves the operation of traditional power generation enterprises while maximizing economic and environmental benefits and helps the power structure to transition smoothly toward renewable energy.
On the user side, the rapid development of the national economy and the growing electricity demand has led to the rapid development of microgrids to meet the requirements of power users for power quality and reliability. In reference to Fan et al. (2022), an alliance between multiple microgrids is established through communication and control systems to achieve effective energy interoperability among microgrids and improve the overall revenue of the alliance. In reference to Li et al. (2020), a two-stage robust optimization model of the microgrid cluster is established with the objectives of renewable energy consumption and benefit maximization, to achieve the optimal operation of the campus microgrid. Chong et al. (2021) applied the Shapley value in the cooperative game theory to end-to-end power trading to improve the efficiency of grid management.
In summary, with the construction of smart grids and the increasingly large variety and a number of market participants, as shown in Figure 2, the healthy operation of the electricity market will face a huge challenge and the cooperative game theory allows multiple participants to ally to form a complementary situation of strengths to improve the overall revenue of participants.
[image: Figure 2]FIGURE 2 | Game subject of electricity market.
Non-cooperative games in the electricity market
Electricity market reforms have promoted multi-way choices among electricity market participants in an attempt to maximize their returns, thus enhancing the intense competition among electricity market participants. In recent years, non-cooperative games have achieved many results in the study of games with multiple players in the electricity market. Ma et al. (2019) constructed a decision model including power generation enterprises, power selling enterprises, and large users, and constructed a game competition process based on the Berge–NS equilibrium model.
On the electricity sales side, to address the planning and operation of new electricity sales entities in the context of electricity marketization, Lin et al. (2020) constructed a non-cooperative game model with the revenue of each electricity sales enterprise as the goal. Meanwhile, with the continuous improvement of the smart grid, the demand-side response will become an important means to cut peaks and fill valleys.
On the customer side, direct power purchase transactions for large customers have been an important part of China’s electricity marketization. Based on the non-cooperative game theory, the scheduling optimization of micro-grid clusters can maximize economic benefits while improving the capacity of renewable energy consumption. Xiwang et al. (2022) considered the participation of the hydrogen-production storage generation system in the microgrid game and constructed the capacity optimization allocation model for the wind-light-hydrogen microgrid based on the non-cooperative game theory.
In summary, the goal of the electricity market reform is to establish a highly reliable and dynamic competitive market. Therefore, there is a fiercely competitive relationship among various market participants, and the non-cooperative game theory improves the ideas for each market participant to maximize their interests.
Evolutionary game in the electricity market
In the process of constructing game models, it is perfectly rational that assumes the game participants, which is too idealistic for the highly complex and multi-party coupling electricity market. In the process of evolutionary game modeling, participants only need limited rationality and limited information communication, which makes it close to the actual electricity market operation state and reflects the dynamic decision-making process of multiple interest groups more realistically.
In the research for power generation enterprises, Dou et al. (2020) introduced an evolutionary game to study the demand-side response behavior of customers based on the establishment of a regional electricity-gas interconnection integrated energy system dispatch optimization model. Peng et al. (2019) proposed a differential evolutionary game algorithm to achieve the dynamic evolution of bidding decisions for power generation enterprises. Zhao et al. (2020) applied improved genetic algorithms and the evolutionary game to thermal power offer decisions to provide a decision reference for electricity market transactions of thermal power companies. Cheng and Yu (2018) discussed the equilibrium stability of a multi-group evolutionary game containing traditional power generations, renewable energy companies, and grid companies.
In the study of application on the electricity sales side, Sun et al. (2018) considered the influence of user characteristics and distributed energy and constructed a decision-making mode for users to choose electricity sales enterprise based on the evolutionary game theory to provide a decision reference for electricity sales enterprises.
In the electricity market, the customer side has the largest variety and number of participants, which makes it difficult to balance the interests of all parties on the customer side. Usually, the customer side often participates in the electricity market transactions in the unit of the microgrid. Huang et al. (2020) used an evolutionary game to balance the conflicting interests of various investors in the microgrid source-storage planning scenarios. Most of the aforementioned studies on the application of game theory on the customer side have ignored the role of flexible loads (electric vehicles, air conditioners, etc.) in energy dispatch. Flexible loads on the customers have the feature of flexible dispatch, which can alleviate the pressure of supply and demand in energy dispatch and also reduce the customer’s electricity bill in the electricity market.
In summary, compared with the classical game theory, the evolutionary game theory does not require participants to have complete rationality, which can reflect the actual operation of the electricity market more realistically and is more adaptable to the complex and diverse electricity market. However, the evolutionary process of the evolutionary game is a continuous revision and improvement process, which takes a longer time.
PROSPECT DISCUSSION
With the construction of a smart grid and the all-around liberalization of the electricity market, the application of game theory in the electricity system will be of great value. Compared with the application of electricity system dispatching and planning, the exploration and practice of game theory in the electricity market present a more positive and upward trend.
There are a large number of participants in the electricity market and the parties are highly correlated. Subtle changes in any party may cause fluctuations in the whole market. Therefore, the data on the electricity market are complex and huge. Temporally, it includes real-time data and data from more than 10 years, and spatially, containing data from regions, areas, and even individuals. Therefore, how to effectively mine, process, and transmit data are crucial to the gaming behavior in the electricity market. Currently, with the booming development of computer technology, based on the concept of energy Internet, data collection, processing, and analysis in the electricity market can be satisfied by Internet technologies such as cloud computing, big data, and blockchain. Thus, it can provide comprehensive and reliable data support for the game between participants in the electricity market. In addition, to alleviate the pressure of grid dispatch, domestic and foreign scholars put forward the concept of flexible load, which can alleviate the demand pressure of the power grid and improve energy utilization.
CONCLUSION
At present, the electricity market presents a situation of distributed renewable energy and flexible load increase, social capital entering the electricity sales market, and the goals of market participants are complex and diverse. As an advanced analytical tool to study the problem of multiple decision-making subjects, the game theory has shown great potential in the establishment of trading mechanisms in the electricity market. In this study, through the summary and prospect of research on the electricity market based on game theory, the following conclusions are drawn.
1) The theoretical research of game theory in the electricity market, taking into account the operational characteristics of renewable energy power generation enterprises and traditional power generation enterprises, realizes the strong alliances through the cooperative game, which is conducive to enhancing the output of renewable energy and the smooth transition of the electricity structure to a low-carbon model.
2) Electricity marketization is based on national conditions, building a competitive electricity market adapted to social progress and economic development needs. Non-cooperative games provide ideas for market participants to pursue the maximization of interest and help to thoroughly stimulate market vitality.
3) The evolutionary game with finite rationality of participants can better adapt to the complex and diverse characteristics of electricity market participants and build a game model that is more in line with the actual electricity market operation, which is conducive to the decision-making optimization of participants in the game process.
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The information security has an irreplaceable position in the smart grid (SG). In order to avoid the malicious attack and ensure the information security, the cryptographic techniques are essential. This paper focuses on the encryption techniques to ensure the information security of SG. Firstly, an unusual 7-dimensional complex chaotic system (7D-CCS) combined with the cubic memristor is introduced. Besides its phase portraits, Lyapunov exponent, 0–1 test, complexity, and bifurcation diagram are investigated. Then, with the proposed 7D-CCS, we design a data encryption algorithm to ensure the encryption security. Finally, the data and monitoring images in SG are encrypted by the designed encryption scheme. Besides, the encryption performance is given in detailed. The experimental results show that the proposed encryption scheme has quite good encryption performance. Therefore, it can ensure the information security of SG.
Keywords: smart grid, chaotic system, data encryption, memristor, information security
1 INTRODUCTION
The SG is a system based on communication and information technology in the generation, delivery, and consumption of energy power. It (Ferrag et al., 2018; Kimani et al., 2019) begins to involve application areas such as smart factory, traffic network and gas system (as shown in Figure 1).
[image: Figure 1]FIGURE 1 | The Block diagram of distributed power energy system.
The SG has great openness and interconnection, and there may be some potential problems in information collection and communication. The control of all infrastructure in SG relies on the internet. Therefore, the information security and privacy preservation in the SG is extraordinarily important (Li et al., 2022a). If the SG is maliciously attacked, the fact that data loss and tampering may happen (Li et al., 2019). It will seriously affect the normal operation of the SG, which will even lead to the consequences of system instability (Li et al., 2015; Li et al., 2022d). Then the safe and smooth operation of the SG is challenging to realize. As an example, remote data acquisition systems are usually installed in SG, which can be accessed without authorization and passwords. These devices are easily attacked or controlled by illegal users. Once the infrastructure has been maliciously controlled in unsupervised situation and it may bring huge economic losses. In addition, due to the inherent uncertainty of renewable energy (Li et al., 2022b; Li et al., 2022c), the safe operation of power systems with high-penetration renewables is facing greater challenges.
In sharp contrast to the important position of SG, the attention to its network and information security are still insufficient, which is also the reason for the frequent occurrence of power system accidents. Therefore, in the SG, designing an encryption algorithm to achieve information security is essential.
Many scholars have developed numerous researchs for the information security of SG. In May 2021, on the basis of the homomorphic encryption, Zhao et al. (2021) proposed a data aggregation and realtime electricity price billing scheme to reduce the computing cost. In July 2021, Singh et al. (2021) proposed a data aggregation model on the basis of the deep learning and homomorphic encryption. In May 2021, based on the partially homomorphic encryption (PHE), Wu et al. (2021) introduced a privacy-preserving distributed optimal power flow (OPF) algorithm. In January 2022, Hussain et al. (2021) preserved the privacy of customers by the homomorphic encryption in the SG.
Even though academics have studied excellent approaches for the information security of SG, there yet be two issues to be handled:
1) The homomorphic encryption contains a certain amount of operations, which is difficulity to be implemented.
2) For the sake of guaranteeing the information security, there exist a heavy computation burden caused by the homomorphic encryption.
Since the mid-1990s, many scholars have found that there is a close relationship between chaotic system and cryptography. A chaotic system has a series of features, such as sensitivity to the initial value, system parameters, ergodicity, unpredictability of orbit, and good pseudo-randomness. These characteristics can just meet the requirements of encryption. Therefore, chaos has been extensively applied in numerous realms, such as chaos control (Tian et al., 2021; Li et al., 2020), chaotic spread spectrum communication (Yuan et al., 2021; Xiao et al., 2018), secure communication (Zhao et al., 2020; He et al., 2020), chaos optimization (Shi et al., 2008) and so on. Besides, the application of chaos in cryptography is not difficulity to be realized. The algorithm exhibits great performances with fast encryption speed and large key space. These advantages make the algorithm suited for encrypting a lot of data. Then it extremely simplifies the design of traditional sequence cipher. Therefore, chaos has unique superiority in the realm of encryption and broad development prospects.
To address the issues as mentioned above, a data encryption algorithm combined with the chaotic sequence is introduced. Then an unusual 7D-CCS with cubic memristor is put forward to create pseudo-random sequences. The 7D-CCS has complex dynamic characteristics and can generate pseudorandom sequences with high pseudorandomness. The originality and contributions of this paper are summed up as follows.
1) The designed algorithm only includes scrambling and diffusion operation. It is easy to be implemented.
2) Based on the cubic memristor, the 7D-CCS is proposed to create pseudo-random sequences with good pseudorandomness to ensure the information security. Besides, the 7D-CCS is easy to generate key sequence.
The rest of this paper is organized as follows: In Section 2, the features of the 7D-CCS are introduced. In Section 3, design an encryption scheme. Besides, it is compared with that of others by some preformance indexes. In Section 4, the data and monitoring images in SG are processed by the proposed encryption scheme, and the security analysis are provided. Conclusions are given in Section 5.
2 THE 7D-CCS WITH CUBIC MEMRISTOR
The mathematical expression (Yang et al., 2019) of cubic nonlinear memristor is
[image: image]
where a, b are the positive constants. φ is an independent variable.
Then the derivative of memristor W(φ) is defined by
[image: image]
The real chaotic system with the cubic nonlinear memristor is given by
[image: image]
where α, β, r, d are positive constants. x, y, z are independent variables.
System 3) is extended to the complex field, where x = x1 + jx2, y = x3 + jx4, z = x5 + jx6 and φ = x7. xi(i = 1, …, 7) are independent variables. j is the imaginary number.
In system (3), the real and imaginary parts are divided. We can get:
[image: image]
Finally, through the chao attractor, Lyapunov exponents, bifurcation diagram, 0–1 test, and complexity analysis, we discuss the dynamic features of the system (4).
2.1 Chaos attractor
Set α = 10, [image: image], [image: image], r = 0.1, [image: image], [image: image], [image: image]. For initial conditions (0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1), the attractor of 7D-CCS are showed in Figure 2.
[image: Figure 2]FIGURE 2 | Phase portraits of system (4), (A) x2 − x3 (B) x6 − x2 − x7 (C) x3 − x6 (D) x4 − x7.
The Lyapunov exponent (Sutter et al., 2021), one of the numerical features, is used to recognize chaotic motion quantitatively. If the motion in this direction is stable, the value is negative. If the motion in this direction is unstable, the value is positive. If Lyapunov exponents include positive, negative values and zero, the system is chaotic. In the system (4), the Lyapunov exponents are LE1 = 2.041, LE2 = 0.425, LE3 = 0.189, LE4 = 0, LE5 = -0.041, LE6 = -3.355, LE7 = -4.205. The Lyapunov exponents are showed in Figure 3. The Lyapunov exponent of the 7D-CCS is (+, +, +, 0, -, -, -). Hence, the 7D-CCS is chaotic.
[image: Figure 3]FIGURE 3 | The Lyapunov exponent curves of 7D-CCS.
2.2 Bifurcation diagram of the 7D-CCS
The bifurcation diagram (Marszalek and Sadecki, 2019) could distinctly show the complete process of the nonlinear system into chaos. In the bifurcation diagram, if there exist a large number of point of density caused by the infinite bifurcation, it indicates that the system is chaotic. In Figure 4, the bifurcation diagram of the 7D-CCS is shown. As shown in the Figure 4, with the change of α, the system continually forks among different states. Finally, the system 4) comes to a chaotic state.
[image: Figure 4]FIGURE 4 | The bifurcation diagram of 7D-CCS.
2.3 0-1 test
The 0–1 test Karimov et al. (2021) is a method which directly calculate p(n) and q(n) to judge the state of nonlinear system. The 0–1 test method is as follows:
Step 1: Let X(k)(k = 1, 2, …, N) be a test sequence.
Step 2: Calculate the sequence p(n) and q(n):
[image: image]
[image: image]
where c ∈ (0, π).
If the trajectory diagram of p(n)-q(n) is represented by the Brownian motion, system is in a chaotic state The “0–1 test” diagram of 7D-CCS is exhibited in Figure 5. Then the Brownian motion can be seen. Hence, the system 4) is chaotic.
[image: Figure 5]FIGURE 5 | The 0–1 test diagram of 7D-CCS.
2.4 Complexity analysis of 7D-CCS
The SE (Yu et al., 2020) and C0 (Chen et al., 2020) algorithm, based on Fourier transform and wavelet transform, are spectral entropy algorithm until now. When the two parameters vary, the chromatogram is introduced to verify and analyze the complexity. The chromatogram of 7D-CCS is exhibited in Figure 6. The lighter the hue is, the lower the complexity is.
[image: Figure 6]FIGURE 6 | The chromatogram, (A) x1 sequence chromatogram by SE algorithm (B) x1 sequence chromatogram by C0 algorithm.
Based on these performance metrics, the nonlinear dynamic features of 7D-CCS are discussed. Set α = 10, d = 9/7, β = 100/7, r = 0.1, a = 1/7, and b = 2/7. Then the pseudo random sequences are created by the 7D-CCS. They can meet the requirements of the designed algorithm.
3 THE DESIGNED ALGORITHM AND ITS DISCUSSION
Based on the system (4), a novel data encryption algorithm is introduced. The designed algorithm is exhibited in Figure 7. The procedures of algorithm are as follows:
[image: Figure 7]FIGURE 7 | The image algorithm flow chart.
Step1: The experiment environment is Intel (R) Core (TM) i5-9300H CPU at 2.40GHz, and the random-access memory (RAM) adopted is 8 GB. The R, G and B channel are get by separating the image channel.
Step2: Use random function to randomly transform the position of the three primary color pixel value. Call them R1, G1 and B1.
Step3: Transform the position of the three primary color pixel value according to Arnold transform. Name them R2, G2 and B2. Arnold transform is as follows:
[image: image]
where M and N are the row and column of the image matrix. The pseudo-random matrices A and B with the sizes of M × N are generated from the proposed chaotic sequence. Let the coordinates of pixels in digital image be [image: image].
Step4: XOR the generated seven dimensional pseudo-random sequence with R2, G2 and B2 image seven times, and the order of XOR is random.
Set α = 10, [image: image], r = 0.1, [image: image], [image: image], [image: image] in system 4, and initial condition is (0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1). Standardized test “Lena” in the size of 256 × 256 is selected in the above algorithm. The encryption process is shown in Figure 8. Figure 8A is the standard test picture Lena, Figure 8B is the scrambled picture, Figure 8C is the encrypted picture and Figure 8D is the decrypted picture. Figure 8C conceals the characters of the original image and a malicious third party cannot be directly identified.
[image: Figure 8]FIGURE 8 | The diagram of experimental results, (A) Standard test picture Lena (B) Scrambled picture (C) Encrypted picture (D) Decrypted picture.
3.1 Reconstruction quality analysis
The peak signal-to-noise ratio (PSNR) is introduced to investigate the visual quality of the reconstructed image. When the PSNR is greater than 30 dB but less than 40 dB, the distortion of image is small. The PSNR method is as follows:
Step 1: Calculate the mean square deviation (MSE):
[image: image]
Step 2: Calculate PSNR:
[image: image]
where f, g are the pixel values of original image and decrypted image. M and N represent the row and column of the image matrix, respectively. Calculate the PSNR between Figure 8A and Figure 8D and it is approximately 30 dB. The distortion of Figure 8A and Figure 8A is small.
The structural similarity (SSIM) is another quota to estimate the similarity of two images. The formula is as follows:
[image: image]
where ux is the mean of image X. uy is the mean of image Y. σX is the variance of image X. σY is the variance of image Y. σXY is the covariance of images X and Y. In order to avoid instability, when denominator is up to zero, C1 and C2 are two constants with small value. [image: image]. L(X, Y) is the luminance, C(X, Y) denotes the contrast, S(X, Y) represents the structure.
The scope of SSIM is [0, 1]. When the value approaches to 1, it represents the good resemblance between the two images When the value approaches to 0, it indicates less resemblance. Calculate the SSIM between Figure 8A and Figure 8D and it is 1. The calculation results show that the structure of the Figure 8D is the same as that of the Figure 8A.
3.2 Correlation coefficient
In order to prevent the original information from being cracked through the similarity between pixels, it is very necessary to remove the correlation between adjacent pixels. Firstly, choose N pairs of pixels in the original image randomly. Then noted them as(ui, vi), i ∈ [1, N]. The formula of the correlation coefficient is shown as follows:
[image: image]
[image: image]
[image: image]
[image: image]
where E is the mean value of pixel. D is the variance of pixels. Cov is the covariance of pixels ruv is the correlation coefficient.
In plaintext and ciphertext images, 8,000 pairs of adjacent pixel values are haphazardly choose from the horizontal, vertical and diagonal directions. The correlation coefficient between two adjacent pixels is calculated. The value of the correlation coefficient of adjacent pixels is from -1 to 1. If the value is approach to 1, the correlation is high. Correspondingly, the adjacent pixels are basically uncorrelated if the value is close to -1. From the Table 1, we can know that the correlation coefficient of the designed algorithm is lower than that of other algorithms.
TABLE 1 | Adjacent pixels correlation comparison.
[image: Table 1]It shows that the designed algorithm can almost break the correlation between pixels.
3.3 Histogram
In digital image, the distribution of each gray level can be counted by the histogram. The Figure 9 shows that the pixel distribution of each pixel level of the three primary color matrixes. Figure 9A, Figure 9B and Figure 9C show fluctuates greatly, and the peak and trough values differ extremely. The frequency of some pixel values is large, while that of others is very small. After encryption, as shown in Figures 9D–F, the pixel distribution of each pixel level of the three primary color matrices is relatively uniform, and the value frequency of each pixel value is basically the same, which well conceals the distribution law of the original image.
[image: Figure 9]FIGURE 9 | The histogram of “Lena”, (A) R channel in plain image (B) G channel in plain image (C) B channel in plain image (D) R channel in cipher image (E) G channel in cipher image (F) B channel in cipher image.
3.4 Information entropy
To the pixel values, the mean uncertainty can be reflected by the information entropy. The formula is exhibited as follows:
[image: image]
where p(xi) is the probability of gray value. The larger the image information entropy is (the maximum value is 8), the more equivalent the distribution of pixels is. The nonrandom distribution of image pixels indicates that the encryption effect is quite good. As shown in Table 2, in this algorithm, compared with other algorithms, the information entropy of encrypted image is more approach to 8. We could know that the proposed method has enough ability to withstand differential attacks.
TABLE 2 | The information entropy of picture.
[image: Table 2]3.5 Security key space
Assume the accuracy of the computer memory is 1015, then the size of the key space of each key is 1015. There are 7 variable values and 6 system parameter values in system 4) and the key space can reach [image: image]. Hence, the key space of the designed algorithm is greatly ample. With a sufficient security level, the algorithm is able to resist differential cryptanalysis.
4 THE ENCRYPTION SCHEME OF SMART GRID
4.1 The simulation of image encryption
In the SG, in order to confirm the operation status of the equipment, the remote data acquisition system should transmit the monitoring image to the control center. When the control center finds the equipment failure, it will shut down the equipment for maintenance.
However, in the remote data acquisition system, the monitoring images are easy to be obtained by illegal users because it do not need authorization and password. When the equipment is in normal operation, the illegal user transmits the monitoring image of equipment failure to the control center, resulting in the shutdown of the equipment. Then it will bring huge economic losses.
Therefore, in the remote data acquisition system, it is of practical significance to encrypt the monitoring image in real time, and they can be encrypted and transmitted immediately. Then the illegal user can not obtain the monitoring image.
The “Picture 1” and “Picture 2” transmitted in SG will be encrypted by using the above algorithm. The size of “Picture 1” is 660 × 783. The size of “Picture 2″ is 456 × 639. The encryption process of “Picture 1” is exhibited in Figure 10. Figure 10A is the original “Picture 1”. Figure 10B is the scrambled “Picture 1”. Figure 10C is the encrypted “Picture 1”. The characters in the original image cannot be identified directly from this image and Figure 10D is the decrypted “Picture 1”.
[image: Figure 10]FIGURE 10 | The diagram of experimental results, (A) Electronic equipment Picture 1 (B) Scrambled Picture 1 (C) Encrypted Picture 1 (D) Decrypted Picture 1.
The encryption of “picture 2” is similar to that of “picture 1”, which is shown in the Figure 11. Figure 11A is the original “Picture 2”. Figure 11B is the scrambled “Picture 2”. Figure 11C is the encrypted “Picture 2”. The characters in the original image cannot be identified directly from this image and Figure 11D is the derypted “Picture 2”.
[image: Figure 11]FIGURE 11 | The diagram of experimental results, (A) Electronic equipment Picture 2 (B) Scrambled Picture 2 (C) Encrypted Picture 2 (D) Decrypted Picture 2.
Then the metrics mentioned in Section 3 are used to analyze them.
4.1.1 Histogram
According to the Figure 12 and Figure 13, after encryption, the pixel distribution of each pixel level of the three primary color matrices is relatively uniform.
[image: Figure 12]FIGURE 12 | The histogram of the “picture 1”, (A) R channel in plain picture 1 (B) G channel in plain picture 1 (C) B channel in plain picture 1 (D) R channel in cipher picture 1 (E) G channel in cipher picture 1 (F) B channel in cipher picture 1.
[image: Figure 13]FIGURE 13 | The histogram of the “picture 2”, (A) R channel in plain picture 2 (B) G channel in plain picture 2 (C) B channel in plain picture 2 (D) R channel in cipher picture 2 (E) G channel in cipher picture 2 (F) B channel in cipher picture 2
4.1.2 Correlation coefficient
Compare the cipher image with the original image, the adjacent pixels have almost no correlation, even negative correlation. That can be known in the Table 3.
TABLE 3 | Adjacent pixels correlation of pictures.
[image: Table 3]4.1.3 Information entropy
In the Table 4, the information entropy is close to 8 (max is 8). The results show that encrypted images are resistant to differential cryptanalysis.
TABLE 4 | The information entropy of picture.
[image: Table 4]4.1.4 Sensitivity of key
The initial conditions is (0.10001, 0.10001, 0.10001, 0.10001, 0.10001, 0.10001, 0.10001). In system (3), the value of system parameters remain unchanged. The cipher picture 1 and 2 are decrypted by the generated key which is in the above initial conditions. The Figure 14 is the decryption result of the wrong key. According to the Figure 14, with small change of key, it cannot successfully decrypt the picture 1 and 2. We could know that the proposed algorithm has great sensitivity to the key.
[image: Figure 14]FIGURE 14 | The results of wrong key, (A) Wrong key with picture 1 (B) Wrong key with picture 2.
4.1.5 Reconstructed image quality
According to the Table 5, the quality loss of reconstructed images is relatively small. They are the same as the original images.
TABLE 5 | Reconstruction quality analysis.
[image: Table 5]4.2 Data encryption
The dataset used to check the security of above algorithm is the temperature data in the SG. The Modbus Protocol is used to transmit temperature data. In the Modbus protocol, the data is as follows:0x13 0x04 0x00 0x00 0x00 0x01 0x32 0xB8
Where is 8 bytes and hexadecimal.
The flow chart of data encryption algorithm is shown in Figure 15. The steps are as follows.
[image: Figure 15]FIGURE 15 | The data algorithm flow chart.
Step1: Use random function to randomly change the position of the temperature data. Name it Data 1.
Step2: Change the position of Data 1 according to Arnold transform. Name it Data 2.
Step3: XOR the generated seven dimensional pseudo-random sequence with Data 2 seven times, and the order of XOR is random.
The ciphertext data composition is as follows: 0xFC 0xCF 0xFC 0xFC 0xFC 0xFC 0xF8 0xF8 where is 8 bytes and hexadecimal.
After decryption, the data composition is the same as the initial data. The security of cipher text mainly depends on whether the key is random. If the key is random and variable, the security of ciphertext can be guaranteed. Next, from the NIST test to analyze the randomness of the key.
The NIST statistical test suit is composed of 15 statistical tests, which can detect the randomness of the sequences created by the 7D-CCS. Generally speaking, the statistical test is successful when the test result is between 0.01 and 1. Bsides, the test sequence has excellent randomness if the value is large. For simplicity, 20, 000, 000 real numbers, created by the 7D-CCS, are adopted as the test data in the NIST test. The NIST test results are shown in Table 6, which are between 0.01 and 1. It means that the statistical tests are successful. Then it also verified that the key has quite good randomness.
TABLE 6 | NIST test.
[image: Table 6]5 CONCLUSIONS
Based on the 7D-CCS, a data process scheme is introduced. First of all, the 7D-CCS with memristor is proposed, which is derived from the real 4D chaotic system with the cubic nonlinear memristor. Secondly, the dynamic characteristics are analyzed by some performance indexs. Thirdly, the standard test image Lena is selected as encrypted object. Then compare it with others. Finally, the temperature data and monitoring images are encrypted in the verification experiments.
Simulations include PSNR, SSIM, histogram analysis, information entropy analysis, correlation analysis, sensitivity of key analysis, key space analysis and NIST test.
The experimental results indicate that the designed algorithm has excellent security performance. Therefore, the designed algorithm is suitable for SG in which the high security is required.
Besides, there are many tasks needed to be further studied.
1) At present, only the security of the designed algorithm is analyzed. The field experiments need to be carried out.
2) In the research of SG, the efficiency of data encryption is also critical. The encryption time should be considered in the future research work.
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This paper explores new design methods for correcting unbalanced power distribution networks in order to improve the power quality and reliability for sensitive industrial loads. While traditional compensators typically need to be connected to all the three phases of the AC network, this paper proposes a novel three-phase voltage balancing compensator that can operate with a connection to only two of the three phases. The new concept is based on the phasor symmetrical component theory, which can be implemented using either mechanically switched reactors (MSRs), TCRs (thyristor-controlled reactors) or VSCs (Voltage source converters). Three methods are presented to calculate the value of the proposed two-phase compensator, i.e., discrete solution, analytical solution and novel simplified solution. The discrete solution is solved via the exhaustive search method, which was successfully used by StruthersTech to correct the power quality of an unbalanced industrial power system. The analytical solution is based on the nodal voltage of analysis method. The simplified solution derives a practical albeit approximated relationship between the negative sequence source voltage and zero sequence load voltage, thus avoiding the need to solve nonlinear equations. Dynamic simulations are implemented using MATLAB/Simulink Simscape Blockset to validate the effectiveness of the proposed two-phase voltage balancing method.
Keywords: mechanically switched reactors (MSRs), novel simplified method, thyristor controlled reactors (TCRs), voltage compensation, voltage source converters (VSCs), negative sequence compensation, zero sequence compensation
1 INTRODUCTION
With the large-scale intermittent renewable energy integrating into the smart grids, electrical engineers and researchers have heighten their level of concentration to power quality problem (Chen et al., 2020; Xiao et al., 2021; Hu et al., 2022a; Hu et al., 2022b). Power quality can be defined as the supply of adequately high-grade electrical utility services to the consumer/customer. To guarantee the power quality is one of the fundamental tasks at both transmission and distribution levels. Power quality problems, especially voltage unbalance, have attracted wide attention, and a lot of research has been carried out on this topic (Fuchs and Masoum, 2008).
The adverse effects of the voltage unbalance are normally less serious than the current unbalance. Nevertheless, the loads and power electronics equipment may suffer more from the voltage unbalance (Xu et al., 2010). The negative impact of voltage unbalance on power grid and equipment such as induction motors and power electronic converters and drives has been studied in depth (Wang, 2001; Lee et al., 2006; Wei et al., 2022). Further, the available capacity of transformers and generators is negatively impacted by voltage unbalance, increasing the burden on the utility. Therefore, voltage compensation of non-linear and/or poor power factor loads and load balancing is an important issue in the modern power distribution system (Kazmierkowski, 2007). Normally, single-phase loads in a distribution system that are not consistently balanced between all three phases will result in unbalanced voltage at the load point of utilization (Woll, 1975). This is particularly true in terms of rural electric power grids with long distribution cables and/or fed by induction machines actuated by wind turbine generators. Moreover, large urban power grids also suffer from unbalanced voltage issues (Muljadi et al., 1999), (Muljadi, 1984).
Amongst the previous works related to the correction of the power quality, unbalanced voltage compensation has already been well studied. In (Peng and Lai, 1996; Akagi et al., 1999; Mishra et al., 2001), different compensation methods adopting instantaneous reactive power theory for shunt power filters are proposed. The loads in an unbalanced three-phase four-wire system are compensated with a static VAR compensator (SVC) (IEEE Special Stability Controls Working Group, 1994; Flores et al., 2009; Sun et al., 2011; Mi et al., 2018) combined with a series active filter in (Lee and Wu, 2000). In (Alkayyali and Ghaeb, 2019), a hybrid Particle Swarm Optimization–Artificial Neural Network algorithm is proposed to deal with the voltage unbalance issue by regulating the firing angles of thyristor controlled reactors (TCRs). The unbalanced voltage problem in distribution system is overcome by the dynamic voltage restorer (DVR), which is a power-electronic device that can protect sensitive loads from unprepared contingencies (Ghosh and Ledwich, 2002; Omar and Rahim, 2012; Sadigh and Smedley, 2012). Static VAR compensators (STATCOMS) are widely used for unbalanced voltage/current compensation in (Xu et al., 2010), (Escobar et al., 2001; Struthers, 2001; Mishra et al., 2007). In (Xu et al., 2010), an instantaneous power theory is used with three control schemes for voltage and current compensation. Two kinds of compensation strategies are proposed for unbalanced and distorted voltages in (Mishra et al., 2007). However, all of the existing literatures need to use three-phase compensators for voltage compensation. In this work, a novel two-phase voltage balancing compensator is proposed based on the phasor symmetrical component theory, which can be realized by mechanically switched reactors (MSRs), TCRs, or Voltage source converters (VSCs). The two-phase compensator has the potential to significantly reduce the capital investment cost.
This work focuses on developing the algorithm of a novel two-phase compensator, which can be placed at any two phases. The key properties of the proposed algorithm and the overall contributions of the paper are summarized as follows:
1) The algorithm of the proposed novel two-phase compensator can be applied to various kinds of electrical devices, i.e., MSRs, TCRs as well as VSCs.
2) Three methods are presented to calculate the value of the proposed two-phase compensator, i.e., exhaustive search solution, exact analytical solution, and simplified analytical solution.
3) The discrete solution, which is very easy to implement, has been field-tested by StruthersTech at an operating Gold Mine.
4) The analytical solution applies the nodal voltage of analysis.
5) The novel simplified solution avoids calculating the nonlinear equations of the analytical solution and greatly reduces the calculation burden.
2 DISCRETE AND ANALYTICAL SOLUTIONS USING MSR
In order to illustrate the proposed voltage compensation method, a three-phase, three-wire test system including a [image: image] Delta-Wye connected power transformer is considered, as shown in Figure 1. It is noted that the Delta-Wye transformer connection is widely used in the distribution system to eliminate the triplen harmonics from the primary side of the transformer. It is assumed that the three-phase load are unbalanced with equal load impedances and back Electro-Motive Forces (EMFs). The three-phase load is connected in ungrounded Wye or Delta connection. The goal is to balance the line-to-line voltage at the load terminal.
[image: Figure 1]FIGURE 1 | Power network with unbalanced voltage source.
The corresponding three-phase equivalent diagram of Figure 1 is given in Figure 2, where [image: image], [image: image], [image: image] are the unbalanced source voltages of phases A, B and C converted to the secondary side; [image: image] are the equivalent resistances and reactances of the transformer converted to the secondary side; [image: image], [image: image], [image: image] are the load voltages of phases A, B and C, respectively; [image: image], [image: image], [image: image] are the (equivalent) MSRs to compensate the unbalanced voltages of phases A, B and C, respectively. Throughout, this paper, bold non-italic letter is used to represent a phasor.
[image: Figure 2]FIGURE 2 | Schematic diagram of the equivalent test system.
It is assumed that the power network and the step-down transformer is represented by unbalanced three-phase voltage source with the neutral point connected to ground (directly or through impedance) as shown in Figure 2.
2.1 Line-line voltage balancing
In the following, a novel voltage balancing method is proposed based on the phasor symmetrical component theory. According to the symmetrical component theory, the three phase load voltages can be decomposed as
[image: image]
[image: image]
[image: image]
where [image: image] represents positive sequence load voltage of phase [image: image] ([image: image]); [image: image] denotes negative sequence load voltage, and [image: image] gives zero sequence load voltage. In Eqs 1–3, the zero sequence components, i.e. [image: image], [image: image] [image: image], are all equal, based on symmetrical component theory. The load line-line voltage can be calculated as
[image: image]
[image: image]
[image: image]
If the difference of the negative sequence components, i.e., [image: image], [image: image], and [image: image] in Eqs 4–6 are compensated to be zero, the line-line voltages are balanced. Thus, the equal negative sequence components, i.e., [image: image], will lead to balanced three-phase load voltage, It is noted that the negative sequence components, [image: image], have equal magnitudes with [image: image] phase shift due to symmetrical component theory. Therefore, the negative sequence components, [image: image] should be all equal to zero (the magnitudes of [image: image] are zero) in order to achieve three-phase balanced load voltage.
2.2 Exhaustive search solution
In the exhaustive search solution, each phase of the compensator consists of n number of parallel reactors controlled by the mechanical switches, as shown in Figure 3. The impedance values of the reactors in each phase are given as m, 2 [image: image] m, [image: image] . Thus, there are numerous potential reactor combinations: [image: image] values of the equivalent reactor impedances ([image: image], [image: image], [image: image] in Figures 2, 3) can be produced for each phase, and then there are [image: image] values of the three-phase compensator. The exhaustive search method is used to select the best combination of reactors by controlling the combination of the turned-on switches to generate the smallest negative sequence voltage component in Eqs 4–6. The advantage of the exhaustive search solution is straightforward implementation for various scenarios of unbalanced voltages. The exhaustive solution is also extremely robust; if one or more reactors or switching devices are out of service or failing to respond, the algorithm can select the optimal combination with the remaining responsive reactors on the next calculation. However, the disadvantage of the exhaustive search method is its finite resolution and heavy computational burden, leading to high requirement of digital computing hardware.
[image: Figure 3]FIGURE 3 | Exhaustive search solution.
2.3 Exact analytical solution
2.3.1 No-load scenario
In this subsection, the exact analytical solution of the compensator for no-load scenario is derived. When the system given in Figure 2 is operated without any load, it can be decoupled into three single phase equivalent circuits to facilitate the compensator impedance solution. The load voltage of each phase is given by
[image: image]
[image: image]
[image: image]
Thereby, the negative sequence component of phase A can be calculated by
[image: image]
where [image: image] is the negative sequence component of load voltage at phase A; [image: image]. The impedance values, [image: image], [image: image] and [image: image], can be solved by setting both the real and imaginary parts of [image: image] in Eq. 10 to be zero.
2.3.2 Loaded scenario
For the loaded scenario, as shown in Figure 2, the three-phase circuit cannot be decoupled. Without loss of generality, the three-phase asymmetrical load is represented by three-phase impedances of [image: image] ([image: image]) per phase. Applying nodal analysis to the compensated power network in Figure 2, one can obtain
[image: image]
where [image: image] stands for the load admittance of phase i ([image: image]); [image: image] is the self admittance of phase i; [image: image] is the self admittance of the load neutral point; and [image: image]is the voltage of load neutral point. The three-phase load voltages ([image: image], [image: image] and [image: image]) can be solved from Eq. 11. The negative sequence component of phase A is obtained by
[image: image]
The compensator reactances, i.e., [image: image], [image: image] and [image: image], can be solved by combining Eqs 11, 12 and setting [image: image] in Eq. 12 to be zero. It is noted that this method applies to both balanced and unbalanced loads.
2.3.3 Degree of freedom
As [image: image] is a phasor, one needs to set both the real and imaginary parts to be zero. Thus, two equations will be obtained. Since two variables are needed for the two equalities yielding to a unique solution, only two-phase compensating reactors from [image: image], [image: image], [image: image] are required. In other words, the proposed compensation method requires only two-phase MSR to be installed in the unbalanced system.
Compared to the exhaustive search method, the results of the analytical solution can produce smaller negative sequence component and thus the voltage quality is better. However, the values of the compensating reactors need to be updated when the unbalanced voltage source and the load vary.
Normally recognizing [image: image], Eq. 11 can be simplified into Eqs 7–9. Thus, the analytical solution of the loaded scenario is very similar to the unloaded scenario. Thus, the solution for the unloaded condition can be used to design the voltage balancing compensator for the loaded condition. It is noted that sometimes the loads are PQ type. Thus, one needs to calculate the load impedance using the equations below:
[image: image]
[image: image]
3 ARTICLE TYPES
The exact analytical solution, introduced in the previous section, require to solve 2 × 2 nonlinear equations from Eqs 10, 12. Numerical solution methods, for example, Newton-Raphson or Gauss-Seidel method can be used to solve them iteratively. However, this increase the computational burden of the digital control hardware of the compensator. In this section, a novel simplified analytical solution is proposed to avoid the solution of nonlinear equations for the compensator design. This simplified solution is based on the relationship between the negative sequence source voltage before compensation and zero-sequence load voltage after compensation. The simplified analytical solution is derived based on no-load scenario since the analytical solution of the loaded scenario is very similar to the unloaded scenario due to [image: image].
3.1 Relationship between negative sequence source voltage and zero sequence load voltage
As discussed in Section 2.3.3, only two-phase compensation reactors are required. Without loss of generality, it is assumed that the compensators are installed on phases A and B. Assuming the zero-sequence component of [image: image] before compensation is small and negligible (as would be the case with any three-wire industrial load utilizing a transformer with a delta winding), the three-phase load voltages from (7)–(9) can be written as
[image: image]
[image: image]
[image: image]
with
[image: image]
and
[image: image]
In Eqs 15–17, [image: image] and [image: image] are positive sequence and negative sequence components of [image: image], respectively.
The zero-sequence voltage [image: image] after compensation is written as [image: image]
Substituting (15)−(17) into (20) yields
[image: image]
As [image: image], ignoring [image: image] in (21) and substituting [image: image] and [image: image] into (21) yield
[image: image]
The negative sequence load voltage, [image: image], after compensation, should be equal zero. Based on (15)–(17) and (12), one can get
[image: image]
From (23), the relationship between [image: image] and [image: image] is given by
[image: image]
As [image: image] and [image: image], one can obtain that [image: image]. Thus, the denominator of (24) approximately equals 3. Thus, (24) is rewritten as
[image: image]
Comparing (25) with (12), it can be observed that the real part of [image: image] is the opposite of the real part of [image: image], while the imaginary parts of [image: image] and [image: image] are the same. Therefore, [image: image] can be expressed using the complex conjugate of [image: image] as
[image: image]
where the superscript ‘[image: image]’ is complex conjugate operator.
3.2 Compensator design using simplified analytical solution
In this subsection, a simplified analytical solution based on the relationship between [image: image] and [image: image] in (26) is proposed. The compensator reactance values are calculated using the following procedure:
1) Without loss of generality, it is assumed that the compensation reactors are installed at both phases A and B.
2) Calculating the zero sequence load voltage [image: image] from the negative sequence source voltage [image: image] according to (26).
3) Since phase C is not compensated and negative sequence load voltages [image: image] after compensation, the positive sequence load voltage [image: image] of phase C is calculated as
[image: image]
4) Deriving the positive sequence load voltages of phases A and B, based on the positive sequence load voltage [image: image] of phase C as
[image: image]
[image: image]
5) Synthesizing the load voltages of phases A and B from their symmetrical components as
[image: image]
[image: image]
6) Determining the compensator impedance values of phases A and B under no-load scenario as
[image: image]
[image: image]
7) The compensator reactances of phases A and B are solved by taking the imaginary parts of Eqs 32, 33 as
[image: image]
[image: image]
It is noted that compared with the analytical solution of (10) or (12), the simplified analytical solution does not need to solve any nonlinear equations. Thus, the calculation burden of the digital control platform of the compensator is greatly reduced.
4 COMPENSATOR IMPLEMENTATION USING LINE COMMUTATED CONVERTER
In this section, the line commutated converter (LCC) is implemented to compensate the unbalanced voltages instead of the MSR, as introduced in Section 2 and Section 3. As a well-proven technology, thyristor controlled reactor (TCR) is used for the compensator implementation. Comparing with MSR proposed in Section 2, TCR has the advantage that the equivalent reactance value is continuous and can be updated conveniently with the changing system conditions.
The single-phase circuit topology of TCR is illustrated in Figure 4 (IEEE Special Stability Controls Working Group, 1994)− (Flores et al., 2009), which mainly comprises of a pair of thyristors and a reactor.
[image: Figure 4]FIGURE 4 | Single-phase circuit topology TCR.
It is noted that the detailed derivation.
With the detailed derivation in the Appendix, the equivalent fundamental frequency reactance [image: image] is given as
[image: image]
where [image: image] is called the conduction angle, [image: image] is the radian frequency, L is the inductance.
5 COMPENSATOR IMPLEMENTATION USING VOLTAGE SOURCE CONVERTER
The two-phase VSC to compensate the unbalanced voltage is shown in Figure 5. The advantage of the VSC is that it has smaller low order harmonics when compensating the grid voltage. Without loss of generality, it is assumed that a full-bridge converter is used as a two-phase VSC. The full-bridge converter can be installed at two arbitrary phases of the grid. In Figure 5, it is assumed that the VSC is installed at phases A and B. Both open-loop and closed-loop controls are designed to regulate the output voltage of the VSC so that the grid voltage at the load terminals are balanced.
[image: Figure 5]FIGURE 5 | Single-line electric diagram of a compensated system using VSC.
For the open-loop control, the substitution principle is employed. To be more specific, the compensated load voltages ([image: image] and [image: image]) using the VSC should be equal to the compensated load voltages using MSR in Section 2 or Section 3. The following steps are performed to obtain the VSC AC voltage references Under the no-load condition.
1) The equivalent reactance values elaborated in Section 2 or Section 3 are calculated.
2) Employing the substitution principle, the compensated load voltages [image: image] and [image: image] are calculated from the MSR values [image: image] and [image: image].
[image: image]
[image: image]
3) Finally, the AC voltage references, [image: image] and [image: image] , for phases A and B, respectively, can be obtained as
[image: image]
[image: image]
where [image: image] and [image: image] are the resistance and inductance of the filter shown in Figure 5.
In order to increase the accuracy and flexibility of the proposed method, closed-loop control is also designed. The negative-sequence voltage of phase A is the input of the PI controller and the output of the PI controller is added to the amplitude of VSC AC output voltage reference. The closed-loop control can flexibly deal with some unprepared disturbances such as load and source voltage variations.
6 SIMULATION STUDIES
The simulation system, as shown in Figure 1, chosen for the case studies is based on the power quality correction project for Martabe Gold Mine carried out by the Struthers Technical Solutions Ltd. (StruthersTech). Metering was performed on the 150 kV busbars at the Martabe substation, between Sibolga and Padang Sidempuan. The parameters of the equivalent circuit in Figure 2, the value of the inductor, i.e., L, of TCR in Figure 4 and the [image: image] and [image: image] in Figure 5 are given in Table 1.
TABLE 1 | Parameters of the equivalent circuit of the martabe gold mine.
[image: Table 1]6.1 Case A: Exhaustive search solution using MSR
In the project of Power Quality Correction for Martabe Gold Mine, the Struthers Tech designed the exhaustive search solution using combinations of discrete inductor components to compensate the unbalanced voltages. The proposed compensators will be connected directly to the secondary terminals of the 150/11 kV power transformers. Each is connected in a 4-wire configuration, with a fully insulated neutral bus connected via cable. The load is mostly induction motor type, all fed from 11 kV step-down transformers having a primary Delta connection.
As shown in Figure 6, each phase of the proposed compensator is composed of three MSRs in parallel with the three inductors of 0.08 H, 0.16 H, and 0.32 H. Thereby, there are 512 values of the equivalent compensators according to Section 2.2. Exhaustive search method is applied to find the desirable combination of MSRs, which yields the minimum negative sequence component of the load voltage. According to the calculated results, the optimal combination of MSRs is infinite for A phase (Compensator of phase A is not connected), 0.0457 H for B phase (all of the MSRs are connected), and 0.064 H for C phase (MSRs with the values of 0.08 H and 0.32 H are connected).
[image: Figure 6]FIGURE 6 | Basic three-line arrangement of the proposed compensator.
The negative sequence voltage before and after compensation over a 12-h time period is shown in Figure 7, which is a practical field result recorded by the StruthersTech. It can be seen from Figure 7 that, the negative sequence voltage on the uncompensated 11 kV bus without compensation can be up to nearly 0.7%. With the compensator designed by the StruthersTech in service, the negative sequence imbalance on the compensated 11 kV bus is reduced to less than 0.2%.
[image: Figure 7]FIGURE 7 | Negative-sequence voltage before and after compensation.
6.2 Case B: Exact analytical solution using MSR and TCR
For the analytical solution, the lower bound of the compensator of each phase is defined to be 0.0437H and the upper bound is infinite. The Matlab function “fmincon” can be used to solve this optimization problem by setting [image: image], [image: image] and [image: image] to be three independent variables and the absolute value of [image: image] to be minimization function of fmincon
6.2.1 No-load condition using MSR
According to Eq. 10 in Section 2.3.1, the analytical compensator value calculated by the fmincon function is infinite for A phase, 0.0486 H for B phase, and 0.0560 H for C phase. The negative sequence voltage is minimized from 80.64 V (1.24%) before compensation to 0.216 V (0.003%) after compensation by the analytical solution. The voltage waveforms on 11 kV bus before and after compensation is shown in Figure 8A,B respectively. From Figure 8B it can be observed that, the three-phase voltage waveforms after compensation is much more balanced than those before compensation as shown in Figure 8A.
[image: Figure 8]FIGURE 8 | Three-phase voltage waveforms on 11 kV bus before and after compensation. (A) Three-phase voltage waveforms before compensation. (B) Three-phase voltage waveforms after compensation.
6.2.2 Loaded condition using MSR
For the loaded condition, ten successive moments of the 11 kV bus with the unbalanced full-loaded loads are compensated using the analytical solution elaborated in Section 2.3.2. The resistive unbalanced loads over ten successive moments are given in Table 2. The analytical values of the compensator installed on phases B and C and negative sequence voltage after compensation are given in Table 3. From Table 3 it can be seen that the values of compensator under loaded condition are close to the compensator value of the unloaded condition.
TABLE 2 | Ten unbalanced loads ([image: image]).
[image: Table 2]TABLE 3 | Analytical compensator values and negative sequence voltage after compensation.
[image: Table 3]6.2.3 Analytical solution using TCR
Similar to the MSRs in Case 6.2.1, TCRs are installed on B phase and C phase. Applying the method elaborated in Section 4, the conduction angles [image: image] to obtain the equivalent reactance for phase B and phase C are 0.44 rad and 1.34 rad respectively. The simulation result shows that the negative-sequence voltage is reduced to relatively small, which is 1.106 V (0.0168%).
6.2.4 Case C: Simplified solution using VSC
Applying the simplified solution in Section 3, the inductances of the compensators in phase B and phase C are 0.0479 H and 0.0550 H, respectively. While the analytical calculation results of the inductance values are 0.0486 H for phase B and 0.0560 H for phase C. It can be seen that the simplified calculation result of the compensator is quite close to the analytical result. But the simplified solution does not need to solve the nonlinear equations so that it is easier to be implemented and has less computational burden.
After following the corresponding steps in Section 5, the amplitudes and phase angles for the AC voltage modulating indexes of phase B and phase C are given in Table 4.
TABLE 4 | Amplitudes and phase angles for the AC output voltage references of phases B and C.
[image: Table 4]From the simulation result, the negative-sequence voltage after compensated by the two-phase VSC is reduced to 1.444 V (0.021%). In addition, the AC-side current of the VSC installed on phase B is shown on Figure 8. From Figure 9 it can be seen that, the amplitude of the AC-side current is around 420 A.
[image: Figure 9]FIGURE 9 | AC-side current of the VSC installed on phase B.
7 CONCLUSION
In this work, a novel algorithm for two-phase voltage balancing compensator is proposed based on the phasor symmetrical component theory, which can be applied to MSRs, TCRs or VSCs. The proposed two-phase compensator can greatly reduce the investment cost compared to the traditional three-phase compensator. Three methods are proposed to calculate the value of the proposed two-phase compensator, i.e. discrete solution, analytical solution and novel simplified solution. The discrete solution has been proven in a field application by StruthersTech in the project of PLN Power Quality Correction for Martabe Gold Mine and is very easy to be implemented. The novel simplified solution can avoid calculating the nonlinear equations of the analytical solution, which can greatly reduce the calculated burden. The field work results as well as the dynamic simulations implemented with MATLAB/Simulink Simscape Blockset validate the accuracy and the effectiveness of the proposed two-phase voltage balancing method. It is noted that the proposed method can be used in both transmission system and distribution system with various topologies. The limitation of the proposed two-phase balancing method is that it cannot compensate the distorted voltage. Thus, the load compensation techniques under distorted voltages will be our future work.
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APPENDIX A:
The triggering points of the thyristors are given by
[image: image]
where [image: image] is the firing angle; [image: image] is the radian frequency; and [image: image] is a non-negative integer.
The current flowing through the inductor is calculated by
[image: image]
The general solution of Eq. 33 is written by
[image: image]
where K is the integration constant.
It is noted that [image: image] is zero at all the triggering point. Then we can get,
[image: image]
It is noted that the current becomes zero again at [image: image]. Thus, the conduction period is [image: image]. The width of the current waveform is
[image: image]
where [image: image] is called the conduction angle (IEEE Special Stability Controls Working Group, 1994).
Appling Fourier analysis to the reactor current, the amplitude of the fundamental frequency component is formulated as
[image: image]
Then the instantaneous value of fundamental wave is
[image: image]
The conduction angle [image: image] for each TCR can be determined by Eq. A4 with Eqs 34, 35 of the two-phase compensators, respectively.
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With global warming and the depletion of fossil energy, the development of photovoltaic (PV) energy has attracted attention in many countries. However, when large-scale PV power stations are connected to the power grid through inverters, the inertia and damping capacity of the power system are greatly reduced, leading to frequent power oscillations in the power system. To solve this problem, this study proposes a control strategy for PV grid-connected inverters based on the model predictive control (MPC) algorithm. Based on the MPC algorithm and the establishment of a discrete-time predictive model, the PV grid-connected inverter dynamically adjusts its output current to suppress power oscillations. The simulation results demonstrated the effectiveness of the proposed control strategy in damping power oscillations in the power grid and enhancing the stability of the power system.
Keywords: PV grid-connected inverter, model predictive control, power oscillations, power grid, dynamic optimization
1 INTRODUCTION
Since the beginning of the 21st century, growing concerns about climate change and global warming have prompted the widespread use of renewable energy (Zhang et al., 2021). With the continuous progress of photovoltaic (PV) power generation technologies, PV energy has become one of the most popular energy sources for sustainable power generation in recent years (Carrasco et al., 2006). Up to 50% of the electric power in Australia is expected to be produced by PV by 2050 (Ahmad et al., 2020). PV stations are developing rapidly toward large-scale grid-connected energy stations, with many large-scale solar projects with power generation capacities of 115 GW in the pipeline (Li et al., 2020). As an indispensable device in the PV grid-connected system, the performance of the inverter directly affects the operation stability of the entire power grid (Heidari et al., 2022). Therefore, research on control strategies for PV grid-connected inverters has attracted widespread attention.
A previous study (Alquthami et al., 2010) showed that the system vulnerability increases with the increasing penetration rate of PV power plants. Inverter-based PV stations replace traditional synchronous machines, which reduces the overall inertia and the oscillation damping capacity of the power system, resulting in frequent instability accidents. These instability accidents greatly affect the safe operation of the power system and reduce the utilization rate of PV stations. For example, in 2003, both Italy (Berizzi, 2004) and China (Prasertwong et al., 2010) experienced power oscillations that led to widespread blackouts. Moreover, with the increased penetration rate of PV stations in power systems, the power grid puts requires that these PV stations contribute to network support under various operating conditions. Thus, there is an urgent need to develop control strategies for PV grid-connected inverters to support the stable operation of the power grid under conditions with disturbances.
Traditionally, the power system stabilizer (PSS) is used to improve the damping of low-frequency oscillations, typically within 0.1–2.0 Hz. Maleki and Varma (2016) proposed the coordination of PV-STATCOM and PSS to damp out oscillations. Moreover, previous work showed that inverter-based resources such as PSSs and SVC damping controllers (Bian et al., 2016), STATCOM controllers (Mithulananthan et al., 2003), and TCSC oscillation damping controllers (Simoes et al., 2009) can provide flexible active power and reactive power control schemes to damp out low-frequency interarea oscillations. Reigstad and D’Arco (2022) proposed a special protection scheme (SPS) as an additional tool for system operators to damp power oscillations, in which the SPS is activated by an online power oscillation detection algorithm. Regarding the use of PV plants as flexible AC transmission system devices, a supplementary control loop of the PV system has been proposed to damp power oscillations by controlling reactive power output (Varma and Maleki, 2019). Varma and Akbari (2020) described a supplementary damping controller for grid-connected inverters, which provided efficient and fast damping through active power control. However, adding energy storage systems reduces the economic benefits of the grid, which will restrict the application and promotion of PV power generation.
To overcome these drawbacks, the present study proposes a control strategy for PV grid-connected inverters based on the model predictive control theory. First, the dynamic characteristics of power grids with PV power generation under power oscillation were evaluated and the role of PV grid-connected systems in power oscillation was analyzed. Then, based on the established discrete-time predictive model that described the relationships between the generator rotor speed and the inverter output current, the proposed MPC-based control strategy dynamically adjusted the output current of the PV grid-connected inverter to suppress the oscillation of the generator rotor transient angle to dampen the power oscillations. The advantage of the proposed control strategy is that it increased the damping of the power oscillations and ensured the operation stability of the system under disturbance. The feasibility and efficiency of the proposed method were demonstrated on power systems built on MATMTDC.
This study is organized as follows. Section 2 introduces the mathematical model of the power grid with PV power generation and the origin of the control strategy for the PV grid-connected inverter. Section 3 analyses the dynamic characteristics of the power grid with PV power generation with power oscillations. Section 4 describes the MPC-based control strategy for a PV grid-connected inverter to damp power oscillation. Section 5 describes a case study based on an accurate electromagnetic transient power grid model in MATLAB, which proves that the proposed control strategy effectively suppresses power oscillations. Finally, Section 6presents the conclusions.
2 MATHEMATICAL MODEL OF A POWER GRID WITH A PV GRID-CONNECTED SYSTEM
The power oscillation of the power grid can be expressed by the relative swing of the generator rotors in the power grid. Therefore, this study selected the simple system shown in Figure 1 to clearly and intuitively explain the interaction mechanisms between the PV system and the power grid.
[image: Figure 1]FIGURE 1 | Power grid with a PV grid-connected system.
The PV grid-connected system adopts the parallel structure of multiple single-stage inverters, with the same structural and control parameters for each PV module. Pe is the electromagnetic power of the generator, L represents the reactance of the transmission line, Id and Iq denote the d and q-axis components of the PV grid-connected inverter output current, vd and vq denote the d and q-axis components of the bus voltage U at the point at which the PV grid-connected inverter is located. Assuming that the d-axis of the dq reference frame is aligned with the node voltage vector U of the PV grid-connected inverter bus, vd =|U | and vq = 0. The active and reactive power outputs of the PV grid-connected inverter can then be computed as follows (Yang et al., 2018):
[image: image]
When power oscillations occur, key physical quantities such as the rotor speed ω, and the rotor angle δ of the generator will oscillate. In the established model, if the mechanical power of generator Pm remains unchanged during oscillation, the dynamic model of the generator in the system is as follows (Kundur, 1994):
[image: image]
where H and D represent the inertia damping coefficient of the generator in the model and ωr and ω0 represent the rotor speed of the generator and the synchronous speed of the power system. Similarly, the mathematical model above is applicable to large-scale multi-machine power systems containing PV grid-connected systems. During power oscillations in the system, the output power of the generator will also oscillate, causing the rotor speed deviation of the generator to fluctuate near the equilibrium point.
To ensure the stable operation of the power grid, the active power output Ppv and reactive power output Qpv of the PV plant are adjusted to suppress power oscillation. The original control strategy to damp power oscillation in PV grid-connected systems was mainly based on two kinds of parameters: rotor speed ω and rotor angle δ (Figure 2) (Varma and Akbari, 2020). In the control model, I* d and I* q are the current references of the PV grid-connected inverter controller for damping power oscillation.
[image: Figure 2]FIGURE 2 | Original control model for PV to damp power oscillation.
When the power grid and PV system are operating in a stable state, Id = I* d, Iq = I* q. When the power oscillation occurs owing to disturbances, Id and Iq deviate from the steady-state operating point Id0 and Iq0, with the values depending on the control strategy of the PV grid-connected inverter and the feedback signal of the inverter controller. According to the controller model mentioned above, the equations for I* d and I* q are as follows:
[image: image]
where Kpp, Kip, Kpq, Kiq are the gain parameters of the active and reactive control loop. To prevent inverter overload, the values of I* d and I* q are also limited. According to the inverter power capacity and the maximum power tracking (MPPT) operation mode of the PV system, the constraints of I* d and I* q can be expressed as follows:
[image: image]
Based on the dynamics of the PV grid-connected inverter, the mathematical model can be described as follows:
[image: image]
where ed and eq denote the d and q-axis components at the PV grid-connected inverter output voltage, R and L represent the parasitic arm resistance and inductance of the PV grid-connected inverter, respectively, and ωe denotes the nominal frequency of the external power grid. The dynamics of the capacitor voltage ripple of the bridge arm and the circulating current of the inverter are both neglected in this study, as their timescales are much smaller than those of the power oscillations.
Based on the dynamics of PV grid-connected inverters, the output voltages ed and eq can be estimated as,
[image: image]
where Kp and Ki represent the proportional and integral coefficients of the controller, respectively.
3 DYNAMIC CHARACTERISTICS OF POWER GRIDS WITH PV GRID-CONNECTED SYSTEMS UNDER POWER OSCILLATION
According to the control strategy for the PV grid-connected inverter, the dynamic inverter output current can be obtained under unbalanced power situations. Therefore, the PV grid-connected system can be equivalent to the two current sources controlled by the rotor speed of the power grid generator. These currents are the active and reactive output current (Id and Iq) of the PV grid-connected system. To analyze the dynamic characteristics of the power grid with a PV system under power oscillation, the equivalent system model is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Equivalent model of a power grid with PV power generation.
In this figure, E∠δ, U∠0°, and V∠-θ represent the bus voltages at the node of the generator, the PV grid-connected system, and the main grid, respectively. X1 denotes the impedance between the PV system and generator, and X2 denotes the impedance between the PV system and the main grid. Assuming that X2 is equal to kX1, where k denotes the position coefficient of the PV system in the power grid, the greater the value of coefficient k, the farther the distance between the PV system and the power grid. Moreover, assuming that E is equal to V and remains unchanged during operation, the voltage phasor diagram of the equivalent system model is as shown in Figure 4.
[image: Figure 4]FIGURE 4 | Phasor diagram of the system.
According to the voltage phasor diagram of the equivalent system model, the electromagnetic power generated by the generator can be written as:
[image: image]
And the active power absorbed by the main grid can be written as:
[image: image]
Based on Kirchhoff’s Law, the following equation can be given:
[image: image]
The real and imaginary parts of the equation can be written as:
[image: image]
[image: image]
Combining Eqs 10, 11, a new equation that excludes the voltage angle of the main grid can be obtained as follows:
[image: image]
When the voltage amplitude of the generator-side E and the main-grid side V remain unchanged, the voltage amplitude of the PV grid-connected system U is determined by the values of δ, Id, and Iq jointly. Linearization of the above equation results in the following discrete-time model:
[image: image]
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where δ0 represents the phase angle of the generator in the steady state and U0 represents the initial voltage value of the PV system grid-connected point. Eq. 13 shows that the output active and reactive power from the PV grid-connected inverter changes the voltage of the PV system grid-connected point U. Therefore, changes in active and reactive power from the PV grid-connected inverter lead to changes in PE and ultimately affect power oscillation. The relationship is given as follows:
[image: image]
where λg, λp, and λq denote the grid synchronization coefficient, the active power control coefficient of the PV system, and the reactive power control coefficient of the PV system, respectively.
[image: image]
4 MPC-BASED CONTROL STRATEGY FOR PV GRID-CONNECTED INVERTERS
To damp power oscillation, this study proposes a control strategy for PV grid-connected inverters to control the output current. However, the power flow calculations within a nonlinear programming algorithm require advanced metering infrastructure (Fu, 2022). Thus, this study adopted a control strategy based on a model predictive control algorithm. The MPC is a promising control method for power-electronic converter systems due to its fast and dynamic response and flexibility to include constraints and nonlinearities of the system (Moon et al., 2015; Rodriguez-Bernuz and Junyent-Ferre, 2020). The proposed control strategy first establishes a discrete-time predictive model of the power grid under power oscillation. A power modulation method based on the MPC algorithm is then adopted to control the output current of the PV grid-connected inverter.
4.1 Discrete-time predictive model of the proposed control strategy
In the MPC algorithm framework, a discrete-time predictive model must be established to predict the value of the system state. In the short time scale, according to the control Eq. 3 of the PV grid-connected inverter, the current reference of the inverter can be obtained in discrete-time form by discretizing the equation:
[image: image]
Similarly, the discrete_time predictive model of the q-axis output current has the same form, which is not described here.
However, in this control mode, the damping of the power grid depends on the size of controller gain parameters Kpp, Kip, Kpq, Kiq. To further increase this damping, a model predictive control strategy is proposed. To ensure the accuracy of the control signal generated by the proposed MPC-based control strategy, it is important to predict the dynamic inverter output current Id and Iq in the time interval between two adjacent control commands.
Based on (Eq. 5), the d-axis output current reference of the PV grid-connected inverter in discrete-time form, with an Euler approximation of the current derivative, is deduced as follows (Qin and Saeedifard, 2012):
[image: image]
[image: image]
In combination with Eqs 5 and 6, the relationship between the d-axis output current reference in the next moment T+1 and the output current reference in current moment T can be written as:
[image: image]
where [image: image], [image: image], and [image: image]
Therefore, the independent variables of the prediction model are Id and Iq at the next moment.
[image: image]
[image: image]
where the value of vd (t + T) can be obtained by Eq. 13, and vq = 0 for the q-axis of dq reference frame is perpendicular to the node voltage vector of PV grid-connected point U. The equations of the discrete-time predictive model (19), (23), and (24) provide the basis for the optimal control sequence of the MPC-based controller.
Once the system is disturbed, the dynamics model of the generator described in Eq. 2, can be linearized as follows:
[image: image]
where Δωr(T) represents the rotor angle speed increment of the generator at moment T. Within the sampling period Ts, substituting Eq. 17 into the linearized dynamic model of the generator shows the following:
[image: image]
Therefore, the discrete-time predictive model that can express the change in generator rotor angle speed under power oscillation can be modeled as follows:
[image: image]
where u (t + T) and y (t + T) are the control and intermediate variables of the predicted model at the moment t + T and TP represents the number of steps corresponding to the prediction horizons. According to Eq. 26, the control variables of the PV gird-connected inverter are the reference values of the inverter output current I* d and I* q, and y is the set of variables containing Id, Iq, and δ. Hence, the relationship between the control variable and the rotor angle speed of the generator is established.
According to the predictive model, the relationship between the output current of the PV grid-connected inverter and the rotor angle speed of the generator is obtained. Based on this predictive model, changes in the PV grid-connected inverter output current can directly influence the rotor speed of the generator, which provides the basis for the strategy for damping power oscillations.
4.2 Objective function of the MPC-based control strategy
The proposed MPC-based control strategy aimed to damp power oscillation. From the above model, I* d and I* q are the control signals of the controller for damping power oscillation. However, the cost of the MPC-based controller to predict the state value of the power grid and solve the objective function must also be considered. To ensure controller rapidity, it only selected I* d as the output control signal in this study. Therefore, the control variable u (t + T) of the proposed MPC-based control strategy is given as follows:
[image: image]
The proposed MPC-based control strategy aims to minimize the rotor angle variations of the center of inertia (COI) during power oscillation. The control cost also needs to be considered. Therefore, the objective function of the MPC-based control strategy is defined as follows:
[image: image]
[image: image]
where λ1 and λ2 denote the control weight, MT represents the overall inertia of the system, and δ0 COI represents the initial rotor angle of COI of the power grid. Moreover, the control variables are bounded between the upper and lower limits for the operating security of the system:
[image: image]
The proposed MPC-based control strategy of the PV grid-connected inverter is conceptually represented in Figure 5.
[image: Figure 5]FIGURE 5 | Block diagram of the proposed MPC-based control strategy.
5 CASE STUDY
This section extensively tests an IEEE-9 bus system with a PV grid-connected system. The layout of the test system is shown in Figure 6. The network and parameters of the synchronous generators in the system were as described previously (Kundur, 1994). The power grid power base was 100 MW and the rated active power output of the PV system was set to 50% of the power base. The PV grid-connected system was assumed to have power storage devices for emergencies. The operational parameters of the PV grid-connected system are as follows: fn = 50 Hz, M = 3, V* dc = 140 kV, Carm = 1070 μF, R = 0.56 Ω, L = 20 mH. The parameters of the PI controllers of the PV grid-connected inverter are: Kp = 4, Ki = 80, Kpp = Kpq = 2000, Kip = Kiq = 10,000. The parameters of the MPC controller are: λ1 = 20, λ2 = 0.01. The prediction window size TP of MPC is set to five steps. The simulations in this study were performed using MATLAB R2014a on a PC with an i7-6700 3.4 GHz CPU and 32 GB RAM.
[image: Figure 6]FIGURE 6 | Layout of a power system with PV plant.
5.1 Three-phase faults occurring at the generator bus
Assuming that the power system operates under normal operating conditions with a least-acceptable damping ratio of 3% to verify the effect of the proposed control strategy, a three-phase short circuit occurs at 0.8 s on bus 1, where the generator is located, and the fault is cleared after 0.2 s. The time-domain simulation is shown in Figure 7. The ordinate values in Figures 7A,C show the per-unit active electromagnetic output power and active power output of the PV system. The actual values can be obtained by multiplying them by 103 MW.
[image: Figure 7]FIGURE 7 | (A): Dynamic performances of the active electromagnetic output powers Pe1 and Pe2. (B): Transient angles of generator 1 δ1 in the power grid. (C): Active power output of the PV system.
As shown in Figure 7A under the same situation, the power oscillation amplitude of the electromagnetic powers Pe1 and Pe2 using the proposed MPC control strategy are <0.1 p.u. during 4.5–5 s, while the power oscillation amplitude of the electromagnetic power Pe1 and Pe2 without the MPC control strategy are still >0.15 and 0.2 p.u. The dynamic performance of rotor angle δ1 is shown in Figure 7B. The oscillation amplitude of δ1 is <1° during 5–5.5 s when using the proposed control strategy. The oscillation amplitude of δ1 is still >4° at 5–5.5 s when the proposed MPC control strategy is not used in the control process. Figure 7C shows that reducing the active power output of the PV system when this fault occurs will increase the damping. Under the response of the proposed MPC control strategy, the active power injection of the PV grid-connected inverter is reduced to around 0.2 p.u. at 0.5 s after the fault occurs, and then gradually recovers to the original power output within a certain control period.
Therefore, the results demonstrated a significant improvement in damping effectiveness when the MPC control strategy was used. The proposed MPC control strategy can address power oscillations of the power grid when faults occur at the generator bus and can be used in PV grid-connected DC transmission technology.
5.2 Three-phase faults occurring at the point of common coupling
This case assumes that a three-phase short circuit fault occurs at 1 s on bus 6, which is the point of common coupling between the main grid and the PV system, which is cleared after 0.1 s. The simulation results are shown in Figure 8.
[image: Figure 8]FIGURE 8 | (A): Dynamic performances of the active electromagnetic output powers Pe1 and Pe2. (B): Transient angles of generator 1 δ1 in the power grid. (C): Active power output of the PV system.
As shown in Figure 8A, in the case of this fault, the power oscillation amplitudes of the electromagnetic powers Pe1 and Pe2 with the proposed MPC control strategy are <0.1 p.u. during 4.5–5 s, compared to nearly 0.15 p.u. without an MPC control strategy. The dynamic performance of rotor angle δ1 is shown in Figure 8B. The oscillation amplitude of δ1 is <1° during 5–5.5 s when using the proposed control strategy, compared to nearly 7° without the MPC control strategy. Unlike Case 1, Figure 8C shows that increasing the active power output of the PV system also suppresses power oscillations. When the three-phase grounding fault occurs at the point of common coupling and is cleared after 0.2 s, the active power injection of the PV grid-connected inverter increases to 0.8 p.u. at 2 s and then gradually reduces to the original power output within a certain control period.
The results showed that the proposed MPC control strategy enhanced the ability of a power grid with a PV system to dampen power oscillations. Therefore, the proposed control strategy can improve the transient stability of the power grid with PV power generation and reduce the risk of operation instability in case of fault.
5.3 Emergency load shedding and generator rescheduling
This case assumes that a 0.1 s three-phase short circuit fault occurs at 1s on load bus 7, resulting in emergency load shedding and generator rescheduling. Bus 7 sheds its 20 MW power load and generator two generates 132 MW power according to the generator rescheduling. Figure 9 illustrates the dynamic performance of the power grid with PV power generation after contingency.
[image: Figure 9]FIGURE 9 | (A): Dynamic performances of the active electromagnetic output powers Pe1 and Pe2. (B): Transient angles of generator 1 δ1 in the power grid. (C): Active power output of the PV system.
As shown in Figure 9A, the end time of the power oscillation in the case with an MPC control strategy is significantly shorter than that without an MPC control strategy. Moreover, the oscillation process of rotor angle δ1 as shown in Figure 9B, also demonstrates the positive effect of the MPC control strategy on suppressing power oscillation. Figure 9C illustrates the dynamic performance of the PV system’s active power output, in which the PV system must continuously and rapidly provide higher active power output to maintain power grid stability.
The results showed that the proposed PV grid-connected inverter structure and control strategy addressed the uncertainty of the power generated by PV plants and can be used in PV grid-connected DC transmission technology.
Above all, the results of the simulations showed that the proposed MPC control strategy can quickly suppress power oscillations of the power grid with PV power generation under various faults to improve the operational security of the power grid.
6 CONCLUSION
To solve the problem of frequent power oscillation in power systems caused by reduced inertia and damping capacity, the present study proposed an MPC-based control strategy for PV grid-connected inverters. Based on the dynamic characteristics of the PV system and the control strategy for the PV grid-connected inverter, the proposed MPC-based control strategy adjusts the output current of the PV grid-connected inverter to reduce the rotor angle amplitude of the synchronous generator in the power system. The simulation results showed that the proposed MPC-based control strategy increased the damping of the power system under disturbances, thereby quickly dampening the power oscillations. The main advantage of the proposed control strategy is that it improves the power damping oscillation of the power system by controlling the active power output of the PV grid-connected inverter, thereby reducing the adverse effects of a PV grid-connected station. This is of great significance for the promotion of large-scale PV power stations. Future studies will aim to reduce the computational complexity and increase the application scenarios.
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Energy-saving and emission reduction will become the focus of the energy industry in the future. The coordination of the carbon and electricity markets can help achieve the goals of carbon reduction. With the establishment of the carbon market, carbon emitting power generation units (CEPGU) need to consider the trading strategy and comprehensive benefits in the electricity and carbon markets. To further explore the mechanism and interaction process of electricity price and carbon price, the day-ahead electricity market model and carbon market trading model are developed in this study. Based on the deviation between the bid-winning power output in the electricity market and the quota plan in the carbon market, the generation cost model and the carbon quota trading decision model of the units are constructed. Finally, a case study is provided to simulate the coordinated trading process of the carbon and electricity markets. The transaction time scales of the two markets are matched. The results prove that the generation plan of the units can coordinate with the carbon quota level and provide a trading strategy for the power generation enterprises.
Keywords: carbon market, electricity market, carbon emission, trading strategy, carbon emitting power generation units
INTRODUCTION
With the development of the industrial economy, the problem of high energy consumption and carbon emissions from industries have become increasingly prominent. Although the emission reduction potential of the whole society is vast, the pressure of emission reduction in various industries has been increasing sharply. The goal of “Carbon Peak and Carbon Neutral” sheds new light on optimizing dispatching and trading mechanisms to save energy and reduce carbon emissions. The national carbon emission rights trading management method of China came into effect on 1 February 2021, and officially went online on July 16, which uses a market mechanism to control carbon emissions (Jin et al., 2020) and improve carbon emission efficiency (Chen et al., 2021). The electricity markets play a vital role in allocating electricity production factors and resources. The cooperation of carbon and electricity markets will promote the realization of “Carbon Peak and Carbon Neutral” goal.
Some researches study the impact of relevant energy policies on carbon emission trading. A multi-region multimarket equilibrium model considering Renewable Electricity Certificates market and carbon market is developed in (Wang et al., 2021). Feng et al. (2021) simulate the combined effects of tradable green certificates and carbon market on the electricity market. Ying and Xin-gang (2021) use the system dynamics method to evaluate the impact. Carbon quota allocation and management (Zhu et al., 2022), sector selection, supervision, punishment, and an appropriate carbon price (Feng et al., 2020) are key factors in the implementation of carbon emissions trading scheme (Chen et al., 2020). The factors in the carbon and electricity markets are interrelated and affect each other. Liu and Jin (2020) study the interactions between electricity, fossil fuel and carbon price. Lin et al. (2019) assess the impact of power market transition on the economy and carbon emissions in Guangdong, China. Although the interaction of these factors has been studied, the carbon and electricity markets of China operate independently. The goals, price trends, market members and implementation paths of the two markets have not yet been synchronized well. The lack of effective coordination in operation mechanism leads to unclear prospects for the joint members of the two markets and increase the uncertainty of market factors.
There have been investigations into the carbon and electricity markets in Europe (Višković et al., 2017) and Australia (Nazifi et al., 2021), which provide a reference to design the collaborative mechanism of the carbon and electricity markets in China. The carbon market mechanism can reduce carbon emissions, increase the environmental benefits (Wang X. et al., 2022) and promote renewable energy development (Sun et al., 2022). Many scholars have carried out much research on the two markets model. Deane et al. (2015) build a comprehensive electricity market to study the relationship of electricity prices, cross border flows, emissions and associated total system costs. Zhang et al. (2021) use a computable general equilibrium model to explore the deregulation of electricity prices in the context of carbon pricing in China. Duan et al. (2021) study the bidding and trading process of the two markets in the equilibrium model. Most existing studies only regard the carbon market factors as the cost items of the objective function or constraints and do not explore the formation mechanism of the actual carbon price.
Under the cooperation of carbon and electricity markets in China, power generation enterprises need to optimize their business and fulfill social responsibility in the two markets. Carbon trading mechanism can affect the bidding output and strategy of high-carbon generating units (Liu, 2022). An optimal electricity allocation model that considers the bidding game of generation companies is proposed for power system reform (Cui et al., 2021). An evaluation method is proposed to internalize the emission cost of power plants in the day-ahead market offering (Andrianesis et al., 2021). Power generation enterprises with CEPGU should not only consider energy saving and carbon reduction. They should also pay attention to the coordination of the bidding strategy in electricity and carbon markets (Wang P. et al., 2022) to manage risk and obtain the suitable generation incomes (Wattoo et al., 2020).
The production and profit of firms are related to quota allocation and carbon cost (Wang et al., 2018). Carbon price prediction plays a vital role in power generation scheduling (Kockar et al., 2009) and power grid investment planning (Yu et al., 2022). It is also an essential factor affecting the coordinated trading strategy of the carbon and electricity markets. With the increasing perfection of the carbon market mechanism, more industries and market members are covered, which lead to the significant increase of the carbon price volatility and uncertainty. Numerical models are often used to study the uncertainties of future carbon prices and emissions (Ruhnau et al., 2022). Carbon price fluctuation can affect the carbon emission reduction investment of coal-fired power plants (Zhang et al., 2020). Time series model is suitable for predicting short-term price volatility (Eugenia Sanin et al., 2015). There is little research applying the time series model in the carbon price prediction to the coordinated trading strategy of the carbon and electricity markets.
The contributions of this study can be summarized as follows:
a) The exponential generalized autoregressive conditional heteroscedasticity (EGARCH) carbon price prediction model is used to dynamically update the carbon price in China’s carbon market, which is helpful for CEPGU to formulate a coordinated carbon and electricity trading strategy in a short time. The EGARCH model can describe the asymmetry of the variance effect and reflect the leverage that sudden events have on the fluctuations of the carbon price.
b) Considering the time-scale matching of the trading in carbon and electricity markets, this paper explores the formation mechanism and interaction process of electricity price and carbon price.
c) The coordinated trading strategy for the carbon and electricity markets provides a reference for the joint members of the two markets and helps them pay lower carbon cost to fulfill the responsibility of carbon emission reduction.
The remainder of this paper is organized as follows. In section II, the coordinated trading process of the carbon and electricity markets is proposed. In section III, the total quota and allocation model and carbon price prediction model are constructed based on historical data. In section IV, the day-ahead electricity market with the carbon cost model is formulated. The carbon market model and carbon quota trading strategy are discussed in section V. In section VI, the formation mechanism and interaction process of electricity price and carbon price are presented in case studies. Section VII concludes the paper.
COORDINATED TRADING PROCESS OF THE CARBON MARKET AND ELECTRICITY MARKETS
With the improvement of the electricity market and carbon markets, power generation enterprises with CEPGU as their primary business will inevitably face a more complicated economic impact in the two markets. The units in power generation enterprises need to develop coordinated trading strategies for the carbon and electricity market. It is necessary to find a suitable strategy to balance power generation profits and carbon emission responsibilities and build a sustainable operation mode. The coordinated trading process of the carbon and electricity markets designed in this paper is as follows and shown in Figure 1.
a) Total quota and allocation
[image: Figure 1]FIGURE 1 | Coordinated trading process in the carbon and electricity markets.
The total pre-allocated quota of the CEPGU is calculated in the current year based on historical emission data and the baseline method. The carbon quota allocation of the current day is revised and updated by the predicted power generation ratio and the quota surplus of the previous day. The d day is taken as the trading day of the carbon and electricity markets.
b) Day-ahead electricity market trading phase
The d day electricity market optimization is carried out on d-1 day. The generation cost model of the CEPGU consists of coal consumption cost and carbon cost. The carbon cost results from the carbon market trading on the d-1 day, which is the product of carbon price and trading quota on the d-1 day. Based on generation cost and risk preference, the units declare the bidding information of the d day in the day-ahead electricity market. Under the constraints of load balance, network transmission and unit operation, the clearing and checking of the electricity market are carried out. The market institution announces the clearing price of the d day and the bid-winning output of each unit.
c) Carbon market trading phase
On the d day, after the electricity market, the surplus and shortage amount of carbon quota can be obtained by subtracting the carbon emission and quota allocation value on the d day, which is regarded as the carbon market quotation of units. By comparing the predicted carbon price on the d day with their own marginal carbon emission abatement cost, the market members make the purchase and sale decision of carbon quota on the d day. Under the constraints of trading volume, market quotation and balance, the carbon market trading center matches the demanders and suppliers of carbon quotas, which clears the d day carbon price and quota trading volume. The remaining quota that has not participated in carbon trading or has not been transacted after participating in carbon trading is accounted for in the quota allocation value on the d+1 day.
d) The dual optimization process of the electricity and carbon markets on d+1 day is the same as above.
CARBON QUOTA DECOMPOSITION AND CARBON PRICE PREDICTION MODEL BASED ON HISTORICAL DATA
Carbon emission trading scheme
The carbon market in China adopts the principle of Cap-and-Trade. Under this mechanism, authorities first set the total amount of Chinese Emission Allowance (CEA) based on the overall Emission reduction target. The Cap-and-Trade principle consists of three parts: CEA allocation, CEA trading, and offset. At present, the carbon market in China adopts the free allocation of all quotas. As the market mechanism becomes increasingly mature, it gradually transitions to auction. The allocated CEA can be used for market transactions or offset against actual emissions. Any shortage of CEA can be made up through market purchases, while the surplus of CEA can be sold. At the end of the performance period, the enterprise will be fined for failing to complete the carbon offset.
The electric power industry is one of the earliest industries to be included in carbon trading due to its relatively complete carbon emission data statistics. Currently, the coal-fired and gas-fired units are mainly included in the scope of carbon trading in the power generation industry. In this paper, only coal-fired units are considered as CEPGU. As the national carbon market in China matures, more and more industries will be included in the carbon trading scope.
Total quota and allocation model
The principle of total quota and allocation is the basis of carbon reduction targets. Based on the baseline method, the enterprise carbon quota is equal to the industry benchmark multiplied by the actual power output of the enterprise in the current year.
The annual pre-allocation carbon quota [image: image] of the CEPGU i is decomposed into the actual generation days D of the year, updated with the generation scheduling plan of the load forecast and the remaining quota of the previous day. The carbon quota allocation value of unit i on the d day is as follows:
[image: image]
where [image: image] is the carbon quota allocation value of unit i on the n day before the d day. [image: image] is the remaining quota of unit i that has not participated in carbon trading or has not been traded after participating in carbon trading on the d-1 day [image: image] is the predicted power generation of unit i on the d day. D is the number of annual power generation days. [image: image] is the predicted power generation of unit i on the n day of the remaining generating days after the d day.
Carbon price prediction model
The future carbon price trend judgment influences the trading decision of market members in the electricity and carbon market. The EGARCH model can be applied to predict the carbon price based on the historical data (Benz and Trück, 2009). It can describe the asymmetry of variance, reflect the leverage effect of emergencies on carbon price fluctuations, and better predict the trend of carbon price fluctuations. This paper uses the carbon price data of the China’s national carbon market.
The carbon price prediction steps are as follows:
a) The logreturns of the carbon price of the national carbon market in China are constructed by historical data, the first-order difference of the natural logarithm of the carbon market closing price on the d day.
[image: image]
where [image: image] denotes the logreturns of carbon emissions trading. [image: image] and [image: image] are the carbon market closing price on the d day and d-1 day, respectively.
b) Unit root test (ADF test) is used to verify the stationarity of the logreturns of the carbon price. When the t-statistic value is less than the critical value at the test level of 1, 5, and 10% (the p-value is less than the significance level), the logreturns of the carbon price have stability.
c) Autocorrelation and partial autocorrelation tests are performed on the logreturns of the carbon price. When the autocorrelation and partial autocorrelation coefficients of the series fall within the double standard deviations and the probability corresponding to the Q-statistic is greater than the confidence level of 0.05, it is proved that there is no significant correlation between the series at the significance level of 5%.
d) The Heteroscedasticity test is performed on the logreturns by the residual square correlation graph. When the autocorrelation and partial autocorrelation coefficients fall beyond the double standard deviations, and the p-value corresponding to Q-statistics is less than 0.05, it is proved that the series has autocorrelation and ARCH effect. It shows that the autoregressive model can explain series volatility, and future volatility can be predicted by historical volatility.
e) When the ARCH effect exists, the EGARCH model is established by considering the asymmetry and leverage effect of the variance effect.
[image: image]
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where [image: image] and [image: image] are the persistence parameter of the series. [image: image] is the asymmetric parameter. [image: image] is the information parameter. [image: image] is a constant less than 1. [image: image] follows the normal white noise process. Its mean value is 0, and its variance is 1.
Parameter estimation is carried out in the above steps. Carbon price prediction on the d day [image: image] can be obtained.
DAY-AHEAD ELECTRICITY MARKET MODEL WITH THE CARBON COST
Carbon emitting power generation unit
With the increasing number of industries included in the carbon market and the fluctuation of the carbon price, CEPGU will face more significant uncertainty in making power generation and carbon quota plans. The generation cost model of the CEPGU is as follows:
[image: image]
[image: image]
where [image: image] is the generation cost of unit i on the d day. In the first term, [image: image], [image: image] and [image: image] are the coal consumption cost function coefficient of unit i. [image: image] is the power output of unit i in period t. The second term is the carbon cost of unit i on the d-1 day [image: image] is the clearing carbon price on the d-1 day [image: image] is the carbon quota trading volume of unit i on the d-1 day [image: image] is the power demand of the grid in period t. [image: image] and [image: image] are the maximum output of unit i that can be reduced or increased per unit time. [image: image] and [image: image] are the maximum and minimum output of unit i. [image: image] is the declared electricity price of unit i in period t. [image: image] is the maximum limit of declared electricity price in period t.
The generation cost in the quadratic function is piecewise linearized and divided into K segments. The original model is formulated as follows:
[image: image]
[image: image]
where [image: image] is the kth piecewise output of unit i. [image: image] is the kth segment slope of cost function after piecewise linearization of unit i.
The dispatch center publishes the electricity demand for each period of the trading day before the trading day in advance. Based on the market judgment and the acceptable risks (Li et al., 1999), the generation units can divide the range of quotation coefficients into three categories: If unit i is a risk-pursuing type, the range of quotation coefficient is [image: image]. If unit i is a neutral type, the range of quotation coefficient is [image: image]. If unit i is a risk-averse type, the range of quotation coefficient is [image: image]. The units choose the quotation coefficient according to their respective predetermined economic objectives. Generation cost functions are all linearized, and unit quotation can be regarded as multiplied by the quotation coefficient based on the generation cost. The electricity market quotation of CEPGU i in period t is:
[image: image]
Zero carbon emitting power generation unit
Although the output of wind and solar power shows significant volatility and randomness, wind and solar power generation units hardly produce carbon emissions during operation. Then they can be regarded as zero carbon emitting generators, which are considered fully absorbed in the following market clearing.
Electricity market clearing with the carbon cost
The electricity market clearing calculation is carried out after the quotation of unit. The quotation of unit is sorted from low to high. Moreover, the market-clearing point under the corresponding load in each period is calculated to determine the bid-winning quantity of marginal units and the unbid-winning quotation segment of units. The objective function of market-clearing [image: image] is to minimize the total social electricity purchase cost on the d day.
[image: image]
where T is the total number of trading periods in 1 day. [image: image] and [image: image] are the number of CEPGUs and the other units except for CEPGU, respectively. [image: image] and [image: image] are the bid-winning output of the kth segment of unit i, and j. [image: image] is the kth segment quotation of the other units j.
At the same time, the following constraints should be considered:
a) Power balance constraint
[image: image]
where [image: image] and [image: image] are the bid-winning output of CEPGUs and other units, respectively. [image: image] is the total system load of period t.
b) Unit output constraint
[image: image]
[image: image]
where [image: image] is the maximum output of other unit j. [image: image] and [image: image] are the maximum and minimum output of CEPGU i. [image: image] is 0–1 variable, indicating the on and off state of unit i in period t. [image: image] denotes that unit i is on. [image: image] denotes that unit i is off.
c) Unit climbing rate constraint
[image: image]
d) Minimum time constraints of on and off state
[image: image]
[image: image]
where [image: image] and [image: image] are the unit’s minimum continuous on and off state time. [image: image] and [image: image] are continuous on and off state time of unit i until period t.
After clearing, it is necessary to check whether the results meet the constraints of the grid.
CARBON MARKET MODEL
The surplus and shortage amount of carbon quota are fast becoming a key influence factor in the carbon quota plan of the CEPGU. Based on the clearing result of the electricity market, the corresponding carbon emissions are calculated, and the marginal carbon emission abatement cost and carbon price prediction are compared to make the quota purchase and sale decision. The time scale of carbon trading is generally long. On the one hand, to match the time scale of the electricity market, on the other hand, to disperse the risks of carbon market trading, the frequency of CEPGU participating in carbon trading can be enhanced. The units will decide whether to enter the carbon market trading according to the daily quota surplus or shortage. As for the market mechanism, enhancing the circulation of carbon quota and market activity can make the carbon price close to the actual social marginal carbon emission abatement cost.
Calculation of carbon emissions
The carbon emission of unit i in period t can be expressed as:
[image: image]
where [image: image] denotes the carbon emission intensity of unit i, t/(MW/h).
Carbon quota trading strategy
The surplus and shortage amount of carbon quota of unit i on the d day [image: image] is equal to the carbon emission minus the carbon quota allocation value of unit i on the d day [image: image].
[image: image]
where [image: image] denotes that the carbon emission exceeds the carbon quota allocation value of unit i on the d day, and the additional quota needs to be purchased. [image: image] denotes that the carbon emission is lower than the carbon quota allocation value of unit i on the d day, and the surplus quota can be sold. [image: image] denotes that the carbon emission and the carbon quota allocation value of unit i on the d day are equal, and there is no need for quota trading.
Marginal carbon emission abatement cost refers to each additional unit of carbon reduction cost. It is an essential factor in influencing the emission reduction cost and the quota plan of enterprises or units. Considering the daily carbon price prediction and its own marginal carbon emission abatement cost, the quota trading decision of unit i [image: image] is as follows:
[image: image]
where [image: image] denotes that when the marginal carbon emission abatement cost of unit i is greater than the carbon price prediction, and there is a shortage of quota, the quantity of shortage can be filled by buying additional quota. [image: image] denotes that when the marginal carbon emission abatement cost of unit i is less than the carbon price prediction and the quota is in surplus, the surplus quota is chosen to sell. [image: image] denotes that when the marginal carbon emission abatement cost of unit i is equal to the carbon price prediction, and whether the quota is surplus or deficit, the unit chooses not to trade. The untraded and remaining quota on the d day shall be re-included in the quota allocation of unit i on the d+1 day.
Centralized carbon trading model
It is assumed that all market members are recipients of the carbon price. The market members declare the information about the surplus or shortage amount of carbon quotas on the carbon trading platform. The platform matches according to the principle of price priority and declaration time priority. The quotation of market members who buy (sell) quota will be ranked from high to low (from low to high) to form the quota demand (supply) curve, and the members with the exact quotation will be ranked according to the declaration time sequence. The market-clearing point is the intersection of the quota supply curve and demand curve. The corresponding value of the horizontal axis is the clearing quota volume, and the corresponding value of the vertical axis is the clearing carbon price.
The objective function of the carbon market is to maximize the social benefit [image: image] :
[image: image]
where N and M denote the number of quota demanders and suppliers during trading period. [image: image] is the quantity of carbon quota demand of the member i on the d day. [image: image] is the quantity of carbon quota supply of member j on the d day. [image: image] is the declared quotation of the member i on the d day. [image: image] is the declared quotation of member j on the d day.
Constraints on carbon market trading are as follows:
a) Quota trading volume constraint
[image: image]
[image: image]
In order to prevent market manipulation, the carbon quota demand of member i on the d day [image: image] can not exceed the quota purchase upper limit [image: image]. The quota supply of the member j on the d day [image: image] can not exceed the total quota holding of its account [image: image] and the maximum quota allowed to be sold in the market [image: image].
b) Market price constraint
[image: image]
[image: image]
where the declared quotation of market members should be between the upper limit [image: image] and lower limit [image: image] of carbon quotation.
c) Market equilibrium constraint
[image: image]
where the total quantity of carbon quota trading pairs [image: image] on d day, the total quantity of transactions, cannot exceed the total quantity of carbon quotas that can be traded in the market [image: image].
In the final trading result of the carbon market, the declared quotation before the market-clearing point [image: image] is traded successfully, and the declared quotation after the market-clearing point is not traded. If the market-clearing point is on the curve of member i, member i can complete the transaction before the market-clearing point, but the quotation after the market-clearing point cannot be traded. The untraded quota, that is, the remaining portion [image: image], will be re-included in the quota allocation of unit i for the next day.
[image: image]
where [image: image] is the declared quotation of unit i.
SIMULATION
Basic data
This paper uses the modified IEEE30 node system for case simulation, and four coal-fired units, one wind and one solar power generation unit are set. Parameters such as unit type, rated power, upper and lower output limits, slope climbing rate and coal consumption coefficient are listed in Table 1. Wind and solar power output are shown in Figure 2. Table 2 shows the carbon emission intensity, allocation values of electricity generation, average annual load rate and initial daily carbon quota of the four coal-fired units in 2020. The initial daily carbon quota allocation is replaced by the average value of the pre-allocated quota in 2021. The electricity market model constructed in this paper takes 24 h as a cycle, 1 h as a step length, and the carbon market model takes 1 day as a cycle. YALMIP/CPLEX solves the two market models in MATLAB. The computation time is 81.66 s.
TABLE 1 | Unit economic and technical parameters.
[image: Table 1][image: Figure 2]FIGURE 2 | The power output of wind and PV.
TABLE 2 | Simulation parameter setting.
[image: Table 2]Carbon price prediction
Figure 3 shows the carbon price fluctuation of the national carbon market in China from July 2021 to December 2021. Econometric software Eviews8.0 is used to analyze the fluctuation of the national carbon price. The period from 16 July 2021, to 26 November 2021, is selected as the estimation interval. The period from 29 November 2021, to 6 December 2021, is selected as the prediction interval to verify the rationality of the prediction model.
[image: Figure 3]FIGURE 3 | The carbon price of the national carbon market in China.
The statistical analysis of the logarithmic return series of the carbon price is shown in Table 3, which indicates that the series distribution has a long right trailing and is characteristic of sharp peaks and thick tails. The Jarque-Bera statistic shows that the series rejects the assumption of normal distribution.
TABLE 3 | Summary statistics of CEA logreturns.
[image: Table 3]ADF test results are shown in Table 4. The t-statistic value is less than the critical value under the test level of 1, 5 and 10%. The probability is less than the significance level, indicating that the series is stable.
TABLE 4 | ADF test of CEA benefit.
[image: Table 4]The autocorrelation (AC) and partial autocorrelation (PAC) coefficients of the series are shown in Supplementary Table SA1. When they fall within the double standard deviations, and the probability corresponding to the Q-statistic is greater than the confidence level of 0.05, there is no significant correlation between the series at the significance level of 5%.
The series is tested by a square correlation graph of residuals, as shown in Supplementary Table SA2. Its autocorrelation and partial autocorrelation coefficients fall beyond the double standard deviations. The p-value corresponding to Q-statistics is less than 0.05, which indicates the ARCH effect.
Based on the above tests and analysis, the ARCH effect exists in the logreturns of the carbon price, so the EGARCH model can be used to estimate and predict the sample data of the series. The series is imported into the econometric software Eviews8.0 to obtain empirical results, as shown in Table 5. The coefficients of each variable in the model have significant effects at the significance level of 0.05, and the carbon price estimation model can be established. The residuals, logreturns and conditional standard deviation of the carbon price estimation model from July 2021 to December 2021 are shown in Figure 4, which indicates that the logreturns and residual series have the same distribution.
TABLE 5 | Parameter estimates of CEA benefit sample for July 2021 - December 2021.
[image: Table 5][image: Figure 4]FIGURE 4 | Residuals, logreturns and conditional standard deviation of the model in the estimation phase.
Electricity market clearing results
The carbon price from November 29 to 6 December 2021, is predicted using the logarithmic benefit model of carbon price obtained in the estimation phase. The historical data of the estimation phase before November 29 is used to predict the carbon price on November 29. The predicted simulated value is compared with the actual value of the carbon price. The real value of the carbon price on November 29 is also included in the estimation period. The carbon price on November 30 is predicted as above. The rest can be updated in the same steps as shown in Table 6. The relative errors of carbon price prediction are all within 4%. It is generally believed that if the value of mean absolute percentage error (MAPE) is lower than 10, or Theil inequality coefficient is between 0 and 1, the prediction accuracy of the model can be considered high. Therefore, the estimation model constructed above for the logarithmic benefit of the carbon price can better simulate the trend of the carbon price and is suitable for the analysis and prediction of the carbon market. The predicted carbon price of 45.03 RMB/t on December 6 is taken as the predicted carbon price of the d day in the coordinated trading strategy of the carbon and electricity market.
TABLE 6 | Forecasting of CEA benefit sample.
[image: Table 6]On the d-1 day, each unit makes the electricity market quotation according to the load demand of the d day (as shown in Figure 5). On the initial day, there is no carbon cost item in the unit generation cost model, and the carbon cost of the previous day is included in the generation cost model after the initial day. In order to avoid the uncertainty of carbon price fluctuation, all units are selected as risk-averse types, and [image: image]. Finally, the clearing electricity price in each period is shown in Figure 5.
[image: Figure 5]FIGURE 5 | System load and clearing electricity price.
According to the quotation of the CEPGU, the power output of each unit is shown in Figure 6. Unit 2 with a lower price prioritizes clearing, and the quoted quantity is preferentially satisfied, while units 1, three and 4 with a higher quotation can clear part of the quotations. Unit four can only be dispatched during peak load periods due to the high cost of generating power and the corresponding high quotation price. The units produce the carbon emissions, as shown in Figure 7.
[image: Figure 6]FIGURE 6 | Power output of CEPGU.
[image: Figure 7]FIGURE 7 | Carbon emission of CEPGU.
Carbon market trading results
Four CEPGUs trade with four non-power industry members in the carbon market. Their quota surplus and shortage, and marginal carbon emission abatement cost are shown in Table 7. In Table 7, when the surplus and shortage amount of quota is negative, it means that quota needs to be purchased; when it is positive, there is a surplus quota to be sold. Units 2, three and members 5, seven have quota surpluses, while units 1, four and members six and eight have quota shortages. All units and members are willing to trade quota, whose quoted price is according to marginal carbon emission abatement cost, and quoted quantity is according to quota surplus and shortage.
TABLE 7 | Information and market revenue of electricity market and carbon market members.
[image: Table 7]The simulation results of matching in the carbon market are shown in Figure 8. The quota supplier is member 7, member 5, unit three and unit two in ascending order of quotation price. The demand side of the quota is unit 1, unit 4, member six and member eight in descending order of quotation. The total quota supply is 19,123.65 tons, the total quota demand is 19,381.67 tons, and the final quota trading volume is 19,123.65 tons. As the total quota supply is lower than the total demand, member eight at the end of the quota demand curve becomes the marginal user of the transaction, which intends to purchase 4,300 tons of quota. However, the actual purchase quota is 4,041.98 tons. The average price quoted by marginal user member eight and unit two at the end of the quota supply and demand curve forms the final carbon clearing price of 44.39 RMB/t.
[image: Figure 8]FIGURE 8 | Carbon market clearing results.
The daily carbon emissions of CEPGU, the electricity market income, and the carbon costs of each unit and member are shown in Table 7. The carbon costs of the unit on this day are included in the generation cost model for the next day. Unit two and three get their negative carbon market cost (equivalent to positive income) by selling surplus quota with the clearing carbon price. The money paid by unit one and unit four to purchase the quota shortage with the clearing carbon price is the actual carbon cost of unit one and unit 4. If the unit does not participate in carbon trading, the money paid by it for the excessive carbon emission as its own marginal carbon emission abatement cost is the theoretical carbon cost. By comparing the theoretical carbon cost and actual carbon cost of units 1 and 4, the theoretical carbon cost is higher than the actual one. The two are deducted to obtain the remaining carbon cost, indicating that the power generation units can reduce their carbon emission cost by participating in the carbon market. The carbon emission trading system adds additional costs to high-carbon emitting generators. It encourages them to reduce carbon emissions by reducing power generation or upgrading or investing in low-carbon technologies. It also encourages the production of low-carbon power generation units or the use of extra revenue for low-carbon investment. Overall, the flow of carbon quota in the market reduces the total carbon cost of the market and promotes capital to tilt toward low-carbon power generation units.
CONCLUSION
Based on the carbon quota decomposition and carbon price prediction model, this paper constructs the generation cost model of the CEPGU and the quota trading decision model under the carbon and electricity markets framework. The EGARCH carbon price prediction model is considered to update to help make the coordinated carbon and electricity trading strategy on a short time scale. The coordinated trading strategy of the carbon and electricity market establishes the correlation between bid-winning power output and the surplus and shortage amount of carbon quotas. It realizes the coordination between the generation plan and the carbon quota level of CEPGU. The demanders of carbon quota, unit 1, unit 4, member six and member seven reduce their carbon cost by about 7.91, 3.85, 2.68 and 1.51% through participation in the carbon market. The coordinated trading process of the carbon and electricity markets matches the trading time scales of the two markets. It promotes the optimal allocation of production and carbon emission factors in the power sector. It also helps the clearing carbon price reflect the social marginal carbon emission reduction cost. This paper only considers the power generation side of the electricity market as the carbon market participant, and the next step is to introduce the demand side of the electricity market into the carbon market. The impact of other carbon price levels on the model will be considered in future research.
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Fossil energy is becoming increasingly scarce, and technological innovation to promote clean energy consumption and achieve the “dual carbon” goal has increasingly become the focus of discussion. Compared with the full coverage thermoelectric module design scheme, the optimized layout scheme uses fewer thermoelectric generation (TEG) modules, thus confirming that the more TEG modules that are not arranged, the better. This research provides a possible way to improve the output power of TEG system. This paper proposed a bald eagle search algorithm (BES) scheme to optimize centralized TEG array reconfigures, which has not been previously employed to achieve a fast and effective tracking of the maximum power point tracking (MPPT) under non-uniform temperature difference (NTD) condition. In order to efficiently seek the global MPP (GMPP) under NTD condition, a BES algorithm is adopted to TEG reconfigures arrays to evidently improve the global searching ability of BES algorithm through the previous searching results. Furthermore, the main method in this paper is preliminarily verified on MATLAB. Both simulation and experimental results show that BES algorithm can significantly improve the convergence accuracy and output power.
Keywords: maximum power point tracking, non-uniform temperature distribution, TEG array reconfiguration, bald eagle search algorithm, global maximum power point tracking
INTRODUCTION
In recent years, rapid industrial globalization and economic growth have promoted the significant growth of global power demand (Li et al., 2018). Thus far, traditional fossil energy, e.g., coal, oil, natural gases, are still the main source of power generation. The fossil energy resources are being depleted because a large part of them is needed during power generation. Besides, greenhouse gases that cause many environmental problems are produced during the process (Liu et al., 2016; Zeddini et al., 2016; Bijukumar et al., 2018; Mamura et al., 2022). In order to address these problems, renewable energy, as a greener and sustainable alternative, attracts much attention. However, in the process of generating power by clean energy, a large amount of heat has not been effectively utilized. Therefore, using the thermoelectric effect for thermoelectric generation (TEG) to realize waste heat recovery becomes a very challenging and promising alternative (Matthew and Jae, 2015).
TEG is the method to generate power on the basis of Seebeck effect of thermoelectric materials, among which semiconductor materials are most widely utilized. One end of P-type materials and N-type materials are connected to form a P-N junction. The carrier concentration at the high-temperature end of P-N junction material is higher than that at the low-temperature end (Liu et al., 2020). The carrier begins with diffusing from the high-temperature end to the low-temperature end, forming a potential difference at the low-temperature open end. In addition, TEG has outstanding advantages such as small volume, light weight, no noise and no maintenance, high reliability and long service life (Yang et al., 2020). Therefore, TEG has been widely used in many application fields, such as solar thermoelectric power generation system, cogeneration system, energy-saving buildings, automobiles, biomass fuel hot oil heater, combined heat and power system (CHP), and so on (Zhang et al., 2019).
However, the frequent change of temperature difference leads to the unstable output power of TEG module (El-Dein et al., 2013). Therefore, it is of great essence to efficiently and accurately to adjust the optimal electrical working point in order to improve the utilization of waste heat and ensure the maximum power point tracking (MPPT) during the operation of TEG module. For example, in reference (Jian et al., 2021), a DC-DC converter adopting the incremental conductance (IC) method to realize MPPT was proposed. Compared with the MPPT method based on perturb and observe (p&O), MPPT based on integrated circuit has higher voltage gain and converter efficiency. Besides, reference (Ge et al., 2021) proposed a new high frequency injection (HFI) scheme, which injects high frequency signals into the system and takes the observed disturbances as feedback to control the operating conditions of TEG and reach the maximum power point (MPP).
In general, the above methods have simple structures and high reliability. However, TEG system usually operates under non-uniform temperature difference (NTD) conditions caused by incongruent heating time and distance from the heat source, in which multiple MPPs will occur (Shahbaz et al., 2020). In addition, TEG needs plenty of converters to assure a relatively high generation efficiency under NTD conditions. Therefore, compared with a string-type TEG system or modularized TEG system, a centralized TEG system only needs one converter, which can greatly reduce such converter’s costs and long-term maintenance costs in the future (Sun et al., 2020). Thus, a series of MPPT strategies have been proposed to realize the MPPT of the centralized TEG system and reduce the operation costs under NTD conditions. For example, reference (Fernández-Yáñez et al., 2021) adopted a novel adaptive compass search (ACS) for MPPT of centralized TEG system under NTD condition. Compared with the original compass search (CS) relate to fixed sequence, ACS adopted an adaptive exploration direction sequence, which efficiently improved the ability to seek the global MPP (GMPP). Meanwhile, in work (Luo et al., 2021), a fast atomic search optimization (FASCO) was proposed to find the GMPP from multiple local MPPs (LMPPs). In which, in order to enhance the convergence speed and obtain high-quality solutions, the Euclidian distance ratio of original atom search optimization (ASO) was used to adaptively update according to the dynamic optimization results and the number of neighborhoods of each atom. Furthermore, a novel greedy search based data-driven (GSDD) method was designed to realize the LMPP under NTD condition (Yang et al., 2019), which adopted two-layer feedforward neural network to accurately fit the curve between power output and controllable variables according to the real-time updated operation data. Thus, based on the approximation curve, the GMPP was effectively approached from the reduced search space.
In addition, due to the huge cost of centralized TEG system control, MPPT technology is difficult to be implemented in large power plants. Due to the similarity to the optimally reconfigure PV arrays under partial shadow conditions (PSC) for real-time maximum power extraction (Chakraborty et al., 2006). Thus, the reconfiguration of the temperature difference array is considered as a satisfactory solution, which can minimize the negative impact of NTD and maximize the output power of the temperature difference array (Gavhane et al., 2017). Its basic principle is to rearrange the temperature in the same rows of temperature difference array through 1) diagonal 2) outer 3) centre and 4) random to balance the impact of NTD (Zhang et al., 2022). Inspired by the reconfiguration of PV arrays (Fathy, 2018; Fathy, 2020; Lamzouri et al., 2020), this paper proposes a novelist bald eagle search algorithm (BES) for the reconfiguration of TEG arrays to improve power generation efficiency.
The rest of this paper is as follows: Section 2 introduces the physical model and mathematical model of TEG; Section 3 introduces the mechanism and principle of the BES algorithm, and describes the fitness function and constraints of the temperature difference reconstruction based on the BES algorithm. In Section 4, the superiority of the BES algorithm is proved by comparing the optimization results of the BES algorithm with the GA algorithm. Finally, Section 5 provides several practical conclusions and prospects for future research.
2 THERMOELECTRIC GENERATION SYSTEM MODELING
2.1 Modelling of thermoelectric generation module
2.1.1 Physical modelling of thermoelectric generation module
TEG is a solid-state device that makes use of cold and hot temperature difference convection to generate power on the basis of Seebeck effect. Generally, it consists of a group of small thermoelectric modules where two semiconductor pins (one doped p and one doped N) are electrically connected in series and thermally in parallel. The interior is divided into cold and hot pole where thermal energy is supplied at hot pole and thermal energy not converted into electric energy is output at the cold pole. The typical physical model of TEG module is shown in Figure 1 When one end of the device is in a high temperature state and the other end is in a low temperature state, electromotive force will be formed in the circuit. Generally, in the application of thermoelectric power generation, multiple PN junctions are connected in series to form a thermoelectric conversion module (Hasanien et al., 2016; Yousri et al., 2022).
[image: Figure 1]FIGURE 1 | Physical model of a TEG module.
2.1.2 Mathematical modelling of thermoelectric generation module
On the basic of Figure 1, the equivalent TEG module circuit indicates that TEG module can be modelled as a voltage source connected in series with an internal resistor. The values of voltage source and resistance vary with temperature, the mathematical relation between voltage source and temperature can be describe as
[image: image]
where [image: image] and[image: image] denote the temperature of the hot and cold hole of TEG, respectively; [image: image] called Seebeck coefficient reflects the Seebeck effect of the material, the mathematical relationship between [image: image] and temperature can be expressed as
[image: image]
where [image: image] represents the fundamental portion of Seebeck coefficient; [image: image] is the variation rate of Seebeck coefficient;[image: image] and [image: image] denotes the even temperature and the temperature reference, respectively.
When TEG module is connected to load [image: image], the current flowing the circuit and the corresponding generated power output power can be written as
[image: image]
[image: image]
where [image: image] represents the load connected to TEG; [image: image] is the equivalent internal resistance of a TEG module.
2.2 Modelling of thermoelectric generation system
TEG system connects TEG modules in series and parallel configurations to generate desired output power. A [image: image] topology of TEG array is shown in Figure 2 indicates the equivalent circuit of individual TEG module and the column of TEG array. The open-circuit voltage and internal resistance of TEG module in row i, column j is represented as [image: image] and [image: image], likewise, the open circuit voltage and internal resistance of the j column of TEG array are represented as [image: image] and [image: image], respectively.
[image: Figure 2]FIGURE 2 | Topology of M × N circuit of TEG system.
The relationship between the equivalent circuit of individual TEG module and the equivalent circuit of the corresponding column of TEG array can be described as
[image: image]
[image: image]
The output current of TEG system, [image: image] can be given as Eq. 7. Likewise, the output voltage [image: image] of TEG system can be described as Eq. 8.
[image: image]
[image: image]
Therefore, the output power [image: image] of TEG system can be derived from [image: image] and [image: image] as Eq. 9.
[image: image]
Furthermore, the substitution of temperature into Eq. 9 to indicate the relationship between temperature and [image: image] can be obtained as Eq. 10.
[image: image]
where [image: image] denotes the load connected to TEG system.
3 DESIGN OF BALD EAGLE SEARCH FOR THERMOELECTRIC GENERATION ARRAYS RECONFIGURATION
3.1 Principles of bald eagle search algorithm
3.1.1 Selecting the search space
The bald eagle randomly selects the search area, and determines the best search position by judging the number of prey, which is convenient for searching for the prey. At this stage, the bald eagle position [image: image], new update is determined by multiplying the prior information of random search by α. The mathematical model of this behavior is described as
[image: image]
where [image: image] represents the control position variation parameter, the variation range is (1.5, 2); [image: image] is a random number between (0, 1); [image: image] is the best search position determined by the current vulture search; [image: image] is the average distribution position of bald eagles after the previous search; [image: image] is the position of the ith bald eagle (Krishnan et al., 2020).
3.1.2 Search space prey
The bald eagle flies in a spiral shape in the selected search space to search for prey, accelerate the search process, and find the best dive capture position. The mathematical model of the spiral flight uses the polar coordinate equation to update the position as follows:
[image: image]
[image: image]
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[image: image]
where [image: image] and [image: image] are the polar angle and polar diameter of the spiral equation, respectively; 𝑎 and 𝑅 are the parameters that control the spiral trajectory, and the variation ranges are (0, 5) and (0.5, 2) respectively; rand is (0, 1) random numbers, [image: image] and [image: image] represent the position of the bald eagle in polar coordinates, and the values are (-1, 1). The position of the bald eagle is updated as follows:
[image: image]
where [image: image] is the next update position of the ith bald eagle.
3.1.3 Diving to capture prey
The bald eagle quickly dives from the optimal position in the search space to fly to the target prey, and other individuals of the population also move to the optimal position and attack the prey at the same time. The motion state is still described by the polar coordinate equation, as follows:
[image: image]
[image: image]
[image: image]
The update formula for the position of the bald eagle in the dive is:
[image: image]
[image: image]
where [image: image] and [image: image] represent the movement intensity of the bald eagle to the optimal and central position, and the values are (1, 2).
3.2 Bald eagle search algorithm design for thermoelectric generation reconfiguration
3.2.1 Fitness function
Since the output power generated by each TEG module is constant. In particularly, the operating point may deviate from the maximum power point, such as when parallel TEG module operates under NTD conditions. However, the result is a sharp drop in output power. Therefore, in order to improve the output power of the TEG module and reduce the mismatch loss, it can be improved by reconfiguring the temperature of the TEG array. The maximum output power ([image: image]) as follows:
[image: image]
where [image: image] and [image: image] are the current and voltage of the hth column.
3.2.2 Constraint condition
The refactoring principle of TEG is that TEG arrays are only swapped with other arrays in the same row. In addition, reconfigurable variables should satisfy the following conditions.
[image: image]
where [image: image] represents the electrical switch state of the ith row and the jth column arrays.
3.2.3 Execution process
The corresponding schematic flowchart is demonstrated Figure 3.
[image: Figure 3]FIGURE 3 | The flowchart for TEG reconfiguration.
4 CASE STUDIES
The array reconfiguration was carried out for six different HTD patterns (i.e., 1) diagonal 2) outer 3) centre and 4) random for a TEG array with a 9 × 9 topology. Furthermore, the results were derived from the optimization of BES algorithm, which were compared with the results without reconfiguration. In addition, the maximum number of iterations K, the population size Pop as well as the number of independent runs Nrun were set at 30, 40, and 50, respectively. All the simulations were executed on MATLAB/Simulink 2019b via a personal computer with an IntelR CoreTM i5 CPU at 2.9 GHz and 16 GB of RAM.
4 1 9 × 9 symmetric thermoelectric generation array
This section provides a comprehensive and holistic comparison of the reconfiguration optimization of BES algorithm in the four temperature modes with the unreconfigured output power. In particular, the four NTD distributions in a 9 × 9 symmetric TEG array are shown Figure 4, where the numbers on each block represent the temperature of the module, and different colors represent different temperatures Figure 5 shows the V-I and P-I curves of a 9 × 9 symmetric TEG array after reconfiguration. Among them, especially under the conditions of random temperature difference and central temperature difference, the maximum output power obtained by BES algorithm after reconstruction and optimization is 26.05 and 15.96% higher than the maximum output power obtained without reconstruction and optimization. In addition, as shown Figure 6, after the optimization of BES algorithm, the multi-peak phenomenon disappears Figure 7 shows the 9 × 9 symmetrical distribution of high and low temperature TEG arrays for each NTD condition after reconfiguration based on BES algorithm.
[image: Figure 4]FIGURE 4 | Four NTD patterns in the 9 × 9 symmetric TEG array.
[image: Figure 5]FIGURE 5 | Output characteristics curves of a 9 × 9 symmetric TEG array. (A) V-I curve. (B) P-I curve.
[image: Figure 6]FIGURE 6 | The V-I and P-I curves with and without the optimization. (A) V-I curve. (B) P-I curve.
[image: Figure 7]FIGURE 7 | Four NTD patterns in the 9 × 9 symmetric TEG array after reconfiguration.
In addition, Pmax, Pmin, Pavg, and STD in Table 1 are the maximum, minimum, average and standard deviation of the output power in 20 independent runs. This has a certain reference value for evaluating the reliability and standard deviation of TEG arrays using the BES algorithm. It can be seen that the optimization performance of the BES algorithm is obvious, and the maximum output power of the TEG system is improved. In the four NTD modes (for example, 1) diagonal 2) outer 3) centre and 4) random), the power enhancement values of the maximum power are 7.113, 2.558, 4.030, and 6.778%, respectively. In summary, BES algorithm can be closer to GMPP through population search. Through a simple optimization mechanism and a single search rule, the reconstruction power of the TEG array can be significantly improved, and the power loss can be effectively reduced.
TABLE 1 | Output optimal power obtained by BES algorithm under HTD conditions.
[image: Table 1]5 CONCLUSIONS
This paper designs an innovative reconfiguration technology based on bald eagle search algorithm for centralized TEG system under NTD condition, which main findings/contributions can be drawn as follows:
1) A technology of centralized TEG system reconfiguration optimization is proposed for the first time, which is similar to PV reconfiguration, to improve maximum power and make the P-I characteristic curve return to single peak. The paper proposed a bald eagle search algorithm to optimize centralized TEG system reconfigures arrays, which has not been previously employed to achieve a fast and effective tracking of the MPPT under NTD conditions;
2) Compared with GA algorithms, The algorithm has strong global search ability and can effectively solve various complex numerical optimization problems, which also adopts a more prominent exploration search for approximating the GMPP of centralized TEG system reconfigures arrays under NTD conditions. Therefore, it can obtain a high-quality GMPP with a higher speed and convergence stability than GA algorithms;
3) BES algorithm based MPPT technique is developed for centralized TEG system reconfigures arrays that owns the lowest costs of converter maintenance, and the wasted heat can be efficiently reused and recycled during the industrial process. This paper comprehensively considers the impact caused under NTD conditions and simulates the actual temperature distribution including two types of wasted heat. Besides, a design of electrical switching arrangement is performed for 9 × 9 symmetric TEG arrays so that it can easily deal with any NTD conditions.
Finally, compared with GA algorithms, a bald eagle search algorithm is also a model-free algorithm, which is highly independent of the specific mathematical model of the optimization problem. Hence, it has high application flexibility and can be employed to other optimization problems of energy conversion, such as MPPT of PV systems.
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Uncertainty and randomness in demand and supply bring significant challenges to the stable operation of the grid and the scheduling planning of multi-energy sources. To solve these challenges, we propose and analyze a multi-energy dispatching model which minimizes the total cost and enhances the efficiency of supplying power. Specifically, we design matching algorithms that simulate an appropriately scaled sequence of stochastic EV demand. We also analyze four different energy dispatching scenarios proving that the scheduling model and the multi-energy synergistic microgrid structure can bring higher efficiency and lower costs. Our main contribution is using a simulation approach to take EVs into account for demand-side uncertainty, which significantly improves the efficiency of grid dispatch.
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1 INTRODUCTION
Most electricity has been produced through fossil fuels (e.g., coal, natural gas, and oil) with depleting reserves and unstable prices. They emit large amounts of greenhouse gases, which are very unfriendly to the environment (Akram et al., 2018). In order to ensure reliable and environmentally friendly power generation, renewable energy sources are increasingly becoming alternatives to fossil fuels. However, as the inherent intermittency of renewable energy generation imposes significant forecast uncertainty on the supply side, it leaves a fundamental challenge for grid energy dispatching (Hosseini et al., 2020).
In terms of the demand side, according to data from China’s Ministry of Public Security, as of the end of June 2022, the number of new energy vehicles in China has reached 10.1 million, of which EVs accounted for 80%. The growing number of EVs will produce new and unpredictable load conditions for the electrical networks (Buzna et al., 2021). However, affected by battery capacity and user behavior, the distribution of EV charging load has strong randomness (Huang et al., 2022), which cannot be ignored and will largely influence the energy dispatch decision from the demand side.
The decision maker must integrate regional renewable and traditional energy based on the above two uncertain factors. Therefore, the purpose of this paper is to propose a solution to dispatch microgrid energy. Considering the uncertainty of the arrival time and charging demand of EVs, this paper proposes a simulation model to optimize the interests of grid operators by modeling the uncertainty of various parts in the grid system and the demand for EVs. We brought the EV simulation data, the main grid load, and distributed solar power data into the optimization scheduling model. In order to improve the original load dispatching model, the satisfaction of the grid system with the uncertain charging demand of EVs is added to the objective function to measure the effectiveness of the dispatching model.
Compared with the existing research works on multi-energy microgrid dispatch, the significant contributions of this paper can be summarized as follows:
(1) We propose a multi-energy microgrid deployment method that considers supply and demand uncertainty. The microgrid system comprises distributed power sources, energy storage, and traditional energy sources. The numerical results show that our chosen deployment method has more robust reliability compared to microgrids with different energy structures.
(2) We propose a simulation-based optimal scheduling model. The model reconciles the uncertainty of EV access and charging with the uncertainty of distributed generation such as solar energy, considers critical factors such as carbon emissions and EV charging demand satisfaction, and converts the multi-objective scheduling problem into a single-objective decision. The optimal scheduling scheme is obtained using an exact solution method.
(3) Compared with existing research, our model not only effectively reduces the total cost of system operation but also improves the stability of the microgrid load and the satisfaction rate of EV random charging demand. The multi-energy synergistic microgrid structure has higher efficiency and lower cost under demand uncertainty providing solid practical guidance for grid energy dispatching.
This paper is structured as follows: The second section describes the relevant literature. Section 3 proposes the multi-energy microgrid energy optimal dispatch model considering the uncertain demand for EVs. Then, the simulation approach is introduced in Section 4. Section 5 is about the simulation results and discussion. The final part contains the conclusion, limitations, and future research.
2 LITERATURE REVIEW
Our work considers the uncertainty on the demand side of multi-energy systems. With the massive popularity of EVs, multi-energy system scheduling and system optimization operations face new challenges (Xu et al., 2018). EVs, bring new uncertainty to the demand side (Xu et al., 2018), which is reflected in the time when EVs are connected and off the grid, the uncertainties of charging demand, and the uncertainties of batteries (Pan et al., 2018). Leou et al., 2015 applied Poisson distribution to the model to determine the average number of EVs starting charging within each time interval when building the load behavior model of electric vehicle charging stations, as Poisson distribution is appropriate for models waiting for an occurrence. The charging demand for electric vehicles is related to the state of charge and driving distance. Li et al., 2019 and Wang et al., 2020 believed it followed a normal distribution. In this paper, considering the uncertain demand side of the multi-energy system brought by EVs, Poisson distribution is used to simulate the uncertain arrival and departure law of EVs, and normal distribution is used to simulate charging demand. Compared with other relevant literature, for example, Pan et al., 2018 classified EVs with the same access time and departure time into one cluster and divided a large number of EVs into several clusters, the processing method in our paper is more accurate. Furthermore, the simulation method reduces the computational burden compared with the study by Mobasseri et al., 2022, where the refueling demand of fuel cell EVs was simulated via scenarios.
Our work is also related to the literature on multi-objective optimization. Hong et al., 2013 and Liu et al., 2022 took multiple objectives, such as the economy and environment of the system, into account and used a genetic algorithm to solve the optimization problem. However, the results obtained by the meta-heuristic are not optimal, and the calculation process is complicated. Inspired by Wu et al., 2016, with the dual objectives of charging demand and the total cost considered, we deal with the multi-objective decision problem synthesized into a single objective problem, simplifying the calculation and results more accurately. In addition, the sensitivity test of [image: image] can provide a reference basis for decision-making. If [image: image] is approaching 0, it means that the model focuses on meeting EV charging requirements; otherwise, more emphasis is put on reducing the cost.
Collaborative scheduling of supply and demand in multi-energy systems has excellent economic and environmental benefits. Pan et al., 2018 analyzed and compared the optimization results of different energy center structures and found that introducing the power to gas and gas storage equipment can improve the system operation. In order to illustrate the influence of the microgrid structure on the scheduling scheme, this paper makes a more comprehensive and consistent comparison through several variables, including energy storage equipment, thermal power generation, and Evs orderly charging.
Table 1 compares this paper with other relevant literature.
TABLE 1 | Comparison of related literature.
[image: Table 1]3 MICROGRID LOAD OPTIMAL SCHEDULING MODEL
Considering the uncertainty of the arrival time and charging demand of EVs, this paper proposes a simulation model to optimize the interests of grid operators by modeling the uncertainty of various parts in the grid system and the demand for EVs.
3.1 Microgrid structure considering EVs’ load
It is assumed that there are multiple distribution subsystems in the power grid that will supply power to the entire microgrid, including thermal power, solar power, main grid and energy storage, while the three factors of microgrid base load, EV load, and grid electricity sales consume electricity. The multi-energy grid structure described in this paper is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Power grid system structure.
3.2 Assumptions and notations
In this typical energy system, in order to simulate the actual dispatching scenario of the microgrid as much as possible, and at the same time simplify the model within the allowable range, we formulate the following assumptions.
(1) EVs are not used as energy storage devices but as consumers and do not provide energy to the microgrid.
(2) The charging demand of each EV is uncertain, and the arrival time is also uncertain.
(3) Energy storage equipment and distributed power supply all supply power or store energy as a whole.
(4) The cost of the microgrid system in this paper is mainly composed of the following parts: the operating cost and startup cost of various equipment in the microgrid, the transaction cost between the microgrid and the main grid, and the cost of carbon emissions disposal. The carbon emission of the microgrid is mainly carbon dioxide, which is generated by fuel combustion and grid operation. Here we only consider the cost of carbon dioxide disposal.
The key mathematical notations used in this paper are listed in Tables 2, 3, 4.
TABLE 2 | Variable collections.
[image: Table 2]TABLE 3 | Decision variables.
[image: Table 3]TABLE 4 | Parameters.
[image: Table 4]3.3 Objective functions
The goal of optimal scheduling of microgrid system load is to minimize the total system cost, which can be divided into the following parts.
(1) If demand for EVs cannot be met due to the grid itself, there is a penalty cost per unit of unmet electricity.
[image: image]
(2) The operating cost of energy storage equipment, which will be incurred as long as there is power consumption.
[image: image]
(3) Cost of thermal power, including operating costs and fuel costs.
[image: image]
(4) Main network and micro-network transactions, microgrids generate additional revenue by selling excess electricity to the main grid.
[image: image]
(5) The start-up cost of thermal power equipment can be ignored if thermal power is not needed to supplement the electricity gap.
[image: image]
(6) Costs caused by carbon emissions, only carbon dioxide emissions and disposal are considered here.
[image: image]
where [image: image] represents the total amount of carbon emissions, which is calculated as follow.
[image: image]
The multi-objective decision problem is synthesized into a single-objective problem and [image: image] is used to adjust the relationship between the objectives. When [image: image] is close to 1, the model focuses on satisfaction with EV charging demand, and when [image: image] is close to 0, the model focuses on reducing microgrid operating costs.
[image: image]
3.4 Model constraints
3.4.1 System balance constraints
Constraint Eq. 9 describes the power balance of power consumption and supply in the microgrid system. System load imbalance will have a considerable impact on electricity safety.
[image: image]
3.4.2 Related constraints of EVs
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Constraint Eq. 10 represents energy conservation in an EV charging state. Constraint Eq. 11 describes the charging capacity limit for EVs. Constraint Eq. 12 characterizes the quantitative relationship at critical moments, such as the arrival of EVs and the start of charging. Constraint Eq. 13 limits the charging power of each EV within a specific range, and the upper and lower limits of the charging power are both 0 when not charging. Constraint Eq. 14 describes the power grid climb power limit, which means the power change between two time periods cannot exceed a particular value.
3.4.3 Related constraints of energy storage equipment

[image: image]
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Constraint Eq. 15 represents the energy conservation equation for stored energy. Constraint Eq. 16 limits the charging and discharging power of the energy storage. Constraint Eq. 17 describes that the charging and discharging processes of the energy storage cannot proceed simultaneously. Constraint Eq. 19 represents the climb power limit.
3.4.4 Related constraints on solar power generation

[image: image]
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Constraints Eqs. 20, 21 represent distributed energy (solar) power constraints and ramp power constraints.
3.4.5 Constraints related to main grid transactions

[image: image]
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Constraint Eq. 22 limits the power limit of the microgrid to purchase and sell electricity from the main grid at each moment. Constraint Eq. 23 states that the power purchase and sale behavior of the microgrid cannot be carried out at the same time, and constraint Eq. 25 describes the climbing power of power purchase and sale.
3.4.6 Power supply constraints of thermal power generation

[image: image]
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Constraints Eqs. 26, 28 describe the power limits and ramp-up power limits for conventional energy generation.
4 SIMULATION
4.1 Simulation of uncertain arrival and departure times for EVs
In this model, uncertain variables are represented by simulation methods. Leou et al. (2015) proposed that the uncertain arrival law of EVs can be described by the arrival frequency per unit time, which can be simulated by Poisson distribution, as shown in Eq. 30.
[image: image]
where [image: image] is the average number of EV arrivals in unit time [image: image], and [image: image] is the number of EV arrivals in unit time [image: image].
The operating system used for this simulation is win10 × 64, and the programming language is Python 3.9. According to the actual situation, the departure and arrival peak times of private EVs in the city are 6:00–9:00 and 16:30–19:30. In this paper, a day is divided into 144 periods, each period is 10 min, and the origin of the coordinates is 12:00 noon to simulate the arrival and departure time of EVs, as shown in Figure 2.
[image: Figure 2]FIGURE 2 | The Number of EVs Arriving or Leaving in Period t.
4.2 Simulation of uncertain charging demand for EVs
Li et al., 2019 and Wang et al., 2020 proved that an EV’s state of charge (SOC) is related to the driving distance, and a normal distribution can represent the driving distance. Its probability density is shown in Eq. 31. The relationship between this and the charging demand is shown in Eq. 32.
[image: image]
[image: image]
where [image: image] is the percentage of the charging demand of the EV[image: image]to the total electricity, [image: image] is the actual driving distance of the EV, and [image: image] is the maximum driving distance of the EV.
The normal distribution [image: image] is used to describe the proportion of the EVs’ uncertain charging demand to its total power. The simulation results are shown in Figure 3.
[image: Figure 3]FIGURE 3 | Distribution of EVs’ charging demand (%).
5 RESULTS AND DISCUSSION
5.1 Scheduling results
The parameters and energy supply datasets of the microgrid system used in this study come from a set of typical datasets and parameter tables (Hong et al., 2013). The main grid load distributed solar power selected in this paper is shown in Table 5.
TABLE 5 | Typical baseload and solar powered power data.
[image: Table 5]Gurobi Optimizer (Version 9.1.2) was used to solve the model. After inputting a set of actual parameters, the solution result is shown in Figure 4.
[image: Figure 4]FIGURE 4 | Multi-energy power distribution in each period.
5.2 Analysis of scheduling results
Figure 4 depicts the grid maintaining power balance during one cycle of operation. The upper part describes the total power supply of the grid in each time interval, and the sources include solar power supply, energy storage discharge power, thermal power generation, and main grid power purchase power, and the lower part describes the power consumption of the grid in each time interval. Total power, including EV charging power, energy storage device discharging power, main grid electricity sales power, and basic load.
It can also be seen from Figure 4 that the charging peak period of EVs and the time of solar power generation hardly coincide, which is in line with common sense. During the daytime, solar energy is the main energy source, and the microgrid relies on energy storage and main grid transactions to maintain balance; at night, when EVs begin to charge, the microgrid mainly relies on thermal energy generation, energy storage discharge, and main grid transactions to maintain system balance.
Comparing the processing method of the multi-objective problem in this paper with the processing method in the related work (Pan et al., 2018) that also obtains the exact solution under the same example, the obtained time comparison is shown in Table 6.
TABLE 6 | Comparison with related work.
[image: Table 6]Pan et al., 2018 introduced the membership function into the multi-objective optimization problem. Considering that the optimal value of the objective function we need is the cost of system operation, which has practical significance, this method will become relatively complicated in this scenario.
Adjust the value of [image: image] to obtain the cost caused by unmet demand, total system cost, and demand satisfaction rate, as shown in Table 7.
TABLE 7 | Sensitivity analysis of cost weights.
[image: Table 7]It can be seen that the more decision-makers pay attention to the satisfaction rate of the microgrid for the uncertain demand of EVs, the lower the cost caused by the charging demand of EVs. However, at the same time, the total cost of the microgrid system will rise to a certain extent, which requires decision-makers to make a trade-off between satisfaction and cost to formulate a more economical and practical compliance scheduling scheme.
The energy storage system in the microgrid can absorb excess energy or release energy to compensate for the microgrid’s lack of energy and plays a crucial role in maintaining the stable distribution of the microgrid load. With the upgrading of technology or the increase in the number of energy storage devices in the microgrid, the energy storage capacity in the microgrid will also increase accordingly. When changing the microgrid’s energy storage capacity, set [image: image] to 0.7, the impact on the dispatching results is shown in Table 8.
TABLE 8 | Sensitivity analysis of energy storage.
[image: Table 8]Table 8 proves that as the capacity of the energy storage system increases, both the demand satisfaction cost and the total cost of the system show a downward trend, and the demand satisfaction rate continues to rise. This shows that decision makers can improve the economic and social benefits of microgrid charging for EVs by increasing the energy storage upper limit of the energy storage system.
As EV technology advances, EV battery capacity will also increase. Sensitivity analysis of the model is carried out with the change of the battery capacity of the EV, and the results are shown in Table 9.
TABLE 9 | Sensitivity analysis of EVs’ battery capacity.
[image: Table 9]Keeping the original electric vehicle arrival and demand distribution unchanged, and changing the number of electric vehicles connected to the system, the changes in related indicators are shown in Table 10.
TABLE 10 | Sensitivity analysis of total number of EVs.
[image: Table 10]The results in Tables 9, 10 show that holding other existing parameters constant, an increase in EV battery capacity and the total number of EVs leads to a decrease in charging satisfaction rates and an increase in total system cost. Decision makers need to increase the energy storage capacity of the microgrid or the energy supply capacity of thermal energy sources on time so that the microgrid system can adapt to this change and avoid significant changes in the total system cost and EV charging satisfaction needs.
5.3 Comparison of various microgrid configuration methods
In order to illustrate the influence of the microgrid structure on the dispatching scheme, this paper considers dispatching under two other microgrid configuration schemes. We designed four scenarios to compare the scheduling model under these three configuration schemes with the basic model under the EV disorder charging scenario. The four scenarios are described as follows.
Scenario 1: Basic model, that is, a microgrid scheduling model that considers the disordered charging of EVs under the constraints of total power.
Scenario 2: The microgrid structure includes distributed power, energy storage, and thermal energy generation, and EVs are charged in an orderly manner.
Scenario 3: The microgrid structure only includes distributed power and energy storage, and EVs are charged in an orderly manner.
Scenario 4: The microgrid structure includes distributed and thermal energy sources, and EVs are charged in an orderly manner.
Under the condition that the weight [image: image] is taken as 0.7 and the other main parameters remain unchanged, the average charging power of EVs in each period in the four scenarios is shown in Figure 5.
[image: Figure 5]FIGURE 5 | Average charging power of EVs in each time period under four scenarios.
Under the three scenarios of orderly charging of EVs, the charging demand at the peak period has been allocated more orderly manner. The disordered charging of EVs in Scenario 1 causes the microgrid to allocate a large amount of charging load during the afternoon-evening period. The curves of scenario 2 and scenario 4 are similar, the demand is evenly scheduled in each period, and the load fluctuation is slight. The curve of Scenario 3 is more volatile and tends to shift more charging demand to the early morning hours.
Next, the total cost, demand satisfaction rate, and microgrid load variance of the last three scenarios are compared, as shown in Table 11.
TABLE 11 | Comparison of cost, demand satisfaction rate and load variance for scenarios 2–4.
[image: Table 11]The cost, demand satisfaction rate, and load variance of scenario 2 are better than those of the other two scenarios. The indicators of scenario 4 are better than those of scenario 3 because there is no energy storage device in Scenario 4; excess or missing energy can be directly sold or supplemented through the primary grid, so there are additional benefits, and the load is relatively stable. In Scenario 3, no part is missing from thermal energy supplements, and the energy storage capacity can only be reasonably arranged. More costs will be invested in purchasing electricity from the primary grid.
Based on the above comparison results, our model not only effectively reduces the total cost of system operation but also improves the stability of the microgrid load and the satisfaction rate of random charging requirements for EVs. At the same time, it also shows that under uncertain demand, the multi-energy synergistic microgrid structure has higher efficiency and lower cost.
6 CONCLUSION
This paper proposes a multi-energy scheduling model for microgrids based on the simulation method, which uses Poisson distribution and normal distribution to simulate the time point when EVs connect or leave the microgrid and the charging demand of EVs. In order to improve the original load scheduling model, the degree of satisfaction of the grid system with the uncertain charging demand of EVs is added to the objective function to measure the effectiveness of the scheduling model. Using a set of actual data as parameters to solve the scheduling model, the demand satisfaction rate can reach more than 90%, and the total cost in one cycle is about 40 million. The sensitivity analysis is carried out on energy storage capacity, the EV battery capacity, and the cost weight in the target, which shows that the stability of the model is good. In addition, this paper compares the scheduling models in three different scenarios with the existing models, proving that this scheduling model and the multi-energy synergistic microgrid structure can bring higher efficiency and lower costs.
However, this article also has the following shortcomings. Firstly, there have been many V to G modes, namely Vehicle-to-grid, a two-way interactive technology from EVs to the grid that can realize two-way electric energy storage (Cai Li et al., 2020). Therefore, the impact of the access of EVs on the power grid is not only limited to increasing the power grid load but also may provide power to the power grid. However, our article does not consider the impact of this aspect and only treats EVs as electrical energy consumables. In future research, the V2G mode can also be considered in the model through the way that the grid directly dispatches each EV connected with other power generation units in a unified manner, and adopt an intelligent algorithm to control the V2G operation of each vehicle to restore the reality of EV access to a greater extent.
Second, in fact, in the process of modeling, we only considered the costs of punishment, pollution control, operation, thermal power generation, foremost microgrid transactions, and constraints such as system balance, EV energy storage equipment, and distributed power sources. However, many other costs and constraints were still not considered and should be included in subsequent studies.
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New features like high penetration level, low inertia, and weak damping are decreasing voltage support capacity in the power system as it sees large-scale renewable energy source (RES) integration continuously. The reasonable solution to this challenge is developing an additional active voltage regulation function for voltage source converters (VSCs). This study proposes a droop-based active voltage control strategy for VSCs in large-scale RES-integrated power systems to make VSCs continue to operate and regulate the voltage at the point of common coupling (PCC) during a fault without causing overcurrent. In order to meet the requirements of RESs and grid code, all control boundary conditions are designed based on practical engineering data. Meanwhile, plant uncertainty and parameter disturbance are introduced into a robust stability margin analysis model based on the component connection method (CCM) and structured singular value (SSV) to improve the engineering application prospect. The effectiveness and feasibility of this control strategy are proved by logical deduction and practical simulation based on a generalized small-signal model.
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1 INTRODUCTION
Driven by the energy crisis and environmental pollution, the world energy structure is undergoing dramatical changes. Promoting low-carbon energy or RESs is a global consensus (Yuan et al., 2017; Wang and Blaabjerg, 2019); therefore, large-scale RESs integration is an inevitable status for a power system. Most of the RESs connected power grid by VSCs, and the time scales of their electrical characteristics are different from convention synchronous motor-dominated power systems. Therefore, PV stations and wind farms install a static VAR compensator (SVC), static VAR generator (SVG), or static synchronous compensator (STATCOM) to regulate voltage at PCC and the reactive power compensation equipment capacity value in each station no less than 10% of the station capacity according to the grid code. As power systems see large-scale RES integration continuously, features like low inertia and weak damping make reactive power compensation equipment in the power system no longer sufficient for voltage regulation (Sun et al., 2015; You et al., 2017; Wang et al., 2020; Zhuo et al., 2021). On the other hand, the efficiency of original relay protection, stable measures, and monitoring devices decreases with the dramatic increase of power electronic equipment in the large-scale RES-integrated power system, especially during a fault. Su et al. (2021) gives an on-site engineering test for PV stations and wind farms in an AC–DC hybrid power grid under extreme fault conditions, with over three quarters of SVC and SVG blocked or disconnected from the grid. Meanwhile, RESs have the capability of disturbance-rejection under extreme fault conditions after parameter modification or equipment upgrading. So, it is reasonable for RESs to regulate voltage at PCC (GE et al., 2007; Lu et al., 2018; Lu, 2020).
The VSC control strategy can be divided into grid following and grid forming. VSCs in PV stations and wind farms adopt active and reactive power decoupling control (Su et al., 2020), which usually operates with a constant unit power factor. SVC, SVG, or STATCOM is reactive power sources for each RES (Ma et al., 2018). RESs could control their active and reactive power flexibility only if all the equipment operates with the same static/dynamic characteristics and communicate with each other without time delay. There are a large number of VSCs scattered geographically in PV stations and wind farms (Mahdian Dehkordi et al., 2017a; Mahdian Dehkordi et al., 2017b; Han et al., 2018; Wei et al., 2021; Xiao et al., 2021) with different dynamic response characteristics. It is difficult to achieve precise reactive power distribution in small time scale using a centralized control strategy in existing automatic voltage control (AVC). The autonomous response without global coordination cannot meet coordinated voltage support at PCC. On the other hand, active voltage regulation requires autonomous response and adaptability in static and transient stability. In addition, overcurrent, reactive power shortage, and time delay are the main obstacles for voltage regulation control in VSCs.
VSCs with grid-forming control operate with self-built voltage/frequency and respond to the disturbance autonomously which is independent of communication (Li et al., 2016). A virtual synchronous generator (VSG) and robust droop control are promising grid-forming control strategies, since VSCs operate as an equivalent voltage source and synchronized through power synchronization (Zhang et al., 2010; Zhong and Weiss, 2011; Zhong et al., 2014; Natarajan and Weiss, 2017; Rodriguez et al., 2018; Wei et al., 2022). Due to a synchronization mechanism and power-sharing design, the VSC switching process has a great impact on the other units. VSC parallel operation control analysis introduces plant uncertainty in modeling, parameter design, and stability analysis to characterize on-site practical engineering features. Sumsurooah et al. (2013) propose instruments to model and analyze the VSC system with uncertainty to represent perturbation effects such as system parameter variations. Sumsurooah et al. (2018) give insights into robust stability measure µ for equilibrium point stability with multiple parametric uncertainties and make the µ approach application-friendly. Le et al. (2020) develop a state–space model for VSCs to operate as VSG under time-delay and parameter uncertainty using the Lyapunov stability theorem and linear matrix inequality to obtain conservative time-delay uncertainty stability conditions and calculate its time-delay stability margin.
VSC output impedance is another engineering application for VSC dynamic stability analysis because of its intuitive physical meaning. First, the impedance matrix in different coordinate systems is developed based on a small-signal model, and then the output impedance and return matrix of grid impedance can be determined according to the Nyquist stability criterion. It allows to locally assessing converter stability by applying the Nyquist stability criterion to the ratio between the equivalent output admittance of the converter and the equivalent grid admittance at the converter terminals. However, it cannot reflect the overall operation status of the whole system. Le et al. (2020) and Xiao et al. (2021) establish a state–space equation and determine its stability based on the state matrix eigenvalue. Both methods are only applicable to a specific operating point. For engineering application, on-site operation of inverters interfaced to the grid exhibit the need for applying the multivariable control theory.
In order to coordinate the operation of VSCs and exploitation of their reactive power potential, this study presents a distributed control strategy instead of AVC (automatic voltage control)-based centralized control. The proposed droop-based active voltage regulation control enables VSCs continue to operate and regulate voltage at the point of common coupling (PCC) during a fault without causing overcurrent. The active voltage regulation control is achieved by detecting the PCC voltage and regulating the dynamic voltage actively with its output reactive power. Control strategy errors are inevitable in engineering applications which deteriorate system performance. The proposed control strategy is designed based on practical engineering data, and plant uncertainty and parameter disturbance are introduced into a robust stability margin analysis model based on a component connection method and structured singular value so that it improves the engineering application prospect. The main structure of this study is organized as follows:
The main circuit and control circuit topologies of grid-connected VSCs are shown in Section 2. Then, an active voltage control strategy for VSCs is proposed and discussed, so that converters operating in parallel can automatically share the output reactive power and ensure that the converter output does not exceed the limit as shown in Section 3. In Section 4, the system-level small-signal model of multi-VSCs is presented regarding to the plant uncertainty and parameter deviation for engineering application and design. Taking into account the perturbation effects such as system parameter variations that can occur in their physical plants, the control parameters’ influence on system stability is analyzed, and the stability margin is presented. The simulation model and case study are carried out in Section 5.
2 GRID-INTERFACED VOLTAGE SOURCE CONVERTER MODELING
2.1 Voltage source converter topology
The main circuit structure and control strategy of the grid-connected VSCs are shown in Supplementary Figure S1.
For the main circuit of VSCs shown in Supplementary Figure S1, the mathematical model in the dq rotating coordinate is established according to KVL and KCL.
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where [image: image] and [image: image] are dq-axis components of VSC output voltage. [image: image] and [image: image] are the dq-axis components of the VSC output current. [image: image] and [image: image] are dq-axis components of the output voltage at PCC. [image: image] and [image: image] represent the dq-axis components of the inductor current.
2.2 Voltage source converter control system
Supplementary Figure S2 gives a control block diagram for grid-connected VSCs based on their mathematical model with a compensator, and [image: image] is the inner loop transfer function.
Since the input reference [image: image] is a DC value, a PI compensator is designed as
[image: image]
where kpvac and kivac are proportional coefficients and integral coefficients, respectively. Then, an open-loop transfer function of VSC operating in the voltage regulation mode is
[image: image]
With determined system parameters, cutoff frequency [image: image] and phase margin [image: image] in the open-loop transfer function of the control system should be designed to meet PCC voltage performance requirements. Therefore, [image: image] and [image: image] are designed based on the parametric equation and determined by [image: image] and [image: image]. In order to ensure power inner loop gain is 1 or
[image: image]
where the cutoff frequency [image: image] gives the control bandwidth of voltage response and should be much smaller than the power inner loop bandwidth [image: image]. In a mathematical model derivation process of this section, filter capacitor influence and dynamic characteristics of PLL are neglected since it is impossible to get the exact value of the power grid-equivalent inductance [image: image] in an actual operation. Therefore, the phase margin [image: image] should be wide enough to ensure system stability. A simple way is to set [image: image]; then, [image: image] is determined by the given cutoff frequency [image: image] and sufficient phase margin.
3 DROOP-BASED MULTI-VOLTAGE SOURCE CONVERTER CONTROL STRATEGY
3.1 Control strategy theoretical analysis
The equivalent circuit of multiple VSC parallel operation is shown in Supplementary Figure S3, where E is the grid voltage and [image: image] is the voltage value at PCC. [image: image] is load impedance, [image: image] and [image: image] are the voltage of the ith and jth VSC, respectively, and [image: image] and [image: image] are the output current. [image: image] is the equivalent internal impedance of the ith VSC, and [image: image] represents the virtual impedance of this VSC. [image: image] is the equivalent output impedance of the power grid.
In Supplementary Figure S3, ith VSC outputs active power [image: image] and reactive power [image: image] is
[image: image]
Since [image: image] is much smaller than [image: image], it is reasonable to conjecture [image: image] and [image: image]. Then, Eq. 6 is rearranged as
[image: image]
Also, output impedance is suppressed by introducing a current feedforward control loop [image: image] for simplicity. When [image: image] is much smaller than [image: image], the output impedance [image: image] of the ith VSC is resistive, and then output impedance [image: image] is approximately equal to [image: image]. Substituting [image: image] into Eq. 7, the output power characteristics of the ith VSC is
[image: image]
where [image: image] is the modulation output voltage amplitude of the ith VSC, which is controlled to track its reference value, and then the output active power is reciprocal to the virtual resistance for parallel operation VSCs. Supplementary Figure S4 gives the output power and voltage relationship curve of the ith and jth VSCs. The slope of each curve is determined by the VSC virtual impedance. When [image: image] equals to [image: image] and tune virtual impedance [image: image] double as [image: image], the output active power [image: image] is half of [image: image]. The same procedure may be easily adapted to obtain control reactive power Qi half as [image: image] by virtual impedance. The theoretical analysis shows that the VSC output power relies on [image: image] by following the control law, and the droop characteristic is shaped naturally with [image: image] dominating the output impedance of VSCs.
3.2 Design control parameters
When paralleled VSCs operate in the active voltage regulation mode, the output characteristics of ith VSC is designed as shown in Supplementary Figure S4 and Eq. 8. The output voltage reference of VSCs in the PV station and wind farm is constrained by the grid code requirements as disturbances like overvoltage/undervoltage protection will shut VSC. So, the voltage constraint is
[image: image]
Substituting the constraints into Eq. 8, then it is rearranged as
[image: image]
It can be deduced as
[image: image]
In parallel operation, to ensure that the VSC output voltage does not exceed its critical value, the inequality constraint and control sensitivity of Eq. 11 should be comprehensively considered.
4 ROBUST DYNAMIC STABILITY ANALYSIS
4.1 Uncertain system modeling
On-site plant uncertainty is introduced in the modeling process to guarantee the control effect and robustness in engineering application. The basic idea in modeling an uncertain system approach is introducing an independent control loop to represent plant uncertainty and separate stochastic perturbation from the nominal system where disturbance elements are bounded values, as shown in Supplementary Figure S5. The linear fractional transformation method is applied to model the multiple perturbation-embedded physical system, where u is the input, y is the output, and x is the state variable. Supplementary Figure S5A shows the generalized state–space model, and uncertainties are pulled out of the system and formulated in the matrix ∆ as shown in Supplementary Figure S5B. Then, the M-∆ structure is established based on the state variable in Eq. 12. Subsequently, the M-Δ structure shown in Supplementary Figure S5B is established based on input u, u’ and output y, y’ as follows:
[image: image]
Therefore, (I-M11∆)−1 is the only term that causes system global instability, and the stability margin is decided by subsystem M11. Supplementary Figure S5D gives the detailed M11Δ structure which can be seen as an extraction of the transfer function matrix. Then, uncertain system modeling mainly focuses on M11 and SSV. The smallest structured Δ (measured in terms of the largest singular value s (Δ)) makes the matrix I−MΔ singular.
[image: image]
According to the aforementioned theoretical analysis, plant parameter inaccuracies, system nonlinearities, control data acquisition, and communication delay are the main reasons of system uncertainties. It is proved that these uncertainties are dominated by system angular frequency. So, the uncertain system modeling process is intuitively simplified as adding perturbations to the nominal plant in a multiplicative way which regroups the plants as
[image: image]
When VSC operates at its normal state, matrix Δ is not bigger than 1. The amplitude is set close to engineering situations of 20% at low frequency and increases till 450% at high frequency as shown in Supplementary Figure S6. The chosen weight accounts for low-frequency uncertainties due to parametric uncertainty, as well as high-frequency neglected dynamic effects or resonant effects from nearby VSCs.
4.2 System small-signal modeling
The global system state–space model of VSCs operating in parallel is derived by applying the CCM method, as shown in Supplementary Figure S7. Subsystem modular is connected to each other with interconnection matrices, and then the whole state–space representation is given as
[image: image]
As shown in state–space Eq. 15, the coefficient matrix A∑, B∑, C∑, and D∑ are, respectively, given as
[image: image]
Interconnection matrices L indicate connections between inputs and outputs of the subsystems. The coefficient matrices A, B, C, and D are sparse block diagonal matrices obtained from the state–space matrices of single subsystems. The detailed information is given in Supplementary Material S1.
[image: image]
5 SIMULATION AND EXPERIMENTAL VERIFICATION
5.1 Simulation model and parameters
The simulation model of Supplementary Figure S1 is built in the MATLAB/Simulink platform to verify feasibility and effectiveness of the proposed droop-based active voltage regulation control for VSCs. VSC#1 and VSC#2 work in parallel operation and coordinate with each other to control the PCC voltage. The simulation model parameters are shown in Supplementary Tables S1,S2.
5.2 Stability margin analysis
According to the uncertainty representation shown in Supplementary Figure S6, the SSV analysis is applied to evaluate system stability. Parameters listed in Supplementary Tables S1,S2 are aligned with the case studied in Section 2. The system’s robust stability margin is shown in Supplementary Figure S8. The µ-factor of control parameter virtual impedance scanning varies from 0.5 to 2 p.u. The output power short circuit ratio (SCR) varies from 1.5 to 10, and the low-pass filter (LPF) shear frequency varies from 20 to 200 rad/s as shown in Supplementary Figure S8. VSC robust stability increases along with virtual impedance and an increase in SCR. However, an increase in output power and shear frequency reduces the stability margin.
5.3 Case study
A simulation model is developed based on topology given in Supplementary Figure S3, where VSC#1 and VSC#2 are connected in parallel with the grid at PCC. Resistance–inductance load in Supplementary Table S1 is designed to simulate voltage disturbance at PCC. Both VSC#1 and VSC#2 are controlled by the proposed droop-based active voltage regulation control mode. VSC#1 operates in an active voltage regulation control mode at 0.2 s, and its virtual impedance set to 5 kΩ. VSC#2 operates in an active voltage regulation control mode at 0.3 s, and its virtual impedance set to 5 kΩ. At 0.4 s, a load connects in and disconnects at 0.6 s. Voltage fluctuation and reactive power and current response characteristics of VSC#1 and VSC#2 are observed. The virtual impedance value of VSC#2 at 0.7 s is adjusted, and VSC#2 at 0.8 s exits the operation and verifies the change of reactive power distribution among VSCs.
At 0.4 s, the voltage at PCC drops to 0.8 p.u when the load is connected as shown in Supplementary Figure S9. VSC#1 and VSC#2 detect PCC voltage falling and generate reactive power according to their virtual impedance as shown in Supplementary Figure S10. The dynamic response of VSC output current is shown in Supplementary Figures S11,S12. After about four circles of current-loop time constants, the system reaches a steady state. The PCC voltage returns to 0.99 p.u. Due to VSC#2 virtual impedance adjustment, the reactive power distribution between VSCs changes at 0.7 s, which corresponds to the virtual impedance ratio. The output reactive power of VSC#1 and VSC#2 is 10 kVar and 20 kVar, respectively, where Q1:Q2 = 2:1 and R1:R2 = 1:2. It is consistent with the conclusion of the theoretical analysis in Supplementary Figure S4.
When VSC#2 exits at 0.8 s, VSC#1 operates normally and outputs reactive power. The output current characteristics of VSC#1 are shown in Supplementary Figure S12. VSC#1 works normally without an inrush current. The control system ensures autonomous operation of the VSCs, and the power can be automatically distributed as shown in Supplementary Figure S13, according to the control law.
6 CONCLUSION
An active voltage regulation control strategy is proposed based on the grid-connected VSC working principle, and droop control characteristics are proposed to improve the stability in a large-scale RES-integrated power system. The proposed control strategy and control parameter design process are designed regarding to the plant uncertainty and parameter deviation for engineering applications which guarantee the control effect and robustness in PV stations and wind farms. The active voltage regulation and automatic response to the PCC voltage disturbance features improved the flexibility of VSCs in PV stations and wind farms significantly. The feasibility and effectiveness of the proposed active voltage regulation strategy are verified by logical deduction and practical simulation based on a generalized small-signal model.
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Transformer is one of the important components of the power system, capable of transmitting and distributing the electricity generated by renewable energy sources. Dissolved Gas Analysis (DGA) is one of the effective techniques to diagnose early faults in oil-immersed transformers. It correlates the concentration and ratio of dissolved gases with transformer faults. Researchers have proposed many methods for fault diagnosis, such as double ratio method, Rogers method, Duval triangle method, etc., but all of them have some problems. Based on the strong data mining capability and good robustness of AI techniques, many researchers introduced AI techniques to mine the features of DGA data. According to the characteristics and scale of DGA data, researchers select appropriate AI techniques or make appropriate improvements to AI techniques to improve diagnostic performance. This paper presents a systematic review of the literature on the application of artificial intelligence techniques for DGA-based diagnosis and for solving intractable problems in early transformer fault diagnosis, which include neural networks, clustering, support vector machines, etc. In addition to reviewing the applications of these intelligent techniques, the diagnostic thinking proposed in this literature, such as the introduction of temporal parameters for comprehensive analysis of DGA data and the extraction of optimal features for DGA data, is also reviewed. Finally, this paper summarizes and prospects the artificial intelligence techniques applied by researchers in transformer fault diagnosis.
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1 INTRODUCTION
The combined use of renewable and conventional energy sources reduces the proportion of fossil energy (Long et al., 2022). For the power grid, renewable energy is beneficial to reduce greenhouse gas emissions, improve energy efficiency, and achieve clean, efficient, reliable and economic power supply. Large-scale main transformers and medium and low voltage distribution transformers are widely distributed and occupy important positions in the power grid. For the non-linear, uncertain and highly complex distribution network heavily penetrated by renewable energy (Fu, 2022), the safety and reliability of transformers become particularly important. Many researchers perform fault diagnosis of transformers in terms of short-circuit impedance, frequency response, and many other aspects. These methods are off-line diagnosis methods. Although the accuracy or sensitivity of these methods is high, they cannot detect early transformer faults in time and waste human and material resources. Therefore, the researchers conducted online monitoring of the oil of the transformer, analyzed the dissolved gas in the oil, and then diagnosed the early fault of the transformer, and monitored the status of the transformer in real time.
Dissolved Gas Analysis (DGA) is a very effective diagnostic strategy that is widely used to diagnose early faults in oil-immersed transformers. In order to accurately diagnose transformer faults, researchers have proposed several DGA methods, including the critical gas method, Dornenburg ratio method, Rogers ratio method, IEC ratio method, Duval triangle method, etc. However, these methods have disadvantages such as coding defects, oversized coding boundaries, and critical value criterion defects, which affect the reliability of fault analysis. Each method has drawbacks, strict boundaries and hidden relationships (Yu et al., 2016). For example, the critical gas method requires the presence of a large amount of gas in the oil sample, which in some cases cannot be concluded. Therefore, improving the accuracy of identifying early transformer faults is a current research hotspot.
Intelligence techniques have now been widely used in transformer fault diagnosis with convincing results. Unlike traditional methods, artificial intelligence methods simulate the survival and other behaviors of living beings to make decisions and optimize real problems, and the methods target more general problem descriptions, which are generally more lacking in structural information, and are applicable to solve complex problems like transformer fault diagnosis. Intelligent techniques help to resolve the uncertainty of traditional DGA methods due to boundary problems and unresolved codes or multi-fault scenarios (Wani et al., 2021). Researchers have applied many artificial intelligence techniques to DGA fault diagnosis, such as neural networks (Duan and Liu, 2011; Wang et al., 2016; Qi et al., 2019; Yan et al., 2019; Yang et al., 2019, 2020; Luo et al., 2020; Velásquez and Lara, 2020; Mi et al., 2021; Taha et al., 2021; Zhou et al., 2021), support vector machine (SVM) (Wang and Zhang, 2017; Fang et al., 2018; Huang et al., 2018; Illias and Liang, 2018; Kari et al., 2018; Kim et al., 2019; Zeng et al., 2019; Zhang et al., 2019; Zhang Y. et al., 2020; Benmahamed et al., 2021), and clustering (Islam et al., 2017; Li et al., 2018; Misbahulmunir et al., 2020). These techniques involve statistical machine learning, deep learning, etc. Statistical machine learning and deep learning are not only core issues in the field of artificial intelligence, but also one of the hot research directions in electrical engineering today (Fu et al., 2020). Researchers have applied these techniques not only to improve and enhance the DGA method only, but also to combine multiple techniques so as to enhance the robustness of the diagnosis method. In addition, researchers have also used intelligent techniques to mine the information in gas data and find the correlation between gas data and faults from them in order to detect early faults in transformers more accurately.
This study reviews artificial intelligence methods used to diagnose oil-immersed transformers in order to improve diagnostic performance of transformer and enhance the stability and reliability of operation. This paper introduces the intelligent techniques that should be used for fault diagnosis, and compares and analyzes these techniques. Some researchers have also done some reviews in this research topic. Ravi et al. (2019) analyze the application of artificial neural networks, support vector machines, decision trees and plain Bayes in transformer fault diagnosis from the literature spanning 10 years. The authors point out that the development of new algorithms is necessary to improve diagnostic accuracy. Taneja et al. (2016) review and summarize both traditional methods of DGA and DGA-based intelligence techniques and hope that future research in this area will not be limited to one diagnostic method. Ge et al. (2018) review the application of improved DGA methods in transformer fault diagnosis in terms of AI algorithms combined with DGA techniques, improvement of traditional DGA techniques, and statistical methods for DGA interpretation. The authors find that the visual graphical method is more effective in diagnosis compared to the traditional code method, but there is still room for improvement. Compared with these review articles, this paper highlights the following differences. First, this paper summarizes and analyzes more AI techniques, such as clustering, deep learning, and DS evidence theory. Second, this paper also summarizes the ideas of previous studies, such as the treatment of imbalanced data, the selection of the most optimal set of special features, the consideration of time as the key information, and the avoidance of information loss due to dimensionality reduction as much as possible. In addition to the selection and improvement of diagnostic methods, the processing of data is also a very important part of transformer fault diagnosis. The framework for improving DGA performance with AI techniques is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Enhancing DGA performance with AI techniques.
The paper is organized as follows: Section 1 briefly discusses the traditional DGA method and its shortcomings, and shows the advantages of AI techniques that can compensate for the limitations of the traditional method. Section 2 analyzes the application of various AI techniques in transformer fault diagnosis. Specifically, neural networks, support vector machines, clustering, deep learning, and other techniques are included. Section 3 draws the conclusion, and the application of AI techniques in transformer fault diagnosis is prospected.
2 ENHANCING DISSOLVED GAS ANALYSIS PERFORMANCE WITH APPROPRIATE IMPROVEMENTS TECHNIQUES
2.1 Neural networks
Neural networks can adequately approximate arbitrarily complex nonlinear relationships, and after learning from the initialized inputs and their relationships, it can also infer unknown relationships from unknown data, thus allowing the model to generalize and predict unknown data. Many researchers have combined neural networks with DGAs, such as RBF neural networks (Mi et al., 2021), probabilistic neural networks (PNN) (Yu et al., 2016; Yang et al., 2019, 2020), Elman neural networks (Duan and Liu, 2011), etc. Many researchers have also applied PNN to early fault diagnosis in transformers. However, the performance of PNN is largely influenced by the smoothing factor of its hidden layer elements, which can affect the classification performance (Yang et al., 2019). Taha et al. (2021) combines CNN with DGA in order to accurately predict the type of faults in transformers at different noise levels, up to 20% for each level. The results show that CNNs are more immune to noise and have optimal performance compared to other intelligent techniques. In addition, different input ratios lead to different prediction accuracies. Among them, the mixed ratios(conventional and five gas percentage ratios and new form six ratios together) as input to the CNN has the highest prediction accuracy of more than 92%.
In order to further improve the diagnostic accuracy of DGA, researchers also combine several artificial intelligence methods so as to improve the robustness and diagnostic accuracy of the diagnostic model. Among them, to enhance the diagnostic performance of PNN, intelligent optimization algorithms such as bat algorithm (BA) and gray wolf optimizer (GWO) can be used to optimize the smoothing factor (Zhou et al., 2021). Yan et al. (2019) combine BP neural network with improved Adaboost algorithm, then combined with PNN neural network to form a series of diagnostic models for transformer faults, and finally combined with dissolved gas in oil analysis for transformer fault diagnosis. Velásquez and Lara (2020) propose a new method with the lowest computational cost, using a genetic algorithm to optimize the ANN classifier, which is used to classify faults, replacing the traditional reinforcement learning (RL) action selection process with a genetic algorithm-based optimizer. Wang et al. (2016) establish a combination of intelligent methods for transformer fault diagnosis evaluation and neural network case inference based on a knowledge base and an oil chromatography fault diagnosis case base. Through practical tests, this integrated method proved to be effective in diagnosing potential faults inside transformers, avoiding the disadvantages of misclassification or incomplete coding of the traditional three-ratio method, and improving the accuracy of transformer fault diagnosis to a certain extent. However, this method has not been validated for sudden faults, and future research is needed to analyze sudden faults of transformers.
Dissolved gas concentrations can change over time. In order to track the dissolved gas concentration over time, researchers have adapted methods that can analyze time series. A new LSTM model (SDAE-LSTM) is proposed (Luo et al., 2020) to identify and parametrically analyze dissolved gases in the insulating oil of power transformers. SDAE has strong ability of mining the internal features of data and anti-interference ability. LSTM is able to selectively LSTM can selectively “memorize” data, which is suitable for processing time series data. Therefore, the model’s ability to “memorize” data makes it possible not only to detect changes in dissolved gas concentrations over time, but also to explore the internal characteristics of the gas data. In the concentration prediction, there is an obvious “time-shift” error in the prediction curve, which leads to the deviation of the prediction results from the actual data. Therefore, a deep recursive confidence network (DRBN) model is proposed by Qi et al. (2019), which incorporates an adaptive delay network in DBN. The model can effectively overcome the “time-shift” error, and the prediction accuracy can reach more than 95.16%.
The application of neural networks for fault diagnosis is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Using neural networks in order to improve the performance of fault diagnosis.
2.2 Deep learning
Deep learning was proposed by Geoffrey Hinton et al. at the University of Toronto in 2006, and it was introduced into machine learning to bring it closer to its original goal—artificial intelligence. Compared with “shallow learning” methods such as support vector machines, boosting, and maximum entropy methods, deep learning performs more layers of nonlinear operations and breaks the traditional neural network limit on the number of layers. The feature data learned by deep learning models are more intrinsically representative of the original data, which greatly facilitates classification and visualization problems. Therefore, deep learning is increasingly popular among researchers in the field of transformer fault diagnosis. Cui et al. (2016) combine deep confidence network (DBN), BP neural network, DGA triple ratio and eigengas method and expert system to improve the reliability of diagnostic results and also demonstrated the feasibility and effectiveness of DBN for transformer fault diagnosis. Mehdipourpicha et al. (2019) use deep neural network (DNN) to identify the identified fault types of Duval triangles. The DNN achieved very high diagnostic accuracy compared to k-nearest neighbor (k-NN) algorithm and random forest algorithm for different data set sizes.
In addition to purely deep learning algorithms for transformer fault identification, researchers have proposed many diagnostic ideas. Liang et al. (2018) proposed a DBN-based DGA algorithm that automatically establishes a mapping relationship between the characteristic gas and the fault type. Different from the traditional data processing, the authors divided the DGA data into three categories: training data, fine-tuned data, and test data. For training data, the authors initialize the parameters of DBN by unsupervised learning. The fine-tuned data are used to fine-tune the parameters of the DBN. On the test data, DBN achieves good diagnostic accuracy. Compared with BP neural network, DBN has superior recognition accuracy and generalization ability. In practical situations, transformer fault data are not easy to collect, and thus the obtained data sets are usually unbalanced. Therefore, in order to solve the problem well and improve the recognition rate of fault types, many researchers have proposed some measures. Lopes et al. (2021) use the boundary SMOTE method for oversampling, thus balancing the dataset. The DNN incorporating the boundary SMOTE method has the highest diagnostic accuracy compared to the traditional DGA method, artificial neural network, and DNN trained with unbalanced data. Zhang L. et al. (2020) propose a one-dimensional convolutional neural network (1D CNN) model based on cost-sensitive learning, which focuses more on a small number of fault types. The cost matrix of this model was also optimized by a particle swarm algorithm in order to improve the diagnostic recognition rate. The final results show that the model is able to achieve the expected results with more accurate identification of the few classes, thus improving the identification accuracy of fault diagnosis. Obviously, processing for unbalanced data can achieve better results and is one of the hot spots of current research.
Figure 3 shows the framework diagram of deep learning-based fault diagnosis methods.
[image: Figure 3]FIGURE 3 | Deep learning-based fault dignosis methods.
2.3 Support vector machine
Support vector machine (SVM) is also widely used in fault diagnosis to improve the accuracy of fault classification. SVM is an effective method to deal with large dimensionality of independent variables without recalculating from initial conditions to obtain new decision boundaries (Kim et al., 2019). However, the classification accuracy using a single SVM is not very high. Therefore, many researchers have combined other intelligent methods with SVMs to effectively improve the classification performance and achieve convincing results. Illias and Liang (2018) propose an improved evolutionary particle swarm algorithm (Modified Evolutionary particle swarm optimization, MEPSO). EPSO combines particle swarm algorithm and evolutionary strategy by introducing variational operations that are able to preserve the superior properties of particles. In addition, the authors introduce the time-varying acceleration coefficient (TVAC) based on EPSO to improve the robustness of the algorithm. Finally, the SVM-MEPSO-TVAC method is obtained by mixing MEPSO with SVM. Kari et al. (2018) combine GA and SVM for optimizing parameters and selecting the best subset of features. The final results validate the robustness and generalization of the best feature subset selected by GA-SVM, thus verifying the availability and effectiveness of the best feature subset and GA-SVM. In addition, optimal diagnosis cannot be achieved by using a single class of features, and the introduction of some new features is necessary. Zhang Y. et al. (2020) point out that SVM can easily cause misclassification of samples distributed at decision boundaries, which leads to failure to accurately diagnose faults. Therefore, the authors combined GA, PSVM and fuzzy three-ratio (FTR) method to determine whether the samples are at the decision boundary or not by using probabilistic approach to diagnose the samples that are not at the decision boundary. And the samples that are at the decision boundary are diagnosed using FTR. This method improves the accuracy of fault diagnosis and has strong robustness. In addition, researchers have also combined computational intelligence techniques such as bat algorithm (BA) (Benmahamed et al., 2021) and gray wolf algorithm (Zeng et al., 2019) with SVM to obtain transformer fault diagnosis models with good results.
It is known that the selection of the optimal set of features can improve the performance of fault identification (Kari et al., 2018). Many researchers have proposed methods to select a subset of features and establish intelligent algorithms to optimize SVM for transformer fault diagnosis models, which can improve the reliability and robustness of diagnosis. Fang et al. (2018) establish the genetic-algorithm-SVM-feature-screen (GA-SVM-FS) model to screen out the hybrid DGA feature set. The accuracy of this feature set is 3–30% higher than the feature set formed by DGA gas or gas ratio. Then, the Improved Social Group Optimization-Support Vector Machine (ISGOSVM) Classifier was built for diagnosing transformer faults using OHFS as input, and compared with other models, the ISGOSVM Classifier achieved the best diagnostic accuracy compared to other models. Huang et al. (2018) propose a new intelligent diagnosis system for DGA, which is divided into a feature selection module and a fault diagnosis module, where the genetic algorithm-simulated annealing-SVM model is used for the feature selection module and the artificial bee colony-SVM model is used for the fault diagnosis. The results show that the method is reliable, and has a strong anti-interference capability. Zhang et al. (2019) use GA-SVM model to select the DGA feature set and optimized the parameters of SVM using Improved Krill Herd (IKH) Algorithm to establish IKHSVM fault diagnosis model. The results show that IKHSVM outperforms GASVM, BP neural network (BPNN) and PSOSVM.
In addition to algorithm improvement, the sample size of the transformer is also an aspect worth investigating. Different algorithms are applicable to data with different sample sizes. Choosing the appropriate algorithm according to the sample size can effectively improve the accuracy of transformer fault diagnosis. Wang and Zhang (2017) propose a transformer fault diagnosis method that divides the diagnosis process into two times. According to the size of the sample, multiple diagnostic models are used for the preliminary diagnosis, and then SVM is used for the secondary diagnosis. For the preliminary diagnosis, a combination of FA-GEP diagnostic model for large samples, SVM diagnostic model for small samples, and cloud object metamodel without creating samples as diagnostic models can effectively improve the diagnostic accuracy.
Improved SVM-based fault diagnosis methods is shown in Figure 4.
[image: Figure 4]FIGURE 4 | Improved SVM-based methods for fault diagnosis.
2.4 Clustering
Many clustering algorithms are widely used in transformer fault diagnosis. Researchers apply clustering algorithms to DGA data or combine with other data to be able to classify transformer faults effectively. Fuzzy c-means clustering algorithm (FCM clustering algorithm) is a classical method of clustering, but the clustering accuracy for dissolved gas data is not high enough to classify transformer faults accurately (Li et al., 2018). Therefore, Li et al. (2018) propose a new exponential similarity function and affiliation function for FCM clustering, and the new affiliation function has no local extrema, which is beneficial to the classification of the algorithm. The improved FCM clustering can identify transformer faults well and classify DGA data accurately, and the clustering performance of FCM is also improved. Self Organizing Map (SOM) clustering can be used to classify early transformer faults and can reflect the severity of transformer faults. It can organize data spatially while maintaining topological relationships among data features, which is useful for analyzing high-dimensional data (e.g., DGA data). In addition, 60% of the training data is sufficient to train the SOM with good diagnostic accuracy compared to supervised learning methods such as SVM, which improves the diagnostic sensitivity of the SOM (Misbahulmunir et al., 2020).
In addition to clustering algorithms alone, combining clustering algorithms with other intelligent techniques has been considered for transformer fault diagnosis. Islam et al. (2017) combine the k-Means Algorithm (KMA) with the k-Nearest neighbour (KNN) algorithm for the diagnosis of early transformer faults. The method first uses KMA to generate clusters and then uses the KNN algorithm to determine which clusters are closest to the unclassified dataset. The method is able to classify data that cannot be classified by Duval’s triangle with an accuracy of 93%, which is an important addition to Duval’s triangle. However, the method is still unable to classify dielectric and thermal hybrid faults effectively. Tang et al. (2018) propose a transformer anomaly detection method based on adaptive kernel fuzzy C-means clustering (KFCM) algorithm and kernel principal component analysis (KPCA). The method compares the projection of the old and new data and the change of the anomaly detection limit to determine whether there is an anomaly in the transformer according to the different operating states and the time lapse.
The framework diagram of the clustering methods applied by the researchers is shown in Figure 5.
[image: Figure 5]FIGURE 5 | Clustering methods for fault diagnosis.
2.5 Other techniques
In addition to neural networks, SVM and clustering, researchers have also applied other AI techniques in fault diagnosis, such as logistic regression (Almoallem et al., 2021) and association rules (Lee et al., 2013), with good results.
Decision trees have also been widely used to improve the accuracy of fault diagnosis by using DGA data to enhance fault classification. Decision tree algorithms have been shown to be effective in processing DGA data of oil-immersed transformers, outperforming SVM, Bayesian algorithms, and neural networks in terms of diagnostic performance. In addition, applying the decision tree algorithm to the KNIME platform greatly reduces the time spent compared to MATLAB (Han et al., 2016). The transformer fault diagnosis model based on the improved KNN algorithm and decision tree proposed by (Kherif et al., 2021) improves the number of neighbors and the type of distance of the KNN algorithm, thus improving the diagnostic accuracy of the model, with a final accuracy of 93.75%. Although combining the KNN algorithm with the decision tree principle has good robustness, the performance of the method is very dependent on the type of distance, the number of neighbors, and how to combine the responses of the neighbors.
D-S Evidence Theory (DET) is an information fusion method that has the ability to handle uncertain information. Compared with Bayesian theory, DET does not need to know the prior probability and can represent “uncertainty” well, so it is widely used to deal with uncertain data. The transformer fault diagnosis problem can be viewed as a multi-attribute decision problem, so DET is well suited to solve this problem. However, when there is a high degree of conflicting evidence, it falls into Zadeh’s paradox and cannot reasonably assign Basic Probability Assignment (BPA) to the conflicting quantities. To address this problem, researchers have introduced DS evidence theory with appropriate improvements so that it can be used to accurately diagnose potential transformer failures and avoid misdiagnosis as much as possible. Shang et al. (2019) introduce weight coefficients to readjust the BPA to obtain the Improved D-S Evidence Theory (IDET), thus avoiding the difficulty in resolving conflicting evidence. In addition, to enrich the information sources and improve the accuracy of diagnosis, before using DET for the final diagnosis, the introduction of hypersphere multiclass support vector machine (HMSVM), hybrid immune algorithm (HIA) and kernel extreme learning machine (KELM) for preliminary diagnosis of DGA data, and if the diagnosis results are consistent, the results are output directly. Otherwise, the diagnostic models of the three models need to be used as input and IDET is used for comprehensive diagnosis to obtain the final diagnostic results. The results show that the diagnostic accuracy of HMSVM is higher compared with HIA and KELM. IDET overcomes the problem of high conflict among evidences, and the diagnostic accuracy of using it to fuse multiple data sources is higher than 94%, which is better than that of a single method.
Fuzzy logic has also been used by researchers in DGA fault diagnosis. Fuzzy logic can be used to diagnose the severity of faults and provide guidance to technicians to measure the overall condition of the transformer so that reasonable maintenance measures can be developed to prevent faults from occurring. Poonnoy et al. (2021) fuse fuzzy logic with each of the three DGA algorithms to identify transformer faults and their severity. The fuzzy logic allows the calculation of the fault index percentage, a parameter that gives a good indication of the severity of transformer faults. However, the performance of pure fuzzy logic is not very good. Malik et al. (2020) fuse fuzzy theory with reinforcement learning (RL) as a classifier for early transformer faults. For accurate classification, the most appropriate variables are selected as input to the fuzzy RL classifier using J48 algorithm for DGA data. The experimental results show that the fuzzy RL classifier achieves 99.7% fault identification accuracy, which is significantly better than other soft computing methods.
Malik and Mishra (2016) use Gene Expression Programming (GEP) for DGA fault diagnosis, which is widely used for data classification problems. The performance of DGA data processed with this method is much better than IEC/IEEE, fuzzy logic, ANN, and SVM methods. However, the accuracy of the GEP model for diagnosis suffers when detecting multiple faults, and using more DGA data for training can only improve this situation (Abu-Siada, 2019).
As analyzed in the previous paper, time is also one of the important information for transformer fault diagnosis, because dissolved gas in oil changes with time, and if this factor of time is ignored, then part of the information for fault diagnosis will be lost. Jiang et al. (2019) state that Hidden Markov Model (HMM) is a suitable solution for time-dependent modeling. Solving the transfer probabilities of different health conditions by HMM enables short-term prediction of transformer faults.
In industry, visual inspection to diagnose early faults in transformers requires huge costs, and therefore, most DGA data are unlabeled. To deal with this sparse labeled data, Misbahulmunir et al. (2020) use SOM to perform dimensionality reduction and to cluster adjacent data. However, Kim et al. (2020) point out that dimensionality reduction leads to the loss of key information, while clustering does not guarantee the correlation between high-level features. Therefore, a semi-supervised autoencoder with an auxiliary task (SAAT) is proposed for DGA fault diagnosis. semi-supervised autoencoder (SSAE) generates a 2D health SAAT is an auxiliary detection task inserted in the loss function of SSAE to detect faults and normal states and to visualize health degradation features. In addition, the model does not require additional dimensionality reduction and allows direct visualization of high-level features in 2D. Experimental results show that SAAT outperforms principal component analysis, sparse autoencoder (SAE), and deep belief network (DBN) in terms of health degradation performance results by being above 90% in all metrics of fault detection and identification.
3 CONCLUSION AND PROSPECT
This paper reviews the application of artificial intelligence techniques in transformer DGA fault diagnosis. Artificial intelligence techniques diagnose faults by mining the relationship that exists between dissolved gases in oil and transformer faults. Researchers have proposed various diagnostic methods from different aspects to improve the accuracy of fault diagnosis. Among them, many researchers improve the existing intelligent algorithms by adjusting a certain part of the algorithm or combining the corresponding strategies of other intelligent algorithms so as to enhance the robustness of the algorithm. Although this can improve the accuracy of fault diagnosis, it does not do much work on analyzing DGA data and is not targeted enough. Some researchers have been able to effectively improve fault identification performance by selecting appropriate algorithms based on the size of the DGA data. In addition, researchers also found that time plays an important role in DGA fault diagnosis because dissolved gas in oil changes with time, and ignoring the factor of time can lead to loss of information. Therefore, researchers have adopted LSTM, DRBN, HMM, which can analyze time series for fault diagnosis, so as to effectively extract fault features or overcome “time-shift” errors. Artificial intelligence methods have strong data mining capability, but for classification problems, when a new fault appears, artificial intelligence methods will classify the new fault with existing faults based on previous experience data, which will lead to a decrease in diagnostic accuracy. In addition, the DGA data does not fully reflect the transformer status, and it needs to be combined with new monitoring data for a more effective fault diagnosis of the transformer.
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As the bridge between power companies and users, the integrated energy system has become one of the carriers of energy reform, energy-saving, and emission reduction. Based on this, a master–slave game bilevel optimization model considering power company–park-integrated energy system (PIES)–user is established. In the upper game, the power company, as the leader, takes the maximization of its interests as the goal to consider and formulate the price of purchasing and selling electricity with the park. As a follower, combined with the fluctuation of electricity price and the electricity demand of its equipment, the park determines the relationship between purchasing and selling electricity with the power company. In the lower-level game, the park becomes the leader, taking into account the energy needs of users and formulating a reasonable price for selling energy. Users, as followers, intend to maximize consumer surplus and adjust their energy demand strategies to achieve the best energy consumption experience. Analyzing the properties of the game, it is verified that there is a unique Nash equilibrium solution in the game model. At the same time, the idea of solving the distribution of the model is adopted, and the equilibrium solution of the model is obtained by using limited information. In addition, the output uncertainty of renewable energy in the park is dealt with by adjustable robust optimization. Finally, aiming at achieving a win–win situation among all stakeholders, the proposed game model is verified to effectively solve the equilibrium strategy problem among the PIES, the power company, and users through simulation analysis of an example.
Keywords: adjustable robust optimization, bilevel optimization model, energy transaction, park-integrated energy system, master–slave game
1 INTRODUCTION
At present, with a series of problems such as energy exhaustion and environmental pollution becoming increasingly serious, the traditional energy distribution model has been unable to meet the production and living needs of the modern society. Therefore, it is urgent to accelerate the transformation of the energy development mode and solve the problem of sustainable supply of renewable energy. Based on this background, the park-integrated energy system (PIES), which combines cold, heat, electricity, and gas, came into being. It can improve the operating efficiency of the energy system and make full use of renewable energy (Xu et al., 2019). In the meantime, as the main platform for rational and efficient utilization of clean energy, the comprehensive energy system in the park helps to promote the complementary advantages of different types of energy and meet the diversified energy demand of users in the park (Tan et al., 2019). Therefore, it is of great significance to conduct an in-depth study on the connection and optimization scheduling between PIES and users of the power company (Yang et al., 2021).
With the further development of the integrated energy system and the gradual opening of the energy market, the fluctuation of energy prices will affect the energy demand of users. Through demand response, users are transformed from passive recipients of the scheduling results to participants, thus influencing the formulation of energy prices. In view of this conflict of interest, most scholars use the game theory method to deal with it. Huang et al. (2022) proposed a joint optimization scheduling model for the multi-park system and introduced a bargaining game mechanism to achieve win–win cooperation between parks. Fang et al. (2021) used game theory to solve the conflict between the overall optimal operation of the microgrid and the maximum profit of each investor and obtained the equilibrium solution to determine the optimal capacity allocation of the microgrid through the establishment of internal and external double-layer game iterative optimization. Wang et al. (2020) put forward a master–slave game optimization model of the community-integrated energy system. The authors constantly adjusted and optimized the pricing strategy of integrated energy vendors, generation arrangement of combined cooling and heat power (CCHP), and load demands of users and used an artificial intelligence algorithm to maximize the interests of each energy subject. Considering the distributed power generation-based sales companies and the participation of virtual power plants, Zhang et al. (2022) proposed the power transaction and optimal scheduling model based on the master–slave game optimization model. The establishment of the model made the main player get the maximum profit, while the secondary player represented by the virtual power plant (VPP) got the lowest internal scheduling cost. Taking into account the interests of all regions in the optimal dispatching of the comprehensive energy park, Chen et al. (2019) established a bilevel optimal dispatching model of the PIES based on the non-cooperative game theory, with the minimum daily cost as the upper goal and the highest energy efficiency of the cogeneration system as the lower goal. Then the optimal operation strategy of each region was obtained through the game. Li et al. (2021c) proposed a hierarchical and partitioned coordinated operation method of the distributed integrated energy system (DIES) based on a master–slave game for the energy internet system containing multiple communities. The city-integrated energy system hierarchy structure was given; to consider interaction energy between different communities and interests, city managers and operators, as the game of the leader and followers, established the DIES of the master–slave game optimization model and used the mixed-integer linear programming method to solve the model. However, the current research focused on the game between PIES and the power company or electricity sellers as well as the game interaction between the park and users, without considering the bilevel game between the power company and users. In addition, when studying the interactive transaction of the integrated energy system, most literature emphasized the use of electricity price to play the game and seldom considered the influence of price fluctuation of other energy in the energy hub such as cold and heat on the game.
PIES, however, can boost the consumption of renewable energy such as wind power and photovoltaics. Units with uncertain output in the park will seriously affect the economy of system operation. At present, stochastic optimization (SO) (Mei et al., 2021; Wang et al., 2015) and robust optimization (RO) (Zhang et al., 2017; Shen et al., 2020) are popular optimization methods to solve uncertainty. However, both optimization methods have their own defects: the SO requires a large amount of data to generate the scene with a deterministic probability density function (PDF), so the accuracy of probability density is reduced due to the lack of data (Ioannou et al., 2019). However, because the optimization results are too conservative, RO adopts adjustable robust optimization (ARO) (Mejía-Giraldo and McCalley, 2014), which can adjust the conservative degree, so that the decision can flexibly balance economy and security.
In summary, the main contributions of this paper are summarized as follows: while considering the fluctuation of energy prices, a two-layer master–slave game interaction model based on PIES is constructed, and the uncertain output of wind power and photovoltaics in the park is optimized through ARO. In the upper game, the power company is the leader and the PIES is the follower. The two play the game through coordination and interaction, finally achieving the balance between electricity purchasing and selling. In the lower game, PIES is the leader and users are followers. PIES adjusts energy prices to maximize profits. Users adjust their load demand according to the price provided by PIES to maximize consumer surplus. Considering power flow and uncertain output of the power system in PIES, an adjustable robust optimal power flow model is constructed. Finally, the robust optimization model is further transformed into a robust equivalence model by norm theory to eliminate the influence of uncertain forces on the optimal operation of the system.
2 THE MASTER–SLAVE GAME MODEL FRAMEWORK OF PIES
The master–slave game model framework of PIES is shown in Figure 1. The power company is connected to a node in the power system, and the electricity price is adjusted according to the dispatching and distribution and actual operation to interact with PIES. By selling as much electricity as possible to maximize their profits, the PIES is directly connected with the power company through transmission lines. When the power supply of its equipment is insufficient, it can purchase power from the power company at a reasonable price to realize the normal operation of all equipment in the park and meet the load demand of users. Conversely, if the PIES produces excess electric energy, it can also be transmitted to the power company through the transmission line. Finally, as consumers, users can reasonably adjust the size of the energy consumption load to adapt to the energy selling price of the comprehensive energy system in the park and minimize the cost on the premise of meeting their energy consumption demands (Li et al., 2021b).
[image: Figure 1]FIGURE 1 | Master–slave game model framework of the PIES.
In brief, the upper-level game led by the power company is to realize the game with PIES through the transmission of electric power and the adjustment of the corresponding electricity price. The lower-level game is that PIES realizes game interaction with users by meeting their demands for electricity, cooling, and heat load and adjusting the corresponding energy price.
2.1 The power company model
2.1.1 The objective function
The objective function of the power company consists of transmission line power cost, equipment maintenance cost, generating cost, and benefits from electricity selling. The expressions are as follows:
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where [image: image] is the total number of periods. In this study, it is 24 h. [image: image] represents the benefits from electricity selling of the power company; [image: image] is the amount of electricity the power company sold to PIES at time [image: image]; [image: image] is the amount of electricity the power company bought from PIES at time [image: image]; [image: image] and [image: image] represent the price of electricity sold to PIES and the price of electricity purchased from PIES by the power company at time [image: image], respectively; [image: image] is the operating and maintenance cost of the power company’s equipment; [image: image], [image: image], and [image: image] represent the consumption characteristic parameters of the generator set; [image: image] is the equipment operation and maintenance cost of the power company (Chen et al., 2021); [image: image] is the coefficient of equipment maintenance cost; [image: image] is the cost of transmission line between PIES; and [image: image] is the transmission line power.
2.1.2 Constraints of the power company
1) Electricity price constraints
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where [image: image] and [image: image], respectively, represent the maximum price limit of electricity selling and the maximum price limit of electricity purchasing by the power company.
2) Transmission line power constraintst
[image: image]
[image: image] are the upper/lower limits of transmission line power, respectively.
2.2 PIES model
The structure of the PIES (Gu et al., 2021) is shown in Figure 2. The abbreviations for specific components are shown in Table 1. PIES contains a range of renewable energy units such as wind power and photovoltaics as well as gas boilers, micro-turbines, and absorption cooling and energy storage units to meet the needs of all loads. Modeling is conducted for different energy sources to ensure that energy balance and their respective operating constraints are met at each moment (Tan et al., 2020).
[image: Figure 2]FIGURE 2 | Master–slave game model framework of the PIES.
TABLE 1 | Symbol definition of equipment in PIES.
[image: Table 1]2.2.1 The objective function
PIES takes the maximization of the park’s income as the objective function, where the objective function [image: image] includes gas acquisition cost, unit operation and maintenance cost, punishment cost, interaction cost with the power company, and user-side energy supply income. The specific function expressions are as follows:
[image: image]
[image: image]
[image: image]
[image: image]
[image: image]
[image: image]
where [image: image] is the income from selling energy to users of PIES, [image: image] represents the [image: image]-th energy, [image: image] is the set of energy, [image: image] represents the real-time price of energy [image: image] at time [image: image], and [image: image] represents the real-time power of energy [image: image] at time [image: image]. [image: image] represents the cost of natural gas acquisition; [image: image] is the unit price of purchasing gas (¥/m3); [image: image] is the calorific value of natural gas (kW h)/m3; and [image: image] and [image: image] are the efficiencies of the micro-turbine gas boiler turning gas to electric. [image: image] is the operating and maintenance cost of the park. [image: image], [image: image], [image: image], [image: image], and [image: image] represent the operating and maintenance cost of photovoltaics, wind power, micro-turbines, energy storage, and interconnected line power, respectively. [image: image], [image: image], [image: image], and [image: image] represent the cost coefficient of micro-turbines, photovoltaics, wind power, and energy storage, respectively. [image: image] is the punishment cost, representing the penalty of the difference between the output of renewable energy and the actual electric demand at time [image: image]. [image: image] is the penalty price coefficient of unit electric power. [image: image] is the interaction cost with the power company. When [image: image], the park purchases electricity from the power company; otherwise, the park sells electricity to the power company. [image: image] and [image: image] represent the electricity load and output electrical power at time [image: image], respectively.
2.2.2 The constraints of PIES
The busbar balance of each energy and safe operation constraints of each equipment should be considered when PIES operates. The second-order cone programming (SOCP) (Alizadeh and Goldfarb, 2003) is used to formulate the constraints on AC power flow in the power system. The detailed constraints are as follows:
1) Power balance constraints
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where [image: image] is the total number of power systems; [image: image] and [image: image] are the active power and the load of bus [image: image], respectively; [image: image] and [image: image] are the reactive power and load of bus [image: image], respectively; [image: image] and [image: image] are the conductance and susceptance of line [image: image]; and [image: image] and [image: image] are variables.
2) Line security constraints
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[image: image] represent the maximum active power and minimum active power of generator [image: image], respectively, [image: image] represent the maximum reactive power and minimum reactive power of generator [image: image], respectively, [image: image] are the upper and lower limits of voltage amplitude [image: image], respectively, and [image: image] is the maximum transmission power of line [image: image].
3) Cooling balance constraints
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where [image: image] is the cooling load of PIES
4) Thermal power balance
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where [image: image] is the heat load of PIES.
5) Gas node balance constraints
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where [image: image] is the heat consumed by the heat exchanger and [image: image] is the proportion coefficient of flue gas distribution.
6) Energy conversion constraints
Electric refrigerating unit:
[image: image]
Absorption cooling:
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Electric boiler:
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Heat converter:
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Heat recovery steam generator:
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Gas boiler:
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where [image: image] represents the energy efficiency coefficient of the electric refrigerating unit, [image: image] represents the energy efficiency coefficient of the electric heat unit, and [image: image] is the efficiency of energy conversion.
7) Energy storage unit constraints
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where [image: image], [image: image], and [image: image] represent the charging efficiency; [image: image], [image: image], and [image: image] represent the discharging efficiency; and [image: image], [image: image], and [image: image] represent the self-discharge efficiency.
8) Energy storage capacity constraints
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where [image: image] is the rated capacity of electric/cooling/heat storage and [image: image] is the maximum rate of charge/discharge. The maximum and minimum capacities of energy storage in Eq. 38 take 0.92 and 0.2 times the rated capacity, respectively.
9) Energy price constraints
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where [image: image], [image: image], and [image: image] represent the maximum selling price of electricity, cooling, and heat, respectively.
10) Heat recovery steam generator and gas boiler constraints
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where [image: image] are the upper and lower limits of heat recovery steam generator output, respectively, and [image: image] are the upper and lower limits of gas boiler output, respectively.
11) The output of energy conversion constraints
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where [image: image] is the output of the electric refrigerating unit, limited by the upper and lower limits [image: image]; [image: image] is the output of the electric boiler; [image: image] are the corresponding upper and lower limits; [image: image] is the output power of the lithium bromide refrigeration unit using waste heat flue gas; [image: image] are its upper and lower limits, respectively; and [image: image] is the output of heat conversion equipment, limited by the upper and lower limits [image: image].
2.3 The load model of users
Based on the known selling price of electricity, cooling, heat from PIES, and user satisfaction with energy, users adjust energy demands. The two points form users’ objective function, which is different between the utility function and energy cost of users (Li et al., 2021a).
[image: image]
where [image: image] is the utility function of users, which is a measure of user satisfaction. This paper uses a commonly used expression of a quadratic function form to describe it (Maharjan et al., 2013; Chai et al., 2014):
[image: image]
where [image: image] and [image: image] are energy preference parameters of users. [image: image] is approximately twice as large as [image: image]. The change of preference parameters will directly affect the variation of user satisfaction, and the change of user satisfaction will further affect the user demand for energy.
The electricity load of the user side is divided into fixed electricity load and shifting electricity load (Huang et al., 2019), which can be expressed as
[image: image]
where [image: image] is the fixed electricity load at time [image: image]. Its consumption time is relatively specific to ensure the demand of normal life and work. [image: image] is the shifting electricity load at time [image: image]. Users adjust their electricity demand according to the price from PIES and follow the constraints:
[image: image]
where [image: image] and [image: image] are the maximum and minimum of shifting electricity load at time [image: image], respectively.
Moreover, the heat load can be divided as fixed heat load and reducing heat load, which can be expressed as
[image: image]
where [image: image] is the fixed heat load at time [image: image] and [image: image] is the reducing heat load at time [image: image]. It can be reduced in a certain proportion according to the users’ actual use of energy and comfort. The reducing heat load should satisfy
[image: image]
where [image: image] and [image: image] are the upper and lower limits of reducing heat load at time t, respectively.
The cooling load is also composed of fixed cooling load and reducing cooling load, which can be expressed as
[image: image]
where [image: image] is the fixed cooling load at time [image: image] and [image: image] is the reducing cooling load at time [image: image], which can adjust reasonably according to the park’s sufficient degree of energy supply and its demand. The reducing cooling load should satisfy the following constraints:
[image: image]
where [image: image] and [image: image] are the upper and lower limits of reducing cooling load at time [image: image], respectively.
Summarily, although the model of the power company is a nonlinear model with nonlinear constraints, it is still a convex programming problem. Similarly, the PIES model and load model of users are both convex programming problems, and the global optimal solution can be obtained by selecting appropriate solution methods.
3 MODEL ANALYSIS AND SOLUTION METHODOLOGY
3.1 Game interaction and equilibrium
3.1.1 Analysis of game interaction
In the process of energy trading, variation in the real-time purchase and sale prices of power companies will affect the purchase and sale strategies of PIES. At the same time, PIES adjusts the selling price to users based on the output of each piece of equipment in the park. Affected by the fluctuation of energy price, users will adjust part reducing and interruptible loads and develop new energy purchasing strategies. These factors will trigger the interaction among participants, and participants constantly adjust their strategies to coordinate the interests of each other and finally maximize the interest of each subject to obtain the equilibrium solution of the game. In this game model, PIES serves as a bridge between the power company and users in a bilevel game. As the power company, PIES, and users have their interests, and there is no agreement among them. However, there is a sequence of decisions among the three; the game model is as follows:
[image: image]
Eq. 54 contains the three elements of the master–slave game, participants [image: image], strategies [image: image], and utility [image: image], specifically as follows:
1) Participants: The participants in the game are the power company, PIES, and users.
2) Strategies: In the upper game, the strategy set of the leading power company is the selling and purchasing prices of PIES at each moment [image: image]. The strategy set of the following PIES is the sale and purchase of electricity [image: image] to power companies at each moment. In the lower game, the strategy set of the leading PIES is the sale price [image: image]. The strategy set of the following users is the transferable load [image: image].
3) Utility: The utility of each participant is the objective function of the subject, which has been shown in the previous section.
3.1.2 The proof of game equilibrium
When all followers make the optimal response according to the strategy given by the leaders and the leader also accepts the response, the game reaches equilibrium, and the optimal solution is called Nash equilibrium.
Only when the master–slave game model satisfies the following three conditions can there be a unique master–slave game equilibrium solution (Liang and Su, 2018; Xiang et al., 2021):
1) In the game process, both the leader and follower’s strategy sets are non-empty sets and also satisfy to be closed and bounded;
2) In the game, if the leader determines the strategy, as a follower, there is only one optimal strategy;
3) In the game process, if the follower determines the strategy, the leader also has only one optimal strategy.
Then, we verify whether the above three conditions are satisfied from the lower game model.
a) Condition 1) is satisfied because the strategy sets of power companies, PIES, and users are all non-empty, closed, and bounded convex sets in Euclidean space.
b) Verify that the follower has a unique optimal strategy after the leader gives a strategy. Taking the following layer game as an example, the first-order partial derivative of the users’ objective function against the energy consumption load can be obtained:
[image: image]
Let the first-order partial derivative of the above equation equal 0. The optimal value of available energy consumption load is
[image: image]
Then take the second-order partial derivative of Eq. 56 concerning [image: image], [image: image], and [image: image], respectively,
[image: image]
Since the user energy preference parameters are generally positive, the second-order partial derivatives here are all less than 0, so Eq. 56 is the maximum value of the users’ objective function. As the sale energy price of PIES changes, the extreme value may be located on the boundary of the load, but no matter how the sale energy price changes, the unique optimal load solution can be obtained.
c) Verify that the leader has a unique optimal strategy when the followers of the game are given a strategy. Substitute the optimal energy consumption load Eq. 56 into the PIES objective function Eq. 9 and take the second-order partial derivatives of [image: image], [image: image], and [image: image], respectively,
[image: image]
According to Eq. 58, the second-order partial derivatives are all less than 0, and there is a maximum value. Therefore, when the energy consumption load is determined by the user, there is a unique optimal solution for the sale price of PIES.
The proof process of the upper game is similar to that of the lower, which is not described here. Since the upper and lower of the game are interrelated and affect each other, it is proved that both the upper and lower game models have a unique Nash equilibrium solution, which indirectly proves that the two-level master–slave game model proposed in this section has a unique Nash equilibrium solution.
3.2 Adjustable robust optimal power flow model
ARO (Mejia Giraldo and Mccalley, 2014) is used to process wind power and photovoltaics with large fluctuation. The feature of robust optimization is that it makes decisions in the worst case to minimize the influence of decision parameters, but it also has the disadvantage of being too conservative. The emergence of ARO improves this disadvantage, and it can make a better choice between conservatism and robustness according to its own needs.
ARO controls the size of the uncertain set by introducing uncertainty. Suppose uncertain parameter [image: image], [image: image]. [image: image] is the predicted photovoltaic active power output, and [image: image] is the actual photovoltaic active power output. [image: image] is the predicted active wind power, and [image: image] is the actual active wind power. Because the maximum or minimum value in the uncertain set is covered, if the uncertain set is directly adopted, it will bring absolute conservatism and uneconomy to the system. Therefore, ARO is used to process the set to reduce the conservatism of the model.
The uncertain sets of photovoltaics and wind power are defined as follows:
[image: image]
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where [image: image] and [image: image] are the sets of photovoltaic and wind power nodes, respectively. [image: image] and [image: image] represent photovoltaic and wind power uncertainty levels, respectively, which are 1 by default. When [image: image] and [image: image], it means that the output errors of photovoltaics and wind power are both 0, and the model becomes a deterministic model with the worst system robustness. With the increase of [image: image] and [image: image], the uncertainty prediction error becomes larger, and the robustness and anti-interference ability are enhanced.
Therefore, based on the optimal power flow of the PIES deterministic power system introduced above, wind power and photovoltaics with uncertain output are considered to build an adjustable robust optimal power flow model.
1) Power balance constraints
[image: image]
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2) Line security operation constraints
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In the above adjustable robust optimal power flow model, there are constraints with uncertain parameters, so the model cannot be solved directly. In this paper, the dual norm theory is used to transform the original model into a robust equivalence model. The constraints with uncertain parameters in the original model are Eqs 65–67. According to the dual norm theory, [image: image] is the dual norm of [image: image]. Similarly, [image: image] is the dual norm of [image: image]. Therefore, the original constraint can be expressed as
[image: image]
Obviously, the constraint Eq. 73 no longer contains the constraint of uncertain parameters, and the model is transformed into a convex model that can be solved directly, which is convenient for a subsequent solution.
3.3 The idea of a distributed solution
In the process of the real transaction and game, transaction subjects do not want other participants to know their objective function and strategy (Lin et al., 2019). To better protect the information of each participant, the distributed solution of the game equilibrium of the power company, the PIES, and users is provided. In this way, the independent decision of each participant can be realized without disclosing the objective function information of both parties.
The idea of a distributed solution is as follows:
It is assumed that there is a control center in the middle of each participant, which is responsible for summarizing the real-time information provided by the participant, allowing other participants to obtain the information and accept their feedback decision information, and realizing the coordinated solution of game equilibrium through continuous iteration. The specific flow chart is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Model distribution solution flow chart.
In the upper game, the power company initializes the unit purchase and sale prices, satisfies the purchasing and selling price constraints, and informs the control center of the initial price information. After obtaining the corresponding price from the control center, PIES determines the purchasing and selling relationship with the power company by taking into account the output of the equipment in the park.
In the lower game, PIES determines a reasonable initial selling price based on users’ energy usage and passes this information to the control center. After users obtain the energy price from the control center, they make an adjustment based on their actual situation and feedback the information to the control center. The park then makes new energy prices according to the strategy feedback from users from the control center and meets the energy price constraints. PIES achieves the Nash equilibrium by constantly updating the pricing strategy and purchasing and selling strategy, feeding back to the customer and the power company.
4 SIMULATION EXAMPLE
4.1 Analysis of the result of a calculation example
In this chapter, simulation results verify the rationality and economy of the proposed power company–PIES–user master–slave game model.
The simulation is carried out using Matlab 2021a combined with the Yalmip optimization toolbox (Lofberg, 2005) on a standard personal computer with an Intel Core i7-7700 CPU running at 16 GB RAM, and the Gurobi solver (Optimization, 2014) is used to solve the master–slave game model. In this section, the PIES uses an IEEE 30-bus system for example analysis. The simulation results are presented in the form of standard identity data, and the power reference value is 100 kW. The optimization results of electrical output, cooling output, and thermal output within PIES are shown in Figures 4–6, respectively. The comparison of user demand before and after the game of various loads is shown in Figures 7–9.
[image: Figure 4]FIGURE 4 | Optimization results of electricity output.
As shown in Figure 4, the PIES stores the excess electrical energy in the electrical energy storage unit and transfers it to the electrical power because the wind power output is high in the early morning and late night, and the users’ electricity loads are low. During the peak power consumption period from 7:00 to 11:00 in the daytime, the output of photovoltaic and micro-combustion units gradually increases, while the output of wind power gradually decreases, and energy storage units release energy to further meet the load demand. Nevertheless, the equipment in the park still fails to meet the load power demand of users, so the part of power shortage needs to be purchased from power.
As shown in Figure 5, the output of absorption cooling will be limited by the waste heat power, so the output gradually increases to the peak value during daytime working hours, and the output is less at night. The output of electric refrigeration changes with the fluctuation of cooling load demand. When the load demand is large from 8:00 to 11:00 and from 16:00 to 17:00, the output of electric refrigeration will be large, and the energy storage unit will also provide energy during this period to meet the energy demand.
[image: Figure 5]FIGURE 5 | Optimization results of cooling output.
In Figure 6, the electric heating device provides heat according to the users’ demand, presenting a double-peak shape as a whole, reaching the peak value at 11:00 and 17:00, which matches the users’ energy usage habits. Heat exchange is mainly affected by the gas boiler and waste heat boiler, and the output is not much throughout the day, reaching the peak at 16:00. The thermal energy storage unit as a whole presents the characteristics of internal charging when the load demand is small and provides energy when the load demand is large.
[image: Figure 6]FIGURE 6 | Optimization results of thermal output.
Figure 7 shows the comparison between the users’ initial electricity load and the electricity load demand after considering the game. As can be seen from the figure, after considering the game, the electricity price for users in the park keeps rising during the peak periods of 7:00–12:00 and 15:00–18:00. At this point, the load is significantly optimized, and the fluctuation range of electricity load becomes smaller, which plays a good role in peak load cutting and valley filling. It relieves the power supply pressure of the park during peak hours and also reduces the power purchase cost of users so that the system can operate more safely and reliably.
[image: Figure 7]FIGURE 7 | Comparison between the users’ initial electricity load and the electricity load after considering the game.
Figure 8 shows the comparison between users’ initial cooling load and cooling load demand after considering the game. As seen from the figure, to ensure users’ energy consumption experience and comfort, the cooling load is reduced by a small amount, which is mainly reflected in the load reduction near the peak energy consumption and when the energy sale price is high. In the stage of low energy consumption and relatively cheap cooling prices in the park, the load demand should be appropriately increased.
[image: Figure 8]FIGURE 8 | Comparison between users’ initial cooling load and cooling load after considering the game.
Figure 9 shows the comparison between the users’ initial heat load and the heat load demand after considering the game. As shown in the figure, after the game, the heat load is cut in the two stages of 8:00–12:00 and 15:00–17:00 to reduce the energy consumption cost and relieve the pressure on the equipment output of the comprehensive energy system in the park during the peak energy consumption period.
[image: Figure 9]FIGURE 9 | Comparison between users’ initial heat load and heat load after considering the game.
Figure 10 shows the price at which PIES buys and sells electricity to power companies. The dotted line in the figure represents the latest time-of-use price provided by electricity. As seen from the figure, PIES formulates the electricity purchase price strategy within the range of the dotted line. Compared with the time-of-use price, most of the periods are lower than the time-of-use price; that is, after considering the game, it has a better price advantage. At the same time, increasing the purchased and sale electricity price during peak electricity consumption encourages the equipment in the comprehensive energy system of the park to generate more electricity, therefore reducing the purchase of electricity from the power company to achieve the purpose of increasing the total income of the park.
[image: Figure 10]FIGURE 10 | PIES purchases and sells electricity from the power grid.
Figure 11 shows the energy selling price of PIES to users. In order to maximize revenue, the energy selling price of each energy in the park is increased during peak energy consumption of users to obtain more excess revenue. In the low-energy-consumption period, the energy price of each energy in the park will be reduced to encourage users to increase energy consumption at this stage. Compared with the traditional time-of-use electricity price, it is smoother and easier to accept by users and ensures that the system runs more safely and stably.
[image: Figure 11]FIGURE 11 | Price of PIES to users.
4.2 Contrastive analysis
4.2.1 The influence of game interaction on the income of each subject
In order to better reflect the influence of game interaction on the income of each subject, the following scenarios are set up in this paper:
Scenario 1: Consider the electricity price game between the power company and the PIES and the energy price game between the PIES and the users.
Scenario 2: The price game between the power company and the PIES is considered, but the energy selling price between the PIES and the users is fixed.
Scenario 3: The price game between the PIES and the users is considered, but the energy selling price between the power company and the PIES is fixed.
Scenario 4: Regardless of any game, the upper and lower levels are trading at fixed prices.
The fixed prices in scenarios 2, 3, and 4 are taken from the average prices of the corresponding variables in scenario 1.
Table 2 shows the income comparison between the power company and the PIES in different scenarios. Scenarios 2 and 3 with the only a single-layer game have significantly higher benefits than the traditional scenario 4 without considering the game. For scenario 1 with two games, the benefits are obviously higher than those of scenarios 2 and 3 with only a single game. Under the guidance of the price game, a variety of energy shows a more reasonable optimal allocation after participating in the game, so the best benefits for both sides of the game are achieved. Therefore, the game model proposed in this paper has a better economy.
TABLE 2 | Income comparison of the integrated energy system of the distribution network and park under different scenarios.
[image: Table 2]4.2.2 Influence of network power flow on PIES
To study the influence of power network flow on PIES, we set the following two scenarios:
Scenario 0: PIES ignoring the power flow of the power system.
Scenario 1: PIES in this paper considers the optimal power flow of the power system.
As shown in Table 3, scenario 1 takes into account the power flow constraints of the power system and the power of each line is within a reasonable operating range. In contrast, in scenario 0, lines 2–4 and 8–28 appear as power overload (The power overload is indicated in bold) because the line safety operation constraints are not considered. If such an overload problem appears in the actual system, it will bring unnecessary losses and make the scheduling plan not feasible. Therefore, PIES considering power system network flow is more feasible and stable.
TABLE 3 | Partial line power comparison.
[image: Table 3]4.2.3 The influence of uncertainty changes on model results
As shown in Table 4, when [image: image], the model is deterministic, the PIES benefit is the highest, but system robustness is the worst. As wind power and photovoltaics have a larger output range, the robustness and anti-interference ability of the system are enhanced and can achieve more secure and stable operation. When [image: image] equals to 1, the system’s economy is the worst for all uncertainties of renewable energy units in the system considered.
TABLE 4 | Benefits of the PIES under different adjustable uncertainty levels.
[image: Table 4]4.2.4 User preference analysis
The influence of user preference parameters on the game equilibrium solution, that is, the influence of parameter value changes on the game solution, is observed.
Taking the transaction situation at a random time as an example, the user energy preference parameters are gradually increased from 20 to 200 to observe the influence of energy preference parameters on the game results.
As shown in Figure 12, when the energy preference parameter is below 40, users have low requirements for energy consumption experience and can reduce large amounts of various loads, so users are more sensitive to energy consumption experience. When the user preference parameters increase to more than 40, the users’ sensitivity to energy experience decreases obviously, and the users’ actual energy load increases with the increase of the preference parameters.
[image: Figure 12]FIGURE 12 | Influence of users’ preference parameters on game results.
5 CONCLUSION
In this paper, a two-level master–slave game optimization model of the power company, PIES, and users is proposed, and a distributed algorithm solution to protect the privacy of each participant is provided to solve the model. Finally, the cooperative optimization of PIES and other subjects is realized, and the game balance is achieved. At the same time, considering the existing renewable energy units in the park, the method of ARO is considered to deal with the uncertain output. Finally, the following conclusions are drawn through the analysis of calculation examples:
1) It is proved that the two-level master–slave game interaction strategy constructed in this paper has a Nash equilibrium solution. In addition, the feasibility of this strategy is verified by the method of distribution solution, and the purpose of protecting the privacy of participants is realized.
2) By comparing the proposed game model with the traditional optimization model, both sides of the game have better economic performance after introducing the price game of the power company and the energy sale price game.
3) Considering the ARO model, the conservatism of the traditional robust model is improved, and the adjustable robust optimal power flow model is established. In addition, this paper also studies the influence of user preference parameters on users. The difference in preference parameters will affect users’ energy consumption and then affect the game equilibrium solution.
Future work will consider not only the electricity price game between the power company and the PIES but also the gas price game between the natural gas company and the PIES. In addition, the cooperative optimization operation of source–load–storage will be focused on, and the multi-energy free trade among multi-PIES is considered to optimize the energy utilization rate further (Li et al., 2021c).
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With the proposal of carbon peak and neutrality goals in China, new technologies such as multi-energy synergy technology, cyber physical systems, and multi-market integration technology have ushered in unprecedented opportunities and challenges. Energy Internet (EI) technology considering interactive energy has come into being. Interactive energy is a mechanism to achieve system balance by integrating economic means and power grid control technology, using “value” as a coordination method. It can promote the development and utilization of distributed renewable energy in the energy internet technology, so as to promote the clean, low-carbon, and intelligent development of energy. Blockchain can provide effective support for the development and application of EI because of its decentralized, open, autonomous, and information-immutable characteristics. In order to better cope with the challenges existing in EI, this article designs an analysis framework for EI from the blockchain perspective, which contains five dimensions, including engineering dimension, technical dimension, economic dimension, environmental dimension, and social dimension. It further refines the five dimensions aiming to comprehensively summarize the research status of the EI, which can promote its application in the development of all industries in society.
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1 INTRODUCTION
With the continuous advancement of energy transformation, the access of large-scale fluctuating renewable energy and high permeability of power electronic equipment brings new challenges to the safe and stable operation of the power grid. Energy Internet can realize the efficient transmission of energy and information, but the value chain of the energy industry has not been connected. Source, network, load, storage, and other links have not been deeply integrated, and there is an extensive friction in the transaction between various links (Zhang et al., 2016; Zhou et al., 2020a).
Energy Internet is a new energy system centered on power, through a large number of new intelligent technologies, information technology, and control technology, to achieve cross-time scale coupling, multi-energy complementarity, multi-party coordination, and cooperation. It has the advantages of high-energy efficiency, high reliability, and high flexibility (Al-Ghaili et al., 2021). A strong, smart grid is the key to building a new power system with renewable energy as the main body, and Energy Internet is an important part of a clean, low-carbon, safe, and efficient energy system. With the integrated interconnection of multiple types of distributed energy, multi-type load, energy storage, and information flow, this puts forward new requirements for power transaction (Gangatharan et al., 2020; Jan et al., 2021). For example, the role of the transaction subject is constantly changing. The user subject has pure power consumers, and prosumers who can sell electricity to power grid enterprises or directly to other users. In the future, power grid enterprises may be more responsible for the operation, maintenance, upgrading, and expansion of transmission and distribution system, and collect appropriate network fees to ensure the sufficient communication capacity between the energy management system and the two parties to the dispatching agency. Moreover, the processing of a large number of energy internet subject information and power transaction data should have the requirements of being efficient, safe, and economic (Zhao et al., 2019a). Lack of trust among various market players in the energy system can easily lead to trade friction, which is generally unavoidable with a large number of participants. Blockchain technology is characterized by decentralization, openness, transparency, security, and credibility, which provides an important way to solve the transaction friction in the energy system (Yang and Wang, 2021). As an innovative and revolutionary distributed ledger technology, blockchain combines distributed data storage, peer-to-peer transmission, consistency mechanism, and encryption algorithms to allow relevant data and activity information to be recorded in verifiable ways. This is consistent with the power-trading demand under energy internet, and can provide technical support for the innovation of power-trading mode.
Interactive energy is a mechanism to achieve system balance by integrating economic and power grid control means using “value” as a coordinative means. Interactive energy is a mechanism with the dual characteristics of market and control. Compared with centralized control, it has the advantages of a distributed control system, including avoidance of large-scale data communication and heavy computing requirements; compared with the distributed control, it still retains the coordination mechanism of the market, and therefore it can support the operation goal of the group system level. The interactive energy mechanism based on blockchain technology enables the power system to realize decentralized operation and distributed multilateral transactions while maintaining the normal operation of various functions (Qi et al., 2020). The typical expression form is peer-to-peer (P2P) transactions (Ding et al., 2022).
In order to better cope with the challenges existing in the Energy Internet, we propose an analysis framework of the Energy Internet based on blockchain, which includes five dimensions: engineering dimension, technical dimension, economic dimension, environmental dimension, and social dimension. These five dimensions are further refined and classified, aiming to comprehensively summarize the research status of the Energy Internet, so as to promote its application in the development of all walks of life in the society. The respective dimensions and their corresponding reference numbers are shown in Table 1.
TABLE 1 | Each dimension and its corresponding reference documents
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2.1 The future of the energy internet
The framework of the Energy Internet is shown in Figure 1. The mutual transformation of various energy sources through energy hubs reflects the “horizontal breakthrough” of the multi-energy comprehensive management. At the same time, it also deepens the connection between the “source-network-load-storage” of energy, as well as realizes the “vertical breakthrough” in the operation process of energy production and consumption. The existing research deeply analyzes the value creation and business model of the Energy Internet from a technical perspective for specific application scenarios. The research of the Energy Internet value creation and business form innovation, however, should rise to the height of energy economics based on multi-energy integration, cyber-physical system (CPS), and multi-market fusion. It is necessary to explore the physical and economic mechanisms of the Energy Internet value creation, to realize the value of the Energy Internet with institutional mechanism and business model innovation, planning and promoting the strategic path of the Energy Internet (Lv et al., 2020).
[image: Figure 1]FIGURE 1 | Framework map of the Energy Internet.
2.1.1 Multi-energy integration
“Re-electrification” is a comprehensive upgrade of traditional electrification. It refers to the process of making full use of modern energy, materials, and information technology, developing and utilizing clean energy on a large scale and replacing fossil energy, and finally realizing a highly electrified society with clean energy as the main body (Xiao et al., 2021). Re-electrification is the strategic demand that renewable energy should try to replace fossil energy. The electric energy based on renewable energy will gradually replace the fossil energy for heating, cooling, and electricity for oil, gas, gradually changing the consumption structure of terminal energy by forming an energy supply based on electricity.
 When electricity and heat are coupled, the low-cost energy storage advantage of the thermal system will become a flexible resource to absorb new energy, which inevitably requires the power grid to not only dispatch electricity, but also for heating and cooling systems driven by electric energy in the future (Yang et al., 2021a). Heating accounted for 50 % of the global terminal energy consumption in 2021 and 40 % of the global carbon dioxide emissions, according to the International Energy Agency. The industrial sector accounts for about 50 % of the heat consumption, buildings (mainly for space heating, hot-water supply and a small amount for cooking) account for about 46 %, and the rest for the agricultural sector. In many big cities, the air-conditioning load accounts for more than 50 % of the power load. Using the thermal insulation characteristics of buildings, it can provide a considerable amount of energy storage space for the whole power grid, so as to smoothen the volatility of new energy generation (Teng et al., 2022). Heat storage can also convert renewable energy for a relatively long time and at a low cost into heat for storage (Teng et al., 2021a). Renewable energy vehicles are also an important part of re-electrification. The re-electrification of energy consumption is compatible with the power structure with new energy as the main body, forming a large system of electricity, heat, and cold-integrated operations, which will become the core driving force of the Energy Internet construction (Wang et al., 2021a).
2.1.2 Information physics fusion
Artificial Intelligence (AI), in its essence, is a simulation of the information process of human thinking (Chen and Huang, 2021). Although AI has been widely used in the power system, it is preliminary and still stays in the application of load prediction, price forecast, distribution network, tide calculation, etc. These are basically improvements in the computational decision method of the power system, which is determined by the current database. The real significant value of AI depends on whether a Digital Twins (DT) system for the grid is built (Bellavista et al., 2021; Dang et al., 2022). Currently, key technologies for DT include efficient simulation, hybrid modeling, integrated data perception, transmission and lifecycle data management, etc. The technical system is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Digital twin key technology system.
DT is dynamic; the upstream and downstream data interactions must be achieved between the digital and physical systems. DT will solve the non-linear and uncertainty problems that cannot be solved by traditional mechanism models, and constitute an evolving system with machine learning and deep learning that will establish a DT system, constantly analyze the rules between data through AI, warn the existing risks, and optimize the operation of the system. AI can not only overcome the state fluctuations caused by human emotions, post adjustment, and other factors, but can also think and recognize the objective laws according to the data. This will substantially improve the efficiency of the Energy Internet and its essence is to greatly reduce the price paid by the uncertainty of the boundary conditions of the energy system. It can improve the synergistic benefits generated by the order of energy system operation and the security benefits brought by the security of the energy system (Lei et al., 2022). AI can predict the future operation scene of the power grid, grasp the law of the users’ energy use, and remember all historical scenes. These are the key areas where AI can greatly improve the benefits of the Energy Internet.
2.1.3 Multi-market integration
Market mechanism is to generate value distribution through competition, so as to activate the enthusiasm of various market subjects. Market efficiency depends on the social welfare and transaction costs based on the transaction. The general transaction costs mainly include disseminating information, advertising, market-related transportation, and information costs such as negotiation, signing, contract-execution supervision, and other activities. Transaction costs mainly come from the information asymmetry (Liu et al., 2022). Data technology can eliminate information asymmetry and provide a means for the complete sharing of information in the energy ecosystem. Technology is only a means, however, the innovation of mechanism is needed to stimulate the full use of various elements and accurately carry out energy production, transmission, consumption, and related data-sharing. The power of sharing comes from the mechanism’s accurate measurement and fair distribution of the value of participants. Only the sharing economy mechanism based on the fair distribution of value can motivate the market members to provide real information and eliminate the irrational game behavior adopted by the participants due to their fear of unfair value distribution (Bhattacharya et al., 2022). Without the market mechanism of fair distribution of value, the value that data technology can produce will be greatly reduced. Because if the value distribution is unfair, there will be no market members willing to disclose their true information and the value of data technology will inevitably be difficult to achieve.
2.2 The concept of transactive energy
Transactive energy is a mechanism to achieve system balance by integrating economic means and power grid control means using “value” as a coordinative means. The introduction and application of transactive energy in the power system provides an effective way to solve the demand-side flexible resource management and the multi-subject optimization of operation. It takes value as the driving parameter, aiming to integrate advanced communication and electronic technologies with the smart grid, innovate the traditional energy industry through advanced thinking and technology in the internet, further realize the efficient configuration of system resources making the future power system operate more safely and efficiently (Hao et al., 2020). Typical properties include the following points:
1) The transacting parties of the system supported by the transactive energy mechanism should be clear. The power system transactions generally include transmission system operators, distribution system operators, electric power company, cluster administrator, etc. The establishment of the trading body can ensure the smooth implementation of the relevant transaction behavior and incidental services;
2) Transacted commodities and transaction. In interactive energy systems, trading goods and trading behaviors must be clearly defined. For example, the traded goods can be electricity energy or related auxiliary services, demand-side flexibility, etc. While the transaction behavior should clearly define the information needed to be exchanged and the mechanism to achieve agreement;
3) Interoperability of information understanding between the transaction entities. For the interactive information in the transaction behavior, two or more parties of the transaction entities should understand its content;
4) Value discovery mechanism. The transaction subject should reach an agreement on the value of the transaction commodity, which can be reflected by the price, satisfaction degree, or other forms, but the overall goal is to form a consistent value cognition.
2.3 The development of blockchain technology
The emergence of blockchain technology has provided a good opportunity for the development and application of the Energy Internet. Its characteristics of decentralization, openness, autonomy, and information tamper-proof have become the basis for the construction of “Value Energy Internet” (Saha et al., 2021). According to the six characteristics of the Energy Internet, blockchain has the corresponding characteristics or functions to match with it (Qu et al., 2021):
1) Device intelligence: Blockchain can automatically be executed on the chain through smart contracts to complete the intelligent operation required by energy equipment.
2) Multi-energy collaboration: Blockchain can realize group collaboration through the incentive mechanism, so that different types of energy sources can effectively coordinate and complement each other, which can improve the utilization efficiency of comprehensive energy and reduce energy costs.
3) Information symmetry: The network layer of blockchain is based on peer-to-peer communication technology, and each node has full backup information, which can ensure the information symmetry between different energy entities.
4) Distributed supply and demand: The core feature of blockchain is decentralization, and its distributed network architecture can be perfectly matched the characteristics of decentralized energy supply and demand.
5) System flattening: Blockchain is essentially a trusted distributed ledger which connects all participants and forms a unified underlying platform. It reduces the system process by ensuring the trusted data, and realizes the flattening of the energy business system.
6) Transaction opening: Blockchain can realize transaction information to be open and transparent to all participants, and its peer-to-peer communication mode has natural peer-to-peer transaction capability. It can open transaction services to market participants in accordance with relevant rules.
The main characteristics of the Energy Internet and blockchain are shown in Table 2.
TABLE 2 | Comparisons of major characteristics between Energy Internet and blockchain.
[image: Table 2]3 RESEARCH METHOD DEVELOPMENT
The EU industry believes that energy blockchain is an important application scenario of blockchain technology (Feng et al., 2022). Both Energy Internet and blockchain are characterized by distribution and decentralization. The design concept of openness, interconnection, reciprocity, and sharing emphasized by Energy Internet is highly compatible with the characteristics of blockchain decentralization, joint maintenance, status equality, and data sharing (Yang et al., 2022a). The technical architecture based on blockchain technology can ensure the equal status of individual users in the Energy Internet, and realize the P2P energy and energy-related information transactions among users (Li et al., 2021). This can realize the value drive of the Energy Internet and establish a new energy value system. We believe that the blockchain can help with the various levels of the Energy Internet to build an energy blockchain separately or jointly. The specific application scenarios are shown in Figure 3.
[image: Figure 3]FIGURE 3 | Energy blockchain application hierarchy diagram.
As one of the energy blockchain scenarios, power transaction belongs to the third level of the Energy Internet architecture—the energy business layer. In the trend of extensive decentralized access of green energy to the power grid and the gradual maturity of V2G, the demand for regional P2P trading is increasing (Yang et al., 2021b). The construction of a decentralized P2P trusted and secure regional trading platform is the developmental direction of power-trading blockchain (Yagmur et al., 2021). At the same time, with the development of the Internet of Things and sensing communication control technology, power system regulatory control of granularity gradually refined in the time and space dimensions (Wei et al., 2021). Embedding the Internet of Things, big data, AI, and other technologies into the power transaction blockchain stack in an appropriate way can automatically and quickly implement power system supervision and control to improve efficiency (Wei et al., 2022; Xie et al., 2022). From the perspective of Energy Internet, power transaction needs to use the data provided by the sensor communication layer and the results of blockchain transaction to finely control the physical system layer. Under different power grid physical architectures, the transaction requirements and characteristics are complex, which provide plentiful scenarios for research.
At present, the existing research on power transaction blockchain technology not only includes the exploration of the application mode of blockchain technology, but also the in-depth research of blockchain technology for application scenarios. This reflects the phased characteristics of the current blockchain technology stack research in the field of power trading. But, the specific application business scenarios need to be clear. The characteristic value framework has not been established, and blockchain needs to be enriched and innovated for the power transaction scenario.
4 MULTI-DIMENSIONAL BENEFIT ANALYSIS
4.1 Technical dimension
4.1.1 P2P microgrid
With the advancement of power market reforms, microgrid users with distributed power supply are allowed to participate in the electricity market transaction as electricity sellers. The operational framework of P2P transaction with microgrid energy management is shown in Figure 4. The power transaction between distributed power supply and the users is characteristic of a decentralized and small scale. There are many problems in the traditional management mode of transactions through centralized institutions, such as opaque transaction price, untimely settlement, and easy disclosure of user privacy. By using asymmetric encryption, digital signature, proof of workload, and other mechanisms, blockchain technology can realize peer-to-peer transactions while ensuring data security and cost reduction.
[image: Figure 4]FIGURE 4 | P2P operation framework of energy management of the microgrid.
The Ref. (Wang et al., 2018) put forward the trading mode and strategy of distributed power supply and users in the microgrid based on blockchain and continuous two-way auction mechanism, which provides reference for the construction of a microgrid power market under the new round of power reforms. The Ref. (Abdella et al., 2021) presented a unified blockchain-based P2P-ET architecture (UBETA). It integrates three different types of energy markets, providing a unified model for energy trading and payment. The Ref. (Gong et al., 2022) designed the environmental identification factor incentive mechanism of the dynamic cooperative game and the smart contract supported by the multi-objective evolution algorithm and proposed the co-governance coefficient to evaluate the effectiveness of the proposed microgrid group’s operation strategy.
The main challenge in implementing P2P energy transactions is to ensure that network constraints are not violated during the energy exchange. Therefore, while focusing on the problem of P2P energy-trading, the technical constraints of the network should also be studied. The Ref. (Guerrero et al., 2019) proposed a sensitivity analysis-based approach to deploy P2P energy transactions in local markets to assess the impact of P2P transactions on networks and to ensure energy exchange without violating network constraints. The Ref. (Zhang et al., 2022a) studied the equilibrium state of the supply and demand flow in the P2P market model of residential shared energy storage units, and proposes the methods of service pricing and load allocation. Prevalent transactions between shared energy storage units and grid-based suppliers are considered, as well as the demand market based on residential consumers. A game model for characterizing the equilibrium of the market is proposed, considering the strategic behavior of individual players. The Ref. (Wang et al., 2022a) proposed a strategy based on the stochastic Cartel game to study the energy-bidding problem of power grid-oriented MMGs based on P2P energy trading under uncertain conditions.
4.1.2 The EMS of interactive energy
The multi-energy system is a high-precision self-control system, which can cooperate with the blockchain to realize the ubiquitous information interaction of the multi-energy system operation state and measurement data among multiple operating subjects. In order to make the multiple energy systems closely integrated and coordinated to form an organic whole, the Ref. (Li et al., 2018a) mainly analyzed the applicability of the blockchain in the application of the multi-energy system and the information interconnection problem brought about by the heterogeneous blockchain. It proposes the necessity and method of constructing a multi-energy system–trading system based on heterogeneous blockchain technology. The Ref. (Wei et al., 2019) proposed a multi-energy complementary security transaction model of heterogeneous energy blockchain, which better solves the problem of multi-energy complementarity and integration scheduling of distributed energy in the energy-trading system. The Ref. (Wang and Wang, 2022) proposed a multi-energy interaction agent consensus method based on the Practical Byzantine Fault Tolerance (PBFT) algorithm to realize the authenticity of multi-energy data, distributed decision-making of complex systems, trust among interaction agents, etc. The Ref. (Shen et al., 2021) had designed a consensus algorithm evaluation method including three dimensions of efficiency, fault tolerance, and operation cost, filling the gap in the quantitative analysis of energy blockchain consensus algorithm and scenario adaptability.
Due to the disadvantages of the centralized-trading service platform, including high cost, low efficiency, and lack of security guarantee, improving the energy-trading methods and management system has become a key problem facing the energy industry reform. Based on the smart contract, distributed ledger, P2P transaction, and other technologies of blockchain, the Ref. (Wang and Liu, 2022) proposed a regional energy transaction model based on smart contract so as to reduce the complexity and transaction cost of the system. The Ref. (Chen et al., 2016) designs the architecture and trading mechanism of a tradable energy system, presents the specific operation mode of the tradable energy system and analyzes the benefits of relevant subjects. The Ref. (Huang et al., 2022) proposed a new scalable blockchain-based cooperative microgrid system energy-trading framework to ensure the reliability of energy trading in the cooperative microgrid. Using the contract theory, the incentive mechanism and the reputation system under information asymmetry, the Ref. (Yahaya et al., 2020) proposed an efficient and secure blockchain-based energy transaction model, which improves the reliability and efficiency of the system.
4.1.3 Blockchain technology and sustainable development
Blockchain is a trusted system built for the first time in human history. Its core function is to improve the governance capacity of each latitude. In the past 2 years, the development and popularization of blockchain technology has shown an explosive growth trend.
The most important feature of blockchain technology is the decentralized distributed system. The traditional centralized data collection architecture has poor transparency and high data-security risks. As a new decentralized infrastructure and distributed computing paradigm, blockchain technology can lay a solid foundation of data security and trust for the development of automation and intelligence-related industries (Yuan et al., 2022). The Ref. (Yang et al., 2018a) proposed a data blockchain-generation algorithm for electric power information physical fusion system to improve the security and credibility of data interaction. In terms of information fidelity, the blockchain technology has made a great improvement to the traditional internet from the mechanism design—from the traditional centralized database to the decentralized distributed database, from the single-node-based information verification to the multi-node-based information verification (Gao et al., 2019). In Ref. (Abdelsalam et al., 2022), each prosumer uses an energy management system based on the Percent Power Change (PPC) of a day to motivate consumers to save energy and protect their privacy by using this novel blockchain-based mechanism. The Ref. (Li et al., 2020) proposed a blockchain-based energy-trading project aiming to supervise and manage the energy-trading process to build a secure energy-trading system.
With the popularization and application of blockchain technology, the emerging smart contract technology has attracted wide attention in academia and industries. Smart contracts can be effectively realized in the distrust and executable environment with the help of the decentralized infrastructure of blockchain. The Ref. (Yang et al., 2018b) made a comprehensive review of the operation mechanism, mainstream platform, key technologies, etc. The Ref. (Musleh et al., 2019) illustrated the various advantages of blockchain in power systems, and indicated that the application of blockchain in the smart grid can provide many innovative and affordable solutions. The Ref. (Saha et al., 2022) proposed a distributed hybrid access control for smart contracts that provide transparency, reliability, and robustness to existing access control mechanisms in the industrial Internet of Things. The Ref. (Hu et al., 2022) had designed a series of functional and auxiliary contracts to realize users’ online demand reporting, automatic order-matching, real-time cost settlement, and other personalized functions, improving the economic benefits of production and consumers.
Blockchain technology can also well serve the construction of the Energy Internet. The Ref. (Ning et al., 2018) analyzed the coupling of the Energy Internet and blockchain technology in the dimension of “physical-information-value”, and initially builds an energy blockchain framework supported by blockchain technology. The Ref. (Zhou et al., 2020a) summarized and analyzed the application of blockchain technology in the Energy Internet from three dimensions: function, theme, and attribute. The Ref. (Zhou et al., 2020b), summarized the application scenarios of six types of energy blockchain in detail, and reviewed the typical energy blockchain projects corresponding to each scenario, which provided a reference for the theoretical research and practical construction of energy blockchain. The Ref. (Zhao et al., 2019b) put forward the development ideas and suggestions of China’s energy blockchain technology through the comparison of domestic and foreign application engineering in terms of energy policy and technology, combined with the current situation of China’s energy development.
With the increasing amount of data storage in power systems, how to use blockchain technology to safely and reliably improve the renewable utilization, high efficiency, and low-cost storage of data storage is worth further research.
In addition, the current status of blockchain technology is that the research and development of blockchain basic technology platform or operating system is mainly in abroad, while the application and development of blockchain is mainly in China. The application development of Chinese enterprises mainly relies on the achievements of foreign open-source communities. Therefore, the core goal of promoting the healthy development of China’s blockchain technology is firstly in urgent need of an advanced layout of a controllable underlying platform and independent innovation of basic technology (Zheng and Qiu, 2020).
4.2 Economic dimension
4.2.1 Prosumer business model
As an important part of a smart grid, distribution networks are also undergoing major changes. With the liberalization of the power sales side, the distribution network will have a large number of independent prosumers to participate in the power market competition. Users will not only be energy consumers, but also be energy suppliers by managing their own distributed generating units, distributed energy storage facilities, and distributed loads. The access of a large number of consumers will generate new business models, forming free bilateral trading of electricity. The increase of market participants makes it much more difficult to quantify the transaction information. Therefore, it is necessary to seek an effective way to manage power transactions.
In the operation of the distribution network, the traditional centralized management mode has the problems of high cost, low efficiency, low transparency, and high-information security risk. So, a more flexible internal-trading mechanism is inevitably needed. Blockchain technology is a distributed storage technology that can effectively solve the trust problem between both parties of the transaction. Reasonable use of the relevant characteristics of blockchain technology can provide effective technical support for the market transactions of distributed generation. Blockchain technology is used to store power transaction information in the form of smart contracts and automatically execute capital transfer to record the power data collected by smart meters. Only the center checks and manages the completed transactions safely, so that market participants can manage the transactions spontaneously. The Ref. (Yang and Wang, 2021) developed a new blockchain-based energy-trading framework for consumers, and designed a decentralized energy-trading algorithm. This algorithm improves personal income and ensures the optimal performance of the society, thus encouraging consumers to join the trading-energy platform. The Ref. (Kong et al., 2020) proposed a blockchain-based multi-chain framework to better manage and protect measurement data in power systems.
Market operations and distribution networks are becoming more complex, and P2P energy-trading markets have emerged in order to improve the efficiency of energy trading. The market is based on a P2P energy-trading model that determines a two-level pricing mechanism of transaction price and a credit rating system used to improve the quality of the P2P market, so that participants can enjoy a more acceptable transaction price and save on the cost per transaction.
4.2.2 Electricity market mechanism
With the orderly progress of the new round of power system reforms, it has become the development trend of China’s power market to allow the distributed power supply and other multiple subjects to participate in the market competition. At present, there are two main ways to manage the electricity market: with the central organization as the management body and the market members managing spontaneously. The power-trading method based on the alliance chain technology can solve these problems. It can ensure high transparency, traceability, and imtamability of the transaction, retaining the regulatory authority of the trading center and providing new ideas for the weak centralized power transaction mode in the future.
For power market transactions with distributed power supply, the Ref. (Yang and Wang, 2021) proposed a multi-party transaction model of the power market with new entities based on blockchain technology, and used blockchain technology to decentralize the power market, which can ensure the safety and reliability of multi-party transactions in the market. In the case of large-scale and high-frequency energy flow and information flow in multiple user interactions, the Ref. (Liu et al., 2022) proposed a decentralized power resource allocation method based on user preferences, which can promote the nearby energy consumption and improve the resource allocation ability of the power grid. The Ref. (Wang et al., 2022b) proposed the dynamic pricing mechanism of blockchain technology in a hydrogen gas station, which has obvious advantages in improving the trading profit and renewable energy-utilization efficiency compared with the fixed energy-pricing method.
In modern smart grids, Demand Response (DR) programs can be deployed to encourage power users to schedule controllable times during off-peak periods. In order to maintain the fairness of the transaction, the information of blockchain-distributed transactions is transparent to all users so that all personnel can participate in the transaction online at any time and learn the whole process of the transaction. Each player can realize transparent information sharing and timely grasp the transformation of information resources during the transaction to guarantee high security. The distributed transaction process under combining DR and blockchain is shown in Figure 5. The dynamic balance of supply and demand has aroused great attention to the concept of DR using blockchain technology to record the data derived from the power flow computing model and electricity price customization and using smart contracts to store transaction data and automatically transfer assets. The Ref. (Tushar et al., 2020) proposed a P2P energy trading scheme that could help centralized power systems reduce the total power demand of their users during peak hours. The Ref. (Tsaousoglou et al., 2020) proposed DR architecture, where practicality of participation is enhanced via simple queries, while scalability and user privacy are preserved via a distributed implementation.
[image: Figure 5]FIGURE 5 | Distributed transaction process under the combination of demand response and blockchain.
With a large number of independently decision-making electric vehicle users participating in the market competition of the power grid, it is of great significance to design an effective V2G power-trading mechanism. The decentralization, openness, and transparency of blockchain technology are consistent with the transaction demand of the distributed energy. Exploring the distributed energy transactions based on blockchain can help to absorb energy and reduce credit costs. A decentralized power-trading mechanism can effectively realize the P2P power transaction of electric vehicles. The Ref. (Baza et al., 2021) used blockchain technology to propose a privacy-preserving charging station-to-vehicle (CS2V) energy-trading scheme, introducing an anonymous and efficient blockchain payment system to protect the privacy of electric vehicle drivers. Using the security and privacy attributes of blockchain, the Ref. (Teng et al., 2021b) proposed a new blockchain-based large-scale parking vehicle-computing (BLPVC) architecture, which achieves a balance between service delay and distributed resources, while greatly reducing the cost of battery depreciation.
As a relatively independent power grid structure, microgrid is the main application scenario for distributed electric energy to participate in market transactions. In order to realize the optimal configuration of clean energy, the overall framework of blockchain-based microgrid market can be built. Data information is obtained through the blockchain management platform, combined with the model prediction and control (MPC) method, so as to realize the optimization of the microgrid market scheduling and operation. With the increased penetration rate of distributed renewable energy and the random access of electric vehicles, the traditional centralized management and power sales in the microgrid are no longer applicable. Blockchain technology is applied to the construction of a decentralized multi-microgrid system power market that can realize the high integration of physical information flow. This helps market players to make rapid decisions from massive data and improve the operation efficiency of the local power market. The Ref. (Hamouda et al., 2021a) proposed a new energy-trading strategy of an interconnected microgrid (IMG) that the self-interest-driven (SBD) behavior of power generators takes into account. This strategy defines a unique utility function for each generator, enhancing the security and transparency of the platform. At the same time, the data-trusted processing between microgrids has also become very important. At present, most research studies on microgrid data security are aimed at a specific level, while ignoring the data connection and interaction process between whole systems. The Ref. (Yang et al., 2022b) used an authoritative and private blockchain to defend against various types of network attacks, such as false data injection. This method can secure the distributed control system while ensuring the quality of control.
4.2.3 Commercial smart contracts
The emergence of blockchains has brought about the opportunity to securely automate the procedure of P2P energy-trading. A blockchain is an open and distributed ledger that records transactions between two parties efficiently and in a verifiable and permanent manner. It is noteworthy that a smart contract is one of the key elements in executing the procedure of the blockchain platform without a human interface. Smart contracts are well-suited to conduct rules for direct end-to-end transactions of energy autonomously based on local consumer preferences. The blockchain-based smart contract has the potential to enhance security and ensure fairness for decentralized energy systems’ management.
Because the centralized model requires a large number of human costs for database maintenance and frequent information proof-reading with third parties, the trading center is vulnerable to attacks. The security of information storage is poor and user privacy is difficult to guarantee. The Ref. (Dong et al., 2020) proposed an innovative blockchain platform framework which significantly increased the security and fairness of energy transactions as smart contracts strictly enforced transaction and payment rules.
With the introduction of social capital, there will be more DR aggregators and electricity sales service providers to participate in the interaction of the power grid. If DR still follows the existing centralized information security management methods, there will be major risks. Most of the existing blockchain technology research studies in the business field stay in the conceptual design stage. In order to explore the application method of blockchain smart contracts in demand-responsive bidding transactions, the Ref. (Cui et al., 2022a) proposed the Energy Imbalance Market (EIM). The market promotes the real-time supply and demand balance in the power system better by rewarding market participants for better prediction of market conditions. The Ref. (Zhang et al., 2022b) proposed a smart contract micro-service architecture for load aggregators to solve the technical bottleneck of applying smart contract to load aggregators to participate in demand response.
4.3 Engineering dimension
From the perspective of engineering dimension, the application of blockchain technology in the field of Energy Internet is affected by Chinese and international policies, standards, norms, and other aspects. On 19 December, 2019, the State Grid Technology Corporation organized the first Energy Blockchain Ecology Conference to actively explore and promote the application of blockchain technology in the energy and power industry. The key laboratory of blockchain technology and data security, the UN Network Blockchain Company, has set up a power application working group, which has played a significant role in promoting the development of blockchain technology and industrial innovation.
Compared with traditional energy, renewable energy has the characteristics of a diversified main body and a long industrial chain. Integrating blockchain consensus mechanism and smart contract technology, adopting continuous bilateral auction mechanism can effectively solve the problem of the lack of trust caused by information asymmetry between power transactions through P2P transactions. In addition, the use of blockchain technology can also achieve enterprise innovation through the management of the power grid data, to create a safe and reliable power grid environment.
4.3.1 P2P strategy and management
In order to realize more secure and stable transactions in the power market, the power transactions based on blockchain need certain laws and regulations to restrain and regulate theselves. The Ref. (Mengelkamp et al., 2018) pointed out that current regulations do not allow the operation of local peer energy markets in most countries or regions, and electricity cannot be legally traded. In addition, as the blockchain scale continues to expand, the government should provide stricter regulations to regulate the development of the power industry.
In the electricity market, the traditional centralized management mode has the problems of high cost and low trust. P2P transactions are realized through the asymmetric encryption, digital signature, and proof of workload of blockchain technology, which can effectively solve the problems in the centralized management mode and provide a feasible way for the direct transaction of energy. The Ref. (Li et al., 2018b) used alliance blockchain technology to propose a secure energy-trading system called energy blockchain which can be widely used in the general situation of P2P energy-trading to get rid of the trust intermediary. The Ref. (Zhou et al., 2022a) proposed a credit-based P2P power transaction model in the blockchain environment, and introduced credit management to manage the default behavior of users. The model is conducive to reducing the cost of blockchain users, realizing credit management in P2P power transactions, so as to improve the stability and efficiency of transactions. The Ref. (AlAshery et al., 2021) proposed a P2P energy-trading framework supported by blockchain, integrating bilateral contract, e-commerce platform, etc.
4.3.2 Power grid operation rules
With the opening of the electricity sales-side and the deepening of the concept of Energy Internet, a large number of distributed generation, distributed energy storage, intelligent electricity load, and other subjects have started participating in the power market competition. The electricity market structure is becoming more and more diversified. Therefore, it is of great significance to realize the benefit of each subject in the power market (Liu et al., 2020a). However, under the traditional centralized energy management, there are great problems of data tampering, information asymmetry, and high transaction cost between various subjects and power-dispatching centers. As an emerging distributed database technology, blockchain technology has the characteristics of decentralization, intelligence, contracts, and so on. It has great applicational potential in the future of Energy Internet. In order to solve the problem of high operation and maintenance costs in the process of power transaction, to ensure the security and efficiency of the power transaction, the smart contract is deployed in the blockchain. The improved smart contract power-trading model is built for the power transaction scenario, as shown in Figure 6. As energy trading may seriously affect the operation of power systems, the Ref. (Esfahani and Mohammed, 2018) introduced a blockchain-based energy-trading framework. The results showed that the proposed framework was more reliable than the traditional centralized and improved decentralized energy-trading framework. The Ref. (Hamouda et al., 2021b) established a power market model integrating the blockchain and the power system layer. This model will benefit all system users, and will alleviate the demand response and peak rebound problems. The Ref. (Chen et al., 2022) proposed a distributed security constraint of the economic scheduling optimization algorithm based on the blockchain, to ensure the safety and reliability of the power system.
[image: Figure 6]FIGURE 6 | Improved smart contract electricity transaction model.
In the electricity market, the two-way energy trading of electric vehicles can be used to mitigate the impact of the mismatch between supply and demand. The Ref. (Mei et al., 2022) proposed a blockchain-based terminal security access scheme which could effectively combat the single-point risk of the renewable energy power grid security scheme. The Ref. (Abishu et al., 2022) proposed a new consensus mechanism that takes advantage of practical PBFT and proof of reputation (PoR) and employs an incentive mechanism based on the Stackelberg game model to optimize the utility of the seller, buyer, and verifier nodes. The Ref. (Aggarwal et al., 2021) proposed an energy-trading scheme with blockchain among the three communication parties (i. e, electric vehicles, charging stations, and service centers). The proposed scheme had better security for electricity transactions in V2G networks, less communication overhead, and computational time.
Direct electricity purchase by large users is a necessary stage for the power industry to shift from regulation to opening up, and then establish a market mechanism. The application of blockchain technology to direct the power purchase by large users will not only contribute to the promotion of the power market reform and the development of the power system to the Energy Internet, but also promote the practicality of blockchain technology. The Ref. (Xu et al., 2022) discussed the reform of introducing blockchain into the demand side of the power market. The reform initially constructs the access mechanism and transaction framework for direct power purchase by large users of blockchain technology.
4.3.3 Enterprise innovation (management)
With the continuous advancement of enterprise information level, the value of data plays a very important role in the process of enterprise development. Due to the wide range of enterprise data sources and large structural differences, the blockchain technology is just suitable for the analysis and processing of complex data. Therefore, blockchain technology is expected to solve the problems of weak security and low precision of smart grid data management. The Ref. (Cui et al., 2022b) used the characteristics of distributed storage, asymmetric encryption, consensus mechanism, etc., of blockchain technology to solve the problems of power grid data storage and application. At present, the application of blockchain technology in the smart grid data management platform in China is still in the exploratory stage, and there are few experiences to draw lessons from. Therefore, it is still necessary to carry out continuous technological innovation and experience exploration. The Ref. (Ghorbanian et al., 2020) introduced the problems and challenges of smart grids in the presence of blockchain-based cryptocurrencies and proposed some innovative ways to effectively integrate and manage blockchain-based cryptocurrencies in smart grids.
4.4 Environmental dimension
4.4.1 Lower carbon pollution emissions
In recent years, the global environmental quality has declined seriously, causing various direct or indirect threats to nature and human society. Therefore, to continuously explore the use of intelligent technology to strengthen and innovate environmental pollution control is the essence of promoting the modernization of the national governance system and governance capacity (Rui, 2020).
As a Chinese industry with a priority of inclusion in the carbon-trading system, the power industry has become the largest carbon emission source in the global energy sector, and is the main force of energy conservation and emission reduction. Blockchain, as an emerging distributed ledger technology, can effectively solve the problems of data security and operation efficiency in the carbon-trading system. Therefore, it is significant to explore the application of blockchain technology in the field of environmental sustainable development. In view of a series of problems existing in the operation of the current carbon-trading system, the Ref. (Du et al., 2020) designed the overall framework of the carbon-trading system in the power industry based on blockchain technology. It also constructs carbon quota cost-decision model, emission reduction reward and punishment model, and carbon trading-matching model to optimize the carbon trading system of the whole power industry. The Ref. (Yan et al., 2021) proposed a blockchain application for processing energy and carbon quotas in microgrids, using an external cooperative game to simulate the market behavior of networked manufacturing systems, and encouraging generators to trade the effectiveness of energy and carbon quotas. After the analysis of energy trading and distributed energy, the Ref. (Su et al., 2021) showed that energy blockchain technology is a valuable asset for expanding the use of clean energy, reducing carbon emissions in power, and optimizing power management in a microgrid.
As more and more market members participate in the electricity market, the market management becomes more difficult. The Ref. (Wang et al., 2019) combines blockchain technology with microgrid-grid power market transactions, proposing a new transaction-clearing model considering low-carbon benefits, which can ensure the safe, efficient, and low-cost operation of the system. The Ref. (Zhang et al., 2019a) built a green power-trading system with core capabilities such as efficient consensus, on-chain trading, and identity authentication, so as to meet the needs of building a credible and efficient trading environment to meet the demands of credibility and timeliness of large-scale multi-subject transactions.
4.4.2 The utilization rate improvement of renewable energy
As global energy and environmental problems become increasingly serious, it is a general trend to vigorously promote renewable energy. As an effective form to realize complementary advantages, efficient consumption, and remote transmission, microgrid has been widely paid attention and studied. In order to realize the operation optimization of the microgrid market, the Ref. (Zhou et al., 2022b) designed the overall framework of the microgrid market, and introduced game theory for study. The Ref. (Zhao et al., 2020) proposed a multi-layer framework of multi-microgrid energy transaction based on blockchain to provide the decentralized transaction, information transparency, and mutual trust system of each node in the trading market. This framework effectively reduced the transaction volume with the main grid and improved the energy utilization rate.
In addition, the current energy system is facing a revolutionary shift in both supply and demand, where their technology developments will lead to a surge in load management solutions such as DR. The Ref. (Li et al., 2019) proposed a hierarchical framework for energy demand-side management through P2P energy information exchange in the real-time market. By correctly designing the blockchain implementation, the security, transparency, and overall benefits of the whole system can be greatly improved. The Ref. (Afzal et al., 2020) proposed a distributed demand-side management system in multiple community microgrids to reduce the cost of electricity and total energy consumption for each user in the microgrid.
4.5 Social dimension
4.5.1 Social benefits (macro policy)
In February 2020, State Grid Corporation, Ltd. issued key work arrangements for reforms in 2020, explicitly mentioning key tasks such as accelerating the construction of a national unified power market and establishing efficient market-oriented operation mechanisms. In recent years, the German government has accelerated its layout in the field of blockchain, promoting the research and development of related technologies and products. This has further enhanced its international influence, which is of positive significance to the development of China’s blockchain technology.
Today, blockchain technology has the characteristics of decentralization, detrust, and high reliability. It has become a key area in many countries. The Ref. (Li et al., 2022a) carried out the demand analysis of blockchain-based power transaction standardization, aiming to promote the standardization development of the entire energy blockchain industry. But at the same time, the application of blockchain technology in the power system also faces technical, economic, social, political, and other challenges.
4.5.2 Service for smart grid equipment updates
Smart grid is a new grid system integrating traditional network and existing communication technology, it can realize the best transmission and power distribution between grid operators and users. Intelligent devices play a very important role in the smart grid. Once the equipment fails or runs abnormally, it will have a significant impact on the safe and stable operation of the power system. The safety diagnosis of smart grid equipment is essential. The design of a perfect smart grid privacy-protection scheme can not only promote the development and application of the power grid, but also make the power producers and sellers benefit a lot.
Nowadays, smart meters are one of the most important current and future trends in the development of smart grids, providing real-time energy consumption information for utilities. As modern distribution networks are rapidly developing complex cyber-physical systems, data tampering in smart meters is a big problem for utilities and users. The Ref. (Olivares-Rojas et al., 2020) proposed an advanced network security architecture for the blockchain-based intelligent metering system to significantly enhance data security. The Ref. (Keshk et al., 2020) proposed a privacy protection framework that could effectively protect data from smart grids and discover abnormal behaviors to achieve privacy and security in smart power networks. The Ref. (Gai et al., 2019) proposed an alliance chain-oriented approach to address the privacy leakage problem without limiting transaction functionality. The Ref. (Wang et al., 2021b) proposed a secure private data-sharing (SPDS) scheme in the smart grid data processing and service mode. Compared with the traditional scheme, the proposed SPDS can effectively improve the benefits of the participants. The Ref. (Zhang et al., 2019b) designed a novel key management scheme of the smart grid system to enable secure communication between service providers and smart meters. The Ref. (Liu et al., 2020b) proposed a blockchain-based secure power-trading mechanism. The dual-chain structure composed of local energy transaction blockchain and renewable energy transaction blockchain improved the efficiency of power trading and renewable energy consumption. The Ref. (Khalid et al., 2021) proposed a trust management method for agents in a blockchain-based multi-agent system, realizing the trust, cooperation, and privacy among agents.
In addition, energy storage units, including home batteries and electric vehicles, are a powerful emergency backup device in the smart grid that can effectively enhance the resilience of the grid, but their uncoordinated charging puts a lot of pressure on the power system. Use blockchain and smart contracts to build a decentralized fee coordination mechanism to achieve decentralized fee coordination, so as to avoid the aforementioned problems.
4.5.3 Interest management of relevant subjects
With the gradual opening of China’s electricity sales side market, there will be more trading entities in the power market, such as: power grid enterprises, load integrators, service providers, third-party organizations, etc. The liberalization of the electricity sales-side market is one of the key tasks of China’s new round of power system reforms, and the central government requires the steady promotion of the electricity sales-side reform. Combined with foreign experience, the future construction of China’s electricity sales-side market should focus on the opening up of the electricity sales-side market, adhere to the legislation first, gradually cultivate the market-oriented electricity sales subject, and ensure the orderly progress of the reform of the electricity sales-side.
To counter the current high cost, low efficiency, and information security problems that currently rely on centers or third parties, blockchain, as a brand-new decentralized infrastructure and distributed computing paradigm, is of great significance to break through the bottleneck of the lack of trust among the participants of the Energy Internet. Based on the demand analysis of the existing automatic DR services, the Ref. (Li et al., 2022b) proposed the application based on blockchain technology, and analyzed the key problems of the blockchain in the automatic DR system from many aspects. The Ref. (Dang et al., 2019) proposed a new market structure (i. e, trading rules) under the existing blockchain power-trading platform, focusing on the optimal load management of specific industrial users. The Ref. (Zhao et al., 2021) proposed a privacy protection model for regulatory blockchain transactions to solve the weaknesses of the traditional blockchain application model in both transaction data concealment and regulation.
4.5.4 Community participation
Traditionally, electricity is generated mainly by large, centralized power plants, not only accelerating global warming, but also causing energy losses in power transmission systems. The Ref. (Afzal et al., 2019) proposed a community microgrid optimization model which uses renewable energy to perform the scheduling of household appliances in community microgrids, minimizing the total operating costs of the entire community. The Ref. (Cui et al., 2020) proposed a new, equitable P2P energy-sharing framework to achieve economical, sustainable building communities.
5 CONCLUSION
We propose the analysis framework of the Energy Internet based on the blockchain, which includes five dimensions: engineering dimension, technical dimension, economic dimension, environmental dimension, and social dimension. These five dimensions are further refined and classified, aiming to comprehensively summarize the research status of Energy Internet. The classification content of the various dimensions in the review framework of this study should consider the actual national conditions of the local region/country, and it can be slightly adjusted according to the actual situation.
It can be seen that blockchain is all-dimensional and multi-dimensional for the improvement of the Energy Internet. A variety of key technologies forming the power transaction blockchain can play its role from the bottom-up, which is expected to fundamentally solve the various challenges facing the current power transaction. However, at present, the Energy Internet power transaction blockchain still has a lot to explore. In order to truly realize the landing application, in addition to a more in-depth research from the aspect of technical theory, we also need to carry out more extensive practice in the industry. Blockchain thinking is used to promote public policy formation and social progress in the smart grid field.
6 EXPECTATION
Energy blockchain is in a stage of rapid development, but there are many factors restricting the development of energy blockchains. On one hand, the current research on energy blockchain lacks in-depth exploration and application of Frontier blockchain technologies; on the other hand, most energy blockchain solutions remain in the design and prototype stage and lack effective practical feedback. Energy blockchain will deeply integrate blockchain with the energy industry, which will profoundly affect all aspects of energy production, transmission, storage, and consumption in the future. It is expected to play an important role in data sharing and energy ecological construction in the near future.
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With the global climate change, the frequency of extreme weather is getting higher and higher, and the threat to the safe operation of the power system is gradually increasing, which is likely to cause large-scale power outages and then result in N-k contingencies. Meanwhile, the Modular Multi-level Converter (MMC) based Multi-Terminal High Voltage Direct Current (MTDC) power system has been confirmed that can provide the possibility for the network interconnection between regional power systems and various renewable energy resources to boost supply reliability and economy. To enhance the resilience of the power grid, a generation rescheduling scheme by optimal emergency control that considers the risk-based dynamic security constraint and reactive power constraints is proposed. Based on the transient stability criterion of the rotor angle speed of the center of inertia (COI), the active power is adjusted to improve the transient stability of the system. The usefulness of the proposed control strategy is highlighted on a 10-machine-39-bus hybrid power system built on MATMTDC, a MATLAB-based open-source software. The obtained results demonstrate that the state optimization control strategy is capable of enhancing the resilience of hybrid power systems and improving the transient stability when suffering N-k contingencies.
Keywords: power system resilience, transient stability, N-k contingency, AC/MTDC power system, optimal control
1 INTRODUCTION
Power system is an essential part of modern society. With the development of human society and the exploitation and utilization of fossil energy, the global average temperature is gradually rising Michael (2016). Excessive emission of greenhouse gases such as carbon dioxide increase the frequency of extreme natural disasters such as typhoons and floods, which in turn destroys the stability of security of the power system Perera, et al. (2020). In response to energy shortages and climate change, most countries are trying to upgrade and transform traditional power systems into green and low-carbon new-generation integrated energy power systems. Rural energy internet (REI) is a practice of energy transition. It contributes to a high proportion of renewable energy for rural energy through the energy transition change, and effectively reduces carbon emissions. Long, et al. (2022). Besides, offshore wind power is all over the world. Therefore, it has an important strategic position in the transformation of the global energy structure. Multi-terminal high voltage direct current with modular multi-level converter (MMC-MTDC) has the advantages of conventional DC transmission system, such as long-distance transmission, the polarity of voltage in the dc bus remaining unchanged when power flow is reversed, and can realize multi-power supply and multi-landing point power supply, making it becomes the best choice for the offshore wind power and large interconnection of power systems.
By surveying the origins of blackouts, it can be concluded that most of them are caused by extreme weather, such as typhoons Panteli, et al. (2017). The coastal area frequently faces severe typhoon weather, which may lead to cascading failures occurring in the power system, and significantly threaten the secure and reliable operation. For example, in 2019, the super typhoon Lekima caused 6 million users to experience a power outage in coastal China, with cumulative economic losses as high as $7.4 billion. In the same year, severe typhoon Faxai caused serious damage to transmission lines and towers in Japan, resulting in power outages for nearly 1 million customers. In 2020, typhoon Hagupit made 584 lines of Zhejiang Power Grid out of use and affected 1.986 million households. Flood disaster caused by heavy rainfall in 2020, a total of 25400 areas of Jiangxi power grid were threatened by floods, and 1.493435 million customers were affected. Icy weather in 2021 led to large-scale power outages in Texas, USA, and finally accumulated load shedding 20000 MW. Not only does extreme weather cause direct damage to components of the power system, but N-k contingencies may also occur, causing instability to the power grid. Therefore, in order to reduce the damage to the power system caused by the typhoon, how to enhance the resilience of the MMC-MTDC system under N-k contingencies is a problem worth exploring.
Some research papers mainly focus on definitions and metrics of the resilience of power systems. Lin et al. (2018); Jufri, et al. (2019) reviews engineering resilience definitions, differences between resilience and reliability, and adverse weather events and their impacts on power systems. A review for resilience-related definitions, taxonomy on known, unknown, and unknowable extreme events, impact of resilience on power systems, and resilience enhancement methods is provided in Gholami, et al. (2018). The paper also discusses a resilience assessment framework and identifies and classifies effective strategies for resilience improvement according to four main criteria: preventive, corrective, restorative, and multifaceted. Several researches focus on specific system types, such as microgrids and hybrid grids. Hussain, et al. (2019) review the role of a microgrid in power system resilience enhancement. In Farzin, et al. (2016), a hierarchical outage management algorithm has been proposed for multiple microgrids. It was implemented after extreme weather events and in emergency conditions. Ti, et al. (2022) propose a cyber-physical power system (CPPS) resilience assessment method considering space-time characteristics of disasters and cyber-physical multi-coupling features. In Wang, et al. (2019), Benders decomposition is applied, an iterative relaxation procedure is developed, and a tri-level robust line hardening method is presented, coupled with multiple provisional microgrids to improve the distribution system resilience. Statistical machine learning theories are proposed to help to solve the multi-scenario new energy integration problem Fu, et al. (2020); Fu (2022). Based on these theories, there are many technologies are used to solve the optimal planning and probabilistic power flow calculations. By greatly improving the computational speed of these problems, the resilience of the system is improved. Li, et al. (2020) propose a minimax-regret robust resilience-constrained unit commitment (RCUC) for NGUs, which can enhance the resilience of the integrated power distribution and natural gas system (IDGS). The proposed DRL-based methods in Vlachogiannis and Hatziargyriou (2004); Xu, et al. (2012); Xu, et al. (2020); Yang, et al. (2020); Duan, et al. (2020); Wang, et al. (2020a) are adequate to provide control actions without accurate system knowledge to maintain voltage constraints under N-1 contingency.
Bie, et al. (2017); Li, et al. (2019) have proved that enhancing power system resilience is an important way to alleviate the impact of typhoon extreme weather events on the power grid. However, the studies are less concerned about the control strategy of MMC-MTDC resilience enhancement under typhoon weather. Typhoon extreme weather is a high-risk emergency and may cause cascading failure in the power system, resulting in N-k (k ≥ 2) contingencies. Schneider, et al. (2016) presents a connection/disconnection strategy for multi-microgrids during or after N-k contingencies occur to reduce the load curtailment cost. Wang et al. (2020b) presented a new converter station structure that employed ESS technology to improve ac and dc fault ride-through performance in an MTDC grid. Esfahani et al. (2020) present a new bi-level robust ROUC model for the optimal operation of an active distribution network to enhance its operational resilience against extreme windstorms. The above researches are either for traditional power systems or transient strategies under the N-1 condition. It is needed to propose a control strategy to improve the resilience of the MMC-MTDC system when N-k contingencies occur.
In this brief, the resilience of the power system is defined as the change of the output power of generators and MMC. The high resilience means the power system can avoid a large degree of machine cutting and load shedding when violent typhoon weather causes N-k contingency of the power grid. In this paper, a resilient enhancement control strategy is proposed. When the transmission system with MTDC encounters N-k contingency caused by typhoon weather, the power grid will adjust its operation status by the control strategy, which is based smooth scheduling optimization model. The model considers system safety operation constraints and power supply reliability constraints. When N-k contingency occurs, emergency load shedding is the first step to keep power system stability at an acceptable level. And the objective function of the optimization model is to enhance the resilience of the power system and minimize the generation rescheduling cost and the incremental change of the power system state variables before and after N-k contingency.
The remaining part of the article proceeds as follows: In Section 2, the modeling of the generator and MMC-MTDC transmission are described. The optimal model of the resilient control strategy is discussed in Section 3. The effect of the proposed control strategy is analyzed in Section 4. At last, the conclusion is presented in the last section.
2 THE POWER GRID WITH MODULAR MULTI-LEVEL CONVERTER-MULTI-TERMINAL HIGH VOLTAGE DIRECT CURRENT MODELING
2.1 Generator modeling
A fourth-order synchronous generator model with a first-order excitation controller taken into consideration is employed here. In this model, damp windings are ignored, but the effect of damping can be accounted for by increasing the damping constant D. A n machine power system, in which the nth machine is chosen as the reference machine, can be denoted as follows.
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The algebraic equations can be described as:
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where i = 1,2, … ,n. And ω, δ, M, D denotes the synchronous angular speed, the rotor angle, inertia, and the damping coefficient of the generator i; xdi, xqi, x′di, x′qi, Efdi, E′di, E′qi, T′d0i, T′q0i is the d,q-axis reactance, d,q-axis transient reactance, excitation voltage, d,q-axis transient Electromotive Force, field circuit time constant in seconds; Vi, θi, Pmi, Pei represents the voltage magnitude, the angle of bus node connected to the generator i, the initial active power output, and the active electromagnetic power of ith generator; vd, vq is d,q-axis of stator voltage.
2.2 AC grid modeling
The AC grid, which is always modeled in the synchronously rotational xy coordinate, is between the synchronous generators and the grid-side MMCs. It can be modeled as:
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where I is the injected current vector, U is the voltage vector, and Y represents the nodal admittance matrix.
2.3 Modular multi-level converter modeling
A per-phase schematic of the MMC is shown in Figure 1. Each phase leg of the MMC comprises two arms: the upper and the lower. Each arm is equipped with N series-connected submodules shown in Figure 2. For the purpose of dynamic modeling, the dc bus can generally be considered to have pure capacitive characteristics, with a capacitance 2Cd, from the neutral to the positive poles, and negative poles respectively, i.e. a pole-to-pole capacitance. These capacitances represent a lumped model of the pole-to-neutral capacitances of the positive and negative-pole dc cables interconnecting two MMC’s in a high-voltage direct current (HVDC) transmission.
[image: Figure 1]FIGURE 1 | A per-phase schematic of an MMC.
[image: Figure 2]FIGURE 2 | A submodule of an MMC.
The effective DC bus dynamics of an MMC including submodule capacitors can be written as.
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where [image: image] is the effective DC bus capacitance in Fraud. Vdi, Idi and Pdi are the pole-to-pole DC bus voltage, the dc current flowing into MMC and the active power output of the MMC, respectively; Cdi is the installed DC bus capacitance of an MMC; Ci denotes the capacitance of a submodule in an MMC; M and Ni represent the number of phases and the number of submodules per arm of an MMC, respectively.
The averaged dynamic model of the MMC is modeled for both inverter-side and rectifier-side MMCs of the MMC-MTDC system. The dynamic of the MMC converter connected to node i can be expressed in dq reference frame by
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where esdi, esqi is the d,q-axis component of MMC output voltage respectively; vdi, vqi denotes the d,q-axis component of the bus voltage at the point of common coupling (PCC) with the MMC; isdi and isqi are the d,q-axis component of the output current of MMC in p.u.
Assume that the d-axis of the dq reference frame is aligned with the voltage vector [image: image] of the PCC bus of a MMC, we have [image: image] and [image: image]. Therefore, the active and reactive power outputs of an MMC can be described as
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The outer-loop controller of MMC plays an important role in the stability of the power system. For the rectifier-side MMC, control objectives are to maintain DC bus voltage and regulate the reactive power output of the MMC. Assume that the rectifier-side MMC is connected on node j, and state equations of the outer-loop controllers are
[image: image]
where xdcj, xqj are the state variable of the DC voltage controller of an MMC and reactive power output controller, which are obtained by
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where αd, αid, Pbase and [image: image]represents the proportional, integral coefficient of the DC voltage controller, the base power in MVA and the DC voltage reference of rectifier-side MMCj, respectively. The parameters KqPo, KqIo, xqj and Qrefdi represent the proportional, integral coefficient, state variable of reactive power output controller and reactive power reference, respectively.
For the inverter-side MMC, control targets normally are to regulate the active and reactive power output of MMC. The reactive power controller of inverter-side MMC is the same as that adopted on the rectifier-side. Assume that the inverter-side MMC is connected to node i, and the dq reference frame is aligned with the voltage vector, i.e., [image: image]and [image: image]. The current reference iref sdi is generated by
[image: image]
where xpi is the state variable of the active power controller, whose dynamics can be written as
[image: image]
where KpPo, KpIo Prefdi is the proportional, integral coefficient of the active power controller and the active power output reference of rectifier MMCi, respectively.
In the MMC-MTDC system, the converter stations use a DC voltage-active power droop control method. When the active power of the system is out of balance, the DC voltage of the system changes, and under the droop control characteristics of MMC, the transmitted active power is converted into the control signal with the output voltage as the command to adjust the active power output. The droop controller reacts to the output signal based on the adjusted power, which achieves self-regulation and automatic power distribution. The controller is shown in Figure 3 and the active power delivered to converter i can be expressed by
[image: image]
where Kdroopi is the droop factor of the converter station.
[image: Figure 3]FIGURE 3 | The DC voltage-active power droop control of MMC-MTDC system.
3 RESILIENCE ENHANCEMENT CONTROL STRATEGY FOR N-K CONTINGENCIES
When the power system encounters extreme typhoon weather, N-k contingency may occur, resulting in instability of the power system. In this case, generators in the power grid may exceed the synchronous speed and rotate at different rates, causing the generators in the power system to become unsynchronized and unstable. In this paper, a resilience enhancement control strategy is proposed. The objective of this control strategy is to reduce the amount of change of the output power of generators and MMCs and minimize the increment change of the angular speed of the center of inertia (COI). The control strategy is used to improve the resilience of the power system by increasing the recovery speed of the MMC-MTDC system after N-k contingencies occur.
3.1 Dynamic PI Control Strategy
In this paper, the resilience is defined as the ability to remain stable when N-k contingencies occur and recover from N-k contingencies. Improving the response speed of the power system to restore transient stability can effectively improve the resilience of the power system. The outer-loop controller of MMC, which uses the PI controller, has an important influence on the stability of the power system. The traditional PI control only considers the control effect when the power system is stable, and ignores the control effect after the power system encounters extreme typhoon weather, affecting the power system’s response time to restore transient stability. Based on the above considerations, a dynamic PI control strategy is proposed.
After N-k contingency occurs, the focus of consideration is to reduce the overshoot, the number of oscillations, and how to improve the ability to stabilize quickly. According to the classical control theory, when the kp is larger, the system response speed is faster. At the same time, it should be noted that the rise of ki is prone to overshoot, so the kp must be properly controlled. Therefore, the dynamic control strategy is to adjust the dynamic adjustment factor η by judging the relationship between e and the threshold value m0,
[image: image]
The dynamic adjustment factor is mainly to solve the adjustment ability of the system when N-k contingency occurs, which is described as
[image: image]
where [image: image], Vd is the DC bus voltage.
3.2 State Transition Optimization Model
During the operation of the power system, load shedding is usually not adopted to maintain the transient stability of the system due to its disadvantages, such as economic loss and power supply reliability reduction. However, N-k faults (k ≥ 2) may also be encountered in the actual operation of the power system. Some of these faults will lead to serious consequences, even reaching the accident level. The supply-demand of the load bus in the area affected by the N-k contingencies will be unbalanced, which will significantly affect the transmission efficiency of the line, and the probability of transmission line outage will also increase. Therefore, it is necessary to carry out emergency load shedding and reschedule the output power of generators to make the power system operate within safe conditions.
The buses to be reduced in load are generally those whose transmission power exceeds the limit or whose transmission power loss increases. And the amount of active power load-shedding depends on the limit value of grid operation. In the actual power grid operation, the final realization of the action export is the safety and stability control device. In the event of a preset fault, the stabilization control device can realize functions such as shedding loads or units to ensure system stability. It has the advantages of solid pertinence and high reliability. The smaller the load shedding, the stronger the system’s resilience. However, under N-k contingencies, the load shedding action is far from maintaining the power grid’s transient stability, so it is necessary to take more effective measures to enhance the system’s resilience after the load shedding action.
In Section 2, the dynamic mathematical model of the MMC-MTDC system has been presented. It can be seen that the dynamic of power system can be described by a set of differential-algebraic equations. Based on the modified Euler method, the equations can be converted into a series of algebraic equations. Then, the model of state smooth optimization can be modeled as a nonlinear programming problem, which can be mathematically described by (22)-(36):
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where ΔPckGm is the active power adjustment of the mth SG, and cm is its cost coefficient; ωckCOI represents the rotor angle speed of the center of inertia (COI); zt represents a measurement vector that includes bus voltage magnitudes, that are Vcki and Vcki, phase angle deviation θij, bus power injections and MMC output active power before N-k contingencies occur; h(xck) is the contingency state vector functions, which indicates a state measurement vector, including the voltage magnitude, phase angle deviation, bus power injection and MMC output active power after N-k contingencies. Meanwhile, h(xck) has the same dimension as zt. xck is the state variable of selected buses that generate measured value, it includes bus voltage magnitudes, that are Vcki and Vckj, and phase angle deviation θij after N-k contingency. PckDi and QckDi are the active and reactive power load demand of the ith bus after N-k contingency (k = 1,2, … ), i∈ΩB, ΩB is the set of system buses. Eqs. 23–26 are the node power balance equation. Pckij and Qckij are active and reactive power flow from the ith bus to the jth bus after N-k contingency. ωmax is the threshold value of the transient stability criterion in this paper. Furthermore, Vmaxi and Vmini are the lower and upper limits for Vi. PminGm, QminGm, PmaxGm, and QmaxGm are the mth generator’s active and reactive power capacity limits. The inequality (32)-(35) indicates the power demand constraints also apply on the changed load bus. γp, γq is the fluctuation limit coefficient of load bus power injections. ΔPckDn, ΔQckDn denotes the power change of the nth load bus power demand after contingencies. PckDn* is the active power demand of the n*th load bus that belongs to set ΩS, and QckDn* is the reactive power demand. PckMMCi, PCapMMCi represents the active power output of MMC i after kth contingency and the rated capacity of the MMC-MTDC, respectively.
The proposed control strategy can be explained as follows. Firstly, the power system topology is determined, and the system measurements also can be obtained. When a severe external shock acts on the power grid and then causes some system components to fall, the system structure will drastically change to another structure, causing the state variable xck to change drastically. Then the power system is in an unstable state. To minimize the generation costs and enhance the resilience of the power system, a new generator scheduling scheme is given. Considering generator capacity limit, MMC capacity limit, voltage operation limits, power balance constraints, active and reactive power demand constraints, an optimal model is proposed in this paper. By sequentially solving the state transition optimization model (22)-(36), the amounts of generation rescheduling can be obtained successively. After implementing the rescheduling scheme, the security of the system can return to an acceptable level. Then, the transient stability criterion takes effect. When ωckm > ωckCOI, the rotor speed of the generator will increase. According to the transient stability criterion, the rotor speed of the generator should be reduced by adjusting the generator output power. Conversely, when ωckm < ωckCOI, the rotor speed of the generator should be increased. In summary, the purpose of the optimal emergency control strategy is to minimize the change of the operation value of the power grid which is related to the system resilience after N-k contingency occurs, while maintaining the system state is also in a safe interval and the grid in transient stability. Figure 4 illustrates the overall framework of the method.
[image: Figure 4]FIGURE 4 | Flowchart of the control strategy.
4 CASE STUDY
In this section, a modified 10-machine 39-bus system is adopted to study the proposed method. The topology of the test system is shown in Figure 5. In this system, MMC is installed at nodes 11, 12, and 13, and the original AC transmission line is replaced by the MMC-MTDC transmission system. The proposed strategy is simulated on MATLAB, and the simulation time length is 15 s. The tolerance of stop criteria is ζ = 1e-6. The parameters of the power grid and the MMC are shown in the following Table 1.
[image: Figure 5]FIGURE 5 | The framework of the MMC-MTDC test model.
TABLE 1 | The Parameters of grid and MMC.
[image: Table 1]In this case, when t = 1s, the AC transmission line 16–18 is damaged by a typhoon, and the N-1 contingency occurs on the test system. Suppose that the typhoon continues to expand its influence, causing line 19–9 to be damaged at t = 2 s, and N-2 contingency occurs in the system. The value of generation rescheduling and MMC output before and after the optimal state transition control strategy for N-2 contingency is given in Table 2. The simulation results of the system with the proposed control strategy and no control strategy are shown in Figure 6. From the result of generator rescheduling, it can learn that the generators far away from the fault area do not cut off more active power output to ensure the smoothness of the system state and the minimum of the system operating cost.
TABLE 2 | Value of generator.
[image: Table 2][image: Figure 6]FIGURE 6 | Dynamic of the 10-machine 39-bus system in the case when N-2 contingency occurs. (A) Angle speed of the center of inertia. (B) Rotor angle of the center of inertia. (C) Active power output of the inverter-side MMC. (D) DC voltage output of the rectifier-side MMC.
From Figure 6A, we can observe that after the occurrence of N-2 contingency, the proposed control strategy can stabilize the value of rotor angle speed of the COI at the initial value nearly. Without using the resilience enhancement control strategy, the generator speed will exceed the safety limit after a certain period. And Figure 6B shows the rotor angle of the COI of the generator under different conditions. The active power output of inverter-side MMC is shown in Figure 6C. We can clearly see that the output value of MMC1 is extremely close to the reference value after a period of time. The advantage of dynamic PI control is that it reduces the overshoot of the inverter-side MMC active power output after the power system encounters a fault shock, and tracks the reference value of its active power well, thus improving the toughness of the power system. Figure 6D means that when the power system encounters emergencies at t = 1 s and t = 2 s, the DC voltage of the rectifier-side MMC will suffer a certain degree of decline and can be restored to near the expected value after the control strategy takes effect. The dynamic PI control strategy has a better dynamic performance than the tradition PI control. The rotor angle speed of the COI is decreased to 1e-6 at t = 8 s, which means the power system is operating in a new stable condition.
Moreover, assumed that the typhoon continues to destroy the power system, causing the line 20–21 to fall off at t = 4 s, N-3 contingency occurs. From Table 3, which is the new operating condition after solving the optimization model, we can clearly see that the new operating condition of generators is close to the old one, and the amount of change of generator active power output is less. Therefore, the main control effect of the state transition optimization model is the COI adjustment method. Figures 7A,B shows that after implementing the generator rescheduling plan, the angular speed of the rotor will increase, and the power system will be unstable. To solve this problem, the adjustment strategy acting on the generator should be taken into effect. It can see that the state transition control strategy has a positive effect on recovering the transient stability after the power system encounters N-k contingency. As is shown in Figure 7C, MMC1 adjusts its active power output to meet the load demand changes caused by the fault. DC voltage output has a small fluctuation when the line 20–21 falls off, then will quickly return to a stable level due to the resilience of the power system.
TABLE 3 | Value of generator.
[image: Table 3][image: Figure 7]FIGURE 7 | Dynamic of the 10-machine 39-bus system in the case when N-3 contingency occurs. (A) Angle speed of the center of inertia. (B) Rotor angle of the center of inertia. (C) Active power output of the inverter-side MMC. (D) DC voltage output of the rectifier-side MMC.
5 CONCLUSION
This paper proposes a state transient optimization model for generation rescheduling and an adjustment basis for generator mechanical torque to solve the problem of power system resilience enhancement caused by N-k contingency of multi-terminal HVDC grids under extreme weather such as typhoons. Firstly, solving the optimization model can get the parameter of the power system for adjustment. The optimization model can minimize the change amount of the power output of the system, which can enhance the resilience of the power system. Then, based on the role of the center of inertia in the power system, the output power of the MMC and generator mechanical torque is adjusted to ensure transient angle stability. And the dynamic PI control used in the outer-loop controller of MMC has a positive impact on the dynamic performance optimization of the system and improves the resilience of the system to a certain extent. The advantages of this strategy are it considers the cost of generator rescheduling, the dynamic security constraint of the power system, the smoothing operation of the MMC station, and the balance of load demand after N-k contingency occurs. The proposed control strategy can reduce the change of the system state, which increases the resilience of the system, and ensure the power grid has a sufficient transient stability margin so that the system can maintain transient stability after encountering N-k contingency. The simulation results show that the proposed control strategy can enhance the transient stability in cascading contingency with a long interval, such as typhoons extreme weather.
However, the limitation of this control strategy is that it can only be applied to the transient stability control of power systems under cascading failures caused by typhoon weather. For N-k contingency caused by ice disasters, the control strategy proposed in this paper cannot completely improve the transient stability of the system due to the relatively complicated establishment of the ice-covering model. Besides, the solution process of the optimization model is relatively cumbersome. Therefore, future works should expand the application scope of this method, establish a more general fault analysis model to solve the transient stability problem of the power system under N-k contingency and enhance the resilience of the MMC-MTDC system. At the same time, the model solution process should be optimized.
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With the wide deployment of combined heat and power units, electric boilers, etc., the power system and the heating system are coupled tightly, which necessitates expansion planning in a coordinated manner. Demand response (DR) is considered an effective method for augmenting system flexibility, which would lead to a more beneficial planning strategy in the co-expansion planning strategy. Therefore, we develop a bi-level co-expansion planning model with DR constraints for the integrated electric and heating system to minimize expenses on both investment and operation. The upper level gives the optimal investment strategy of energy facilities, while the lower level is optimal operation problems with DR constraints under the given investment decision. Numerical simulation is employed in the P6H8 system to demonstrate the proposed model.
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1 INTRODUCTION
The widespread deployment of combined heat and power (CHP) units augments the interconnection between the power system and the heating system (Lin et al., 2020; Khatibi et al., 2021). In this context, the integrated electric and heating system (IEHS) has gained massive attention in recent years. IEHS is an important part of the Energy Internet (Long et al., 2022), and it has received extensive attention in both industry and academia.
Extensive studies on the optimal operation of IEHS can be found in the literature. Li et al. (2016) proposed a combined heat and power dispatch (CHPD) method that exploits the flexibility of the district heating system (DHS) for better wind accommodation in the power system. And Xue et al. (2020) developed a heterogeneous decomposition algorithm to tackle the multi-agent problem in CHPD. In addition to economic dispatch, other operation problems such as unit commitment (Anand et al., 2019) and optimal energy flow (Yao et al., 2021) are also studied.
The aforementioned studies are based on given energy facilities which may not provide sufficient operation flexibility once the load increases (Fu et al., 2020). On this account, the co-expansion planning (CEP) of IEHS is another research priority. Li et al. (2021) proposed a CEP method for hybrid concentrating solar power and CHP plant in IEHS. Cheng et al. (2019) developed a CEP model aimed at minimizing cost and emissions. Martinez Cesena et al. (2016) proposed a CEP model for IEHS to address long-term price uncertainty. Cao et al. (2020) proposed a data-driven method to solve the CEP with uncertainty.
However, the aforementioned studies usually formulate the CEP problem as a single-layer model, which is unreasonable. In industry practice, the investment and operation are determined by the generation company and system operator, respectively (Pineda and Morales, 2019). The generation company determines the investment strategy, which is submitted to the system operator. And the system operator develops a cost-effective operation strategy, which regulates the unit operation. Thus, it is urgent to develop a CEP framework to capture this feature.
Considering the impact of the operation strategies on investment decisions, fully exploiting flexibility resources in IEHS operation will result in more beneficial planning strategies. Demand response (DR) is an important way to mobilize flexible resources on the demand side (Huang et al., 2019; Gjorgievski et al., 2021), which has been studied extensively in quantitative evaluation (D’hulst et al., 2015), economic dispatch (Alipour et al., 2019; Majidi et al., 2019) and unit commitment (Mansour-Saatloo et al., 2020). In contrast, few works focus on the performance of DR on CEP problems. DR could optimize the load curves by intentionally modifying the energy consumption patterns of users to facilitate IEHS in balancing supply and demand (Yin et al., 2016). Thus, DR can be regarded as a potential tool to postpone or even cancel unnecessary facilities planning.
Accordingly, the focus of this paper is to develop a bi-level co-expansion planning (BLCEP) model with DR constraints for IEHS. The main contributions of our work are as follows:
1) We develop a BLCEP framework of IEHS in this paper. The investment of power and heat sources are optimized in the upper level, while the operation problem is optimized in the lower level. In this way, the optimal results can be obtained through the game of the upper-level problem and the lower-level problem.
2) DR is introduced into the BLCEP model, and its cost is considered in the objective function. The electric and heat load curve is optimized by DR, and the operation flexibility of the demand side is exploited. In this way, unnecessary investment in IEHS facilities is prevented.
3) The proposed BLCEP model is transformed into a single-layer model by replacing the lower-level operation model with corresponding Karush-Kuhn-Tucker (KKT) conditions. Therefore, the proposed model can be solved directly with commercial solvers such as CPLEX and Gurobi.
The remainder of this paper is as follows. In Section 2, we proposed a BLCEP framework of IEHS. Based on the framework, a BLCEP model with DR constraints is given in Section 3. In Section 4, the proposed BLCEP model is transformed into a single-level mixed integer linear optimization problem. In Section 5, numerical simulations of the P6H8 system are performed to demonstrate the effectiveness of the proposed model. And the conclusion is given in Section 6.
2 FRAMEWORK
A typical IEHS is comprised of an electric power system (EPS) and DHSs. In this regard, the expansion planning for IEHS includes planning for both power and heat sources. Figure 1 depicts the BLCEP framework of IEHS. An investment model is presented in the upper level, which is utilized to determine the optimal investment strategy for energy facilities. Based on the investment decision given by the upper level, the IEHS operation problem is optimized to minimize the operation costs at the lower level and feedback to the upper level.
[image: Figure 1]FIGURE 1 | Framework of BLCEP of IEHS problem.
Noting that the investment model in the upper level and the operation model in the lower level are mutually influenced. The less investment in expansion, the stricter operation conditions, and the larger operation cost. Similarly, lower operation costs require more relaxed operation conditions, i.e., more investment in energy facilities. Hence, the optimal solution of bi-level programming can be regarded as the gaming between the investment level and operation level (Zeng et al., 2017; Wang et al., 2021).
3 BI-LEVEL CO-EXPANSION PLANNING OF INTEGRATED ELECTRIC AND HEATING SYSTEM MODEL FORMULATION
Based on the framework given in Section 2, the BLCEP model is formulated as follows.
3.1 Investment model in the upper level
Denote [image: image], [image: image], [image: image] as binary variables representing the installation status of generators, wind farms and electric boilers, respectively. The investment model in the upper level aims to minimize the total cost [image: image] as
[image: image]
The first term indicates the investment cost of energy facilities which consist of generators, wind farms and electric boilers, i.e.,
[image: image]
where dr indicates the discount rate, and it generally takes a value between 6% and 8% (Mu et al., 2020). The second term of (1) indicates operation cost in [image: image] year, i.e.,
[image: image]
The upper-level model is subjected to investment constraints. 1) duplicate investment of energy facilities is prohibited (4)–(6). 2) annual investment cost is limited by budget (7).
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where [image: image] is the set of candidate conventional thermal units, [image: image] is the set of candidate CHP units, [image: image] is the set of candidate wind farms, and [image: image] is the set of candidate electric boilers. And [image: image] indicates the maximum annual investment.
3.2 Operation model in the lower level
The objective function [image: image] in the lower level aims to minimize the total operation cost consisting of generator fuel cost wind curtailment cost and DR cost as
[image: image]
where [image: image], [image: image], [image: image]indicate the cost function of CHP units, conventional thermal units, and wind farms, respectively. [image: image], [image: image], [image: image] represent the output of generators and wind farms. [image: image]is the cost function to compensate users for participating in DR as
[image: image]
where [image: image] and [image: image] are load shifting by DR. [image: image] and [image: image] are the cost coefficient of power and heat load shifting, respectively.
In addition to the objective, operation constraints of DHS and EPS would have to be considered in the model as follows.
3.2.1 District heating system operation constraints
Generally, heat is generated by heating facilities such as CHP units, electric boilers in heat stations, i.e.,
[image: image]
where [image: image] indicates heat generated in electric boiler e, and [image: image] indicates heat generated in heat station connecting node i. [image: image] and [image: image] denote the set of CHP unit and electric boiler connecting heat node i, respectively. The output of CHP units is limited by their operation feasible region [image: image], i.e.,
[image: image]
As for electric boilers, they can be formulated as
[image: image]
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where [image: image] is the set of all electric boilers. [image: image] is the efficiency of electricity to heat. And [image: image] is maximum consumption of electric boilers e. The heat generated in heat stations will be delivered to head loads [image: image] through hot water, i.e.,
[image: image]
[image: image]
where [image: image] indicate the density of water. [image: image] and [image: image] is the mass flow rate in heat station and heat load connecting with node i. [image: image] and [image: image] denote temperature at heat node i of the supply and return pipelines. To guarantee the heating quality, the supply temperature in heat stations and return temperature in heat loads should be limited:
[image: image]
[image: image]
Let [image: image] and [image: image] denote pipelines starting and ending of heat node i, respectively. Similarly, [image: image] and [image: image] denote the heat loads and heat stations connected with heat node i, respectively. According to the law of continuity, the total mass flow rate injected into the heat node is 0, i.e.,
[image: image]
where [image: image] and [image: image] indicate mass flow rate in supply and return pipelines, respectively. [image: image] and [image: image] indicate the mass flow rate in the load and heat station. Traditionally, the DHS operates in quality regulation mode, which means constant mass flow rate and variable heating temperature regulation strategy (Wang et al., 2019). Based on this, the mass flow rate is fixed in this paper to linearize the DHS model (Shao et al., 2020).
According to the energy conservation, the temperatures of mass flow rate would mix when mass flow into the same heat node, i.e.,
[image: image]
where [image: image] and [image: image] denote the temperature at the inlet of the supply and return pipeline p, respectively. Besides, the temperature at the heat node is the same as those at the inlet of the supply and return pipeline, i.e.,
[image: image]
Considering heating dissipation during heating transfer, the outlet temperature of mass flow rate in pipelines is lower than the inlet temperature.
[image: image]
where [image: image] indicate specific heat capacity. [image: image], [image: image], and [image: image] indicate the cross-sectional area, heat conductivity coefficient, and length of pipeline p, respectively.
3.1.2 Electric power system operation constraints
Let [image: image] denote the set of conventional thermal units connecting bus b, and the set of all conventional thermal units is denoted by [image: image]. Similarly, the set of CHP units connecting bus b, all CHP units, wind farms connecting bus b, and all wind farms are defined by [image: image], [image: image], [image: image] and [image: image], respectively. By introducing binary investment decision variables into the direct flow model, the operation constraints on the power system are given as follows, which consist of power flow balance (23), transmission capacity (24), generator output (25)–(28), ramp up/down (29)–(32), and the spinning reserve limit (33).
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where [image: image] refers to the actual value of power load at bus b, and [image: image] is shift factor of bus b to line l. [image: image] is the predicted output of wind farms. [image: image] and [image: image] are the lower and upper limits of the power output of generator g, respectively. [image: image] and [image: image] are upward and downward ramping capacities of generator g, respectively. [image: image] and [image: image] are the upward and downward spinning reserve of generator g. [image: image] and [image: image] are EPS upward and downward spinning reserve capacities requirement.
3.2.3 Demand response constraints
The demand response is considered in this paper. Denote [image: image] and [image: image] as the predicted value of power and heat load. Thus, the actual value of power and heat load as
[image: image]
To guarantee user satisfaction, the total amount of load in the subperiod [image: image] is constant, and the demand change is limited.
[image: image]
[image: image]
where [image: image] and [image: image] are power and heat load change rate, respectively.
4 SOLVING STRATEGY
For brevity, the BLCEP model proposed in Section 3 is rewritten in matrix form, as follows
[image: image]
where [image: image] represents binary investment variables in upper level, including [image: image], [image: image] and [image: image]. [image: image] represents continuous operation variables in lower level, including [image: image], [image: image], [image: image], [image: image], [image: image], [image: image], [image: image], [image: image], [image: image] and [image: image]. [image: image] represents (1). [image: image] represents (4)–(7). [image: image] represents (8). [image: image] represents (10)–(36). [image: image] is a vector of dual variables of lower-level constraint [image: image].
Since the lower-level operation problem with fixed investment decision is linear, it can be replaced by corresponding KKT conditions as follows:
[image: image]
In (38), the non-linear constraint [image: image] can be handled using the Fortuny-Amat transformation as
[image: image]
where [image: image] a vector of binary auxiliary variable, and [image: image] is a large enough parameter. Replace[image: image] in (38) with (39), the proposed BLCEP model is transformed into a single-level mixed integer linear optimization problem that can be solved directly by commercial solvers.
5 CASE STUDY
In this section, a modified P6H8 system is utilized to testify the proposed model. The modified P6H8 system is shown in Figure 2, which comprised a six-buses electric power system and an eight-nodes district heating system. The planning horizon is 10 years, while each year is divided into three typical days (transition season, summer, and winter) with hourly timesteps. The candidate facilities data is presented in Table 1. The annual growth rate of the power load is 2.5%, and that of the heat load is 4%. The discount rate is 8%. The load change rate [image: image] and [image: image] are 15%.
[image: Figure 2]FIGURE 2 | A modified P6H8 system.
TABLE 1 | Candidate facilities data.
[image: Table 1]To compare and analyze the proposed model, two cases are employed as follows:
Case 1: Determine the planning strategy of IEHS using the BLCEP method without DR.
Case 2: Determine the planning strategy of IEHS using the BLCEP method with DR constraints developed in this paper.
All the test is performed on 11th Gen Intel(R) Core (TM) i7-1165G7 at 2.80GHz CPU, 16GB RAM system. The proposed BLCEP model is coded using Matlab R2020a with Gurobi 9.5.0 Solver.
5.1 Case 1
In Case 1, the IEHS is planned and operated in a coordinated mode without demand response. The installation year of candidate facilities is presented in Table 2, and the co-planning cost is presented in Table 3. During the whole planning horizon, five facilities (i.e., G1, G2, C1, W1, and E1) would have to be installed to satisfy increased loads at a total cost of $ 1.37×108.
TABLE 2 | Installation year of candidate facilities.
[image: Table 2]TABLE 3 | Cost comparison between Case 1 and 2.
[image: Table 3]5.2 Case 2
We consider a BLCEP method that considers demand response in Case 2. As shown in Figure 3, the peak power loads in the first summer and winter are transferred to valley periods by DR to facilitate the supply-demand balance of power. Due to the tight coupling of power and heat, valley heat loads can be shifted to peak periods in summer for dispatching CHP units to supply peak power loads. Hence, G2 is canceled, as shown in Table 2. As shown in Figure 4. the peak heat loads in the third winter are transferred to valley periods by DR to facilitate the supply-demand balance of heat, so that C1 is postponed.
[image: Figure 3]FIGURE 3 | Power loads curves in the first year.
[image: Figure 4]FIGURE 4 | Heat loads curves in the third year.
As shown in Table 2, Case 2 cancels G2 installation and postpones C1 installation in comparison to Case 1. Hence, the investment cost could be reduced by $ 0.43 × 108 even if G1 is installed ahead. Considering the shifted loads would like to be supplied by cost-effective units, the generator fuel cost is reduced by $ 0.13 × 108. Besides, wind curtailment costs are reduced by $ 2.02 × 106 by exploiting the flexibility of loads to consume wind power. As a result, the total cost is reduced by $ 0.44 × 108.
6 CONCLUSION
The proposed BLCEP framework achieves the game optimization of investment and operation, which can be utilized in CEP in other systems. DR is introduced in the BLCEP model and analyzed in the case study. It is found that DR would help the generation company with decision support to develop a more beneficial planning strategy.
The BLCEP model proposed in this paper is oriented to deterministic scenarios. However, intermittent renewable power outputs and variable load demands will bring challenges to IEHS economic and safe operation (Fu, 2022), ultimately affecting planning strategies. In our future works, the uncertainty of renewable power and load demands will be considered in our model.
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With the advancement of China’s carbon policy, the proportion of renewable energy, mainly wind and solar, has increased, which brings greater challenges to the reservation of power systems. Due to the complexity of China’s power systems, adopting the method of the zonal reserve to ensure stable system operation is very difficult. Among the existing clearing results for calculating reservation, the unit reservation will be restricted by the network security constraints, leading to system operation risks. To obtain the unit reservations efficiently without breaking the security constraints, this paper proposes an effective reserve calculation method for engineering implementation. A box robust optimization is further utilized for Security Constrained Unit Commitment in the method to ensure the consumption of renewable energy, and the stability and clearing efficiency of the power system. Furthermore, a data-driven robust random optimization is employed for Security Constrained Economic Dispatch optimizing the economy of power systems. This multi-stage robust optimization model, which has good extensibility, is in line with China’s clearing process. The simulation analysis based on the actual operation data of a province in China and the IEEE 300-bus system verifies the correctness and feasibility of the proposed model and theory.
Keywords: reserve capacity, electricity market, SCUC, SCED, renewable energy, robust optimization
1 INTRODUCTION
With the promotion of China’s policy and the task of carbon peaking and carbon neutralization and the continuous promotion of power system reform (Lu et al., 2022), the development of clean and renewable energy is imperative (Farhani, 2015), and its access proportion in the power system will gradually rise. Although renewable energy such as wind and solar energy is environmentally friendly, the volatility and randomness of output lead to the phenomenon of abandoning wind power and photovoltaic power to ensure the safe operation of the system when the electricity market is cleared. To cope with the challenges brought by the large-scale access of renewable energy to the safe and stable operation of China’s power system, more system operation reserves need to be reserved in the power system dispatching optimization. Therefore, it is of great significance to put forward a set of reasonable reserve calculation methods based on absorbing renewable energy as much as possible.
The positive and reserve capacity of the unit is usually determined by the unit capacity and the current output of the unit. However, in actual operation, if the positive and reserve capacity of the unit is called, it may cause an overload of the relevant transmission lines, and this part of the reserve is usually considered an invalid reserve. To solve this problem, the common method is to determine the reserve demand by using the method of partition reserve (Ma et al., 2007; Ahmadi-Khatir et al., 2013; Zhou, 2017) but the method of partition reserve is only limited to the case where the power supply and load distribution are relatively concentrated. The network structure of China’s power system is complex, and the resources are scattered. It is difficult to ensure the safe and stable operation of the power system through zoning (Wenhuan, 2022) analyzes the existing engineering reserve deduction methods and puts forward a reserve evaluation algorithm, but it still fails to solve the problem of limited reserve in essence.
On the other hand, there are two main methods to deal with the uncertainty of renewable energy in power systems, robust optimization (Ben-Tal and Nemirovski, 1998; Bertsimas and Sim, 2004; Bertsimas et al., 2013) and stochastic optimization (Papavasiliou et al., 2011; Sahin et al., 2013; Ramezanzade et al., 2018; Zhao and Guan, 2018; Zhao, 2021). Stochastic optimization depends on the probability information of renewable energy output. Robust optimization only needs to describe the uncertainty interval of renewable energy output. Although the mathematical model of stochastic optimization is simple, it needs many calculations and is difficult to accurately obtain the probability information of renewable energy output. Although robust optimization has better robustness, it is difficult to convert the model. Different uncertainty sets have different robust equations (Ben-Tal, Ghaoui, Nemirovski), and it is difficult to solve the model. Some scholars proposed to combine robust optimization with stochastic optimization (Su, 2018; Xu et al., 2018; Su, 2019; Zhu et al., 2019), but the transformation theory of such models is often difficult to apply to SCUC problems. (Bertsimas et al., 2013). proposed a two-stage robust optimization problem for SCUC called Benders Decomposition to solve the model, but the convergence and solution speed of the model is difficult to guarantee.
Based on the clearing process of China’s electricity market, this paper adopts different optimization models at different stages to ensure the economy and security of the power system. The highlights of the article are as follows:
1. In the SCUC and SCED models, the operation reserve variables of the unit are introduced, and the operating reserve of the unit can be accurately obtained.
2. Generation shift distribution factor (GSDF) is used to construct network security constraints. In this way, the binary variables generated when the unit operation reserve variable is coupled with the network security constraint can be avoided. The modeling methods in extreme and conventional scenarios are given.
3. According to the clearing process of China’s electricity market, a multi-stage robust optimization model for promoting energy consumption is proposed, which effectively avoids the disadvantage that the decomposition algorithm cannot converge, and takes into account the efficiency, economy, and security of the model.
The rest of this article is organized as follows: In section 2, the model of effective reserve calculation in the electricity market is proposed. In section 3, the multi-stage robust optimization model is proposed. In section 4, the parity of the multi-stage robust optimization model is given. Section 5 is numerical simulation. The conclusion is given in section 6.
2 SCUC MODEL FOR MODELING EFFECTIVE RESERVE OF UNIT
2.1 SCUC model
The objective function of day-ahead electricity market clearing SCUC is to minimize the system operation cost:
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The objective function 1) represents the minimum generation cost of the power system. Where [image: image]、 [image: image] respectively represent unit output cost and startup cost, [image: image] and [image: image] represent the slack variables of the branch/section respectively, and [image: image] represents the penalty factor, which is usually a large positive integer.Where (2) represents system balance constraint, formula 3, 4 represent the positive and negative reserve constraints of the system, the constraints (5) represent the upper and lower limit constraints of unit output, the constraints (6) and (7) represent the ramp constraints of the unit, the constraints (8) represent unit segment output constraints, the constraints (9) represents the start-up cost of the unit, the constraints (10) represent network security constraint. Where [image: image] represents unit output and [image: image] represents system load, [image: image] and [image: image] represent the upper and lower limits of unit output respectively, [image: image] and [image: image] respectively represent the positive and negative reserve capacity demand of the power system, [image: image] are binary variables, one refers to the startup unit, and 0 refers to the shutdown unit, [image: image] and [image: image] respectively represent the ramp speed of the unit, [image: image] represents the segment output of the unit, and [image: image] refers to the number of segmentation. [image: image] are 0–1 variables, one represents the unit startup, and the rest is 0. [image: image] and [image: image] respectively represents the upper and lower limits of the transmission line [image: image], [image: image] refers to the power of tie line. The inflow is positive and the outflow is negative, [image: image] represents the generator output power transfer distribution factor of line [image: image] to node [image: image].
2.2 Modeling considering effective reserve variables of units
At present, the calculation formula for the positive reserve of the power system is (3), but the section of the unit may be out of limit due to the provision of the reserve, that is:
[image: image]
Where [image: image] represents the current transmission power of the line, PRG represents the number of units to be provided with reserve and [image: image] represents the current unit output. When the above conditions occur, it is considered that the units in the PRG set provide invalid reserve. To solve this problem, reserved variable [image: image] for each unit can provide reserve. [image: image] represents the maximum available reserve that the unit [image: image] can provide at time [image: image]. Therefore, the positive reserve capacity formula is changed (3) to the following form:
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When the unit is shut down, the reserve cannot be provided, so [image: image] should be coupled with the operating state of the unit,
[image: image]
In addition, the upper limit constraint of [image: image] shall be less than the maximum output and actual output of the unit, and the following constraints shall be met,
[image: image]
Considering the constraints (12) (13), there is
[image: image]
If considering the startup and shutdown curve of the unit, the unit cannot provide reserve during startup and shutdown, the formula should be modified as follows:
[image: image]
[image: image] is the duration of the startup process, calculated to the minimum output of the unit; [image: image] is the duration of the shutdown process, calculated from the minimum output of the unit; [image: image] are binary variables, one represents unit shutdown, and the rest is 0.
2.3 Coupling constraints of unit effective reserve and network security constraints
To ensure that the reserve of the unit associated with the section out of limit is 0, it is usually necessary to introduce the if-then constraint. However, for the linearization of logical constraints, binary variables of [image: image] quantity need to be introduced, which will increase the complexity of the SCUC model by [image: image]. Here, approximate modeling is given, which does not introduce too many binary variables, making the complexity of the model rise relatively low.
When the positive/negative section exceeds the limit, the corresponding units with positive/negative sensitivity cannot provide the corresponding reserve at this time. Therefore, it has the following forms:
[image: image]
(17) needs to be linearized as follows:
[image: image]
[image: image] is a binary variable. When [image: image] is 1, it means that section [image: image] is out of limit, else [image: image] is 0. Since the current single machine capacity in the market does not exceed 3,000, M here can be set to 3,000. The above method will introduce more binary variables. For each section, binary variables will be introduced at each time, which will greatly increase the difficulty of solving the model. A method without introducing binary variables is proposed as follows:
When considering the reserve network security constraints, the units with positive sensitivity and the units with negative sensitivity are added respectively. Use the following formula:
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[image: image] and [image: image] represent positive and negative GSDF above the threshold, respectively. The above formula can be abbreviated as follows:
[image: image]
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Where [image: image] represents the current power flow of the section. For (21) [image: image], if [image: image], then [image: image].In the objective function, [image: image] has a penalty term [image: image], and the objective function is minimized, so [image: image]. If [image: image], then [image: image]. It can be inferred that when [image: image] is established, [image: image] is established, and because of [image: image], [image: image] is established. For (22), the same principle can be proved. When [image: image], [image: image].It is worth noting that the above proof is limited to the case that the model is optimized and the system reserve is sufficient.
When considering the reserve network security constraints of the above formula, the reserve variables associated with the positive and negative reach bounds of the section will only aggravate the forward or negative power flow of the current section. Therefore, there is no need to add the original network security constraints (10) in this case.
In the above formula 19 (20), the influence components of standby variables above the forward and reverse thresholds on section power flow are added respectively, which will reduce the feasible region of the model to a certain extent. If the influence of correlation between reserve variables is considered, the following conditions may occur when the units higher than the positive sensitivity threshold and the units with negative sensitivity threshold are adjusted at the same time:
[image: image]
At this time, the network security constraint of the system needs to be rewritten into the following form:
[image: image]
The influence component of reserve on section power flow can be any value, which can make the section out of limit no longer without considering the reserve variables. In this situation, the original network security constraint (10) needs to be added.
3 MODELING OF EFFECTIVE RESERVE CONSIDERING RENEWABLE ENERGY UNCERTAINTY
3.1 SCUC model of box uncertainty set
Because the model of SCUC is complex and contains many binary variables, it is difficult to solve the model. In the SCUC stage, the box robust optimization is adopted to consider the uncertainty of renewable energy and ensure the solution efficiency of the model. 5) is rewritten as follows:
[image: image]
where NE represents the renewable energy unit set, [image: image] represents the maximum deviation between the predicted output of renewable energy and the actual output, [image: image] represents uncertainty [image: image], [image: image] represents the participation factor of conventional units, which is not a variable, and [image: image].
The uncertainty of renewable energy is limited to the box uncertainty set as follows:
[image: image]
where [image: image] is the uncertainty level of the total renewable energy of the system.
3.2 SCED model of the robust stochastic optimization model
In the SCED stage, the model is a linear programming (LP) problem, and the efficiency of solving the model is no longer concerned. Therefore, more refined robust stochastic optimization (RSO) can be considered in this stage.
After considering the stochastic, the model becomes as follows:
[image: image]
where [image: image] represents the ambiguity set of the model. When [image: image] can accurately describe the probability information, (25) is stochastic optimization. When [image: image] only contains uncertainty sets, (25) is robust optimization. In the SCED stage, the ambiguity sets of the RSO model are as follows:
[image: image]
where [image: image] is the vector representation of [image: image], [image: image] is the vector representation of [image: image], Where [image: image] represents the real scene, [image: image] is a distance scale, adjustable parameter. The specific form of confidence set [image: image] is as follows:
[image: image]
In the existing scheduling systems, it is difficult to obtain accurate probability distribution, but it is relatively easy to obtain typical scenarios. Therefore, the data-driven robust stochastic optimization based on data scenarios has better application scenarios.
Here, the method of extending typical scenes to related scenes is used to construct scene sets, as follows:
[image: image]
where [image: image] represents the main scene and [image: image] represents the sub-scenarios extended from the main node. [image: image] is an event-wise static adaptation. The formula is as follows:
[image: image]
[image: image] scenes here are independent of each other and have no relevance.
4 MODEL RECONSTRUCTION
In the stage of SCUC and SCED, the model cannot be solved directly because the uncertainty variables are considered in the model, so it is necessary to make a reformulation to the model.
4.1 Model reformulation of SCUC
Formulas 25, 26 respectively describe the unit output and box uncertainty set under the renewable energy output uncertainty, To convert it to a solvable form, the display filter is used for conversion, as follows (Bai et al., 2016):
[image: image]
where [image: image] is the dual norm, [image: image]. Therefore, (25) is transformed into the following form:
[image: image]
p* is one norm. If the influence of [image: image] is considered, (33) comes as follows:
[image: image]
15) and 16) comes as follows:
[image: image]
[image: image]
Now, the robust model of the SCUC stage is transformed into a mixed-integer linear programming (MILP) model. So far, this paper proposes a robust optimization SCUC model ((1)–(2), (4), (6)–(9) (12) (34) (35)/(36)) in multiple scenarios. When binary variables are introduced 18) need to be added; Without introducing binary variables (19)–(20) need to be added in extreme scenarios, and (10) 24) in non-extreme scenarios.
4.2 Model reformulation of SCED
The biggest difference between the SCED model and the SCUC model is that there is an expectation in the objective function of the SCED model, and the expectation function needs to be linearized. Here, the dual theory is used for linearization.
The following transformation theory is given (Su et al., 2019; Chen et al., 2022):
[image: image]
where [image: image] represents scenarios set.
In the SCED stage, the start and stop of the unit have been determined, so the cost of this part is constant. The objective function is as follows:
[image: image]
In the SCED stage, considering the influence of ambiguity sets, the objective function becomes the following form:
[image: image]
In the SCED stage, the section is usually adjusted to the state of not exceeding the limit, that is, the SL variables are 0. To solve it, need to transform the expectation into a linearly solvable form.
Therefore, the SCED model can be reformulated as follows:
[image: image]
Now, the model reconstruction of SCUC and SCED has been completed. The model can be solved directly by calling the solver.
The clearing process of the electricity market after considering the uncertainty set is shown in Figure 1 and the following process:
Step 1: Solution of the SCUC model considering the box uncertainty set and effective reserve modeling. Determine the startup and shutdown state of the unit.
Step 2: According to the typical scenario of renewable energy output. Constructing uncertainty sets of event expressions.
Step 3: Adjust the boundary data cleared by the power system, the planned output of the unit and tie line, etc.
Step 4: Calculate the RSO-SCED model. Determine whether the calculation result satisfies the standard issued by the scheduling agency, if not, go back to step 2, if so, publish the result.
[image: Figure 1]FIGURE 1 | Day-ahead electricity market clearing process.
5 NUMERICAL SIMULATION
In this section, the simulation analysis is based on the IEEE 300-bus system and the actual operation data of a province in China. All simulation analysis is based on MATLAB or C++. All simulation analyses were performed on a laptop. Processor model: i7-8565u, 1.8GHz, 16 g memory.
To test the engineering application value of effective reserve modeling, the test is carried out in C++ based on the actual electricity market operation data. Due to the lack of data on typical daily operation scenarios of renewable energy in the actual operation data, the simulation analysis for multi-stage robust optimization is carried out based on MATLAB with the IEEE 300-bus system, and the typical daily operation scenarios of renewable energy are generated by the Monte Carlo method. In the IEEE 300-bus system, Renewable energy is connected at nodes 10, 30, 52, 57, 68, 81, 169, 175, 194, 265, and 271 with each capacity of 80 MW.
5.1 Comparative analysis of effective reserve calculation models
PRSCUC is used to represent the SCUC model after considering the modeling (19) (20) of reserve variables, BSCUC represents a model that calculates the effective reserve by introducing binary variables (18), and sPRSCUC is used to represent the SCUC model after slack the feasible region (22) (10), the SCUC model after the reserve variables can affect each other. SCED uses the same naming logic in Figure 2.
[image: Figure 2]FIGURE 2 | Comparison value of objective functions of different models under different typical scenarios.
Where * means that the model can find a feasible solution in 1800s. As can be seen from Table 1, The BSCUC model with binary variables will impose a great burden on the calculation efficiency, and often the model cannot be solved normally. In actual operation, this situation is not allowed. PRSCUC and sPRSCUC models will make the model speed longer, such as scenario 1, scenario 4, and scenario 8. However, there are also cases where the model solving speed is significantly improved, such as scenario seven This phenomenon is caused by the introduction of new continuous variables, which increases the relevant constraints of the SCUC model and reduces the feasible region. The solver may spend more time and find the optimal solution faster when using branch and bound to solve MILP problems. However, the order of magnitude of the model solution time has not changed, and it belongs to an acceptable fluctuation range from the perspective of engineering applications.
TABLE 1 | Comparison results of calculation time of different models under different typical scenarios.
[image: Table 1]Figure 2 shows the changes in objective function values of several models in different scenarios. In the SCUC stage, because the slack penalty factor of network security constraints in the objective function value is large, the objective function values of the three models are quite different. In the SCED stage, the slack penalty factor of network security constraints is small, and the difference between the objective function values of different models is not obvious. But in general, the objective function values of the SPR. model and PR. model are higher than those of the original model. This is because the refinement considers the effective reserve value of each unit and the feasible region of the SPR. model and PR. model is smaller than that of the original model, so the objective function value is on the high side as a whole. In scenarios 1, 4, and 8, the difference between the optimization objective functions of the three models is very small, in these scenarios, there is less power load, the transmission pressure of the power grid is small, and most of the transmission lines are in the light load state.
Table 2 shows the efficiency of the system under different models, and the specific calculation formula is 1. Both PRSCUC and SPRSCUC models have high efficiency. Among them, it is worth noting that in scenario 6, in which the system load is high and the transmission lines are generally overloaded, so it is difficult to provide sufficient effective reserve. After reducing the feasible region, the refined modeling part can only provide 71% of the effective reserve. However, considering the cooperation between units, the PRSCUC model can satisfy almost all scenarios.
TABLE 2 | Comparison of effective reserve of different models.
[image: Table 2]5.2 Comparative analysis of multi-stage robust optimization and conventional robust optimization
To verify the influence of several robust optimizations on the clearing model, a comparative analysis is carried out based on IEEE300. CM represents the clearing model, and PCM represents the clearing model that considers the uncertainty of renewable energy output to improve the reserve demand. ROCM represents the clearing model under box robust optimization. RSOCM indicates that box type robust optimization is adopted in the SCUC stage and the RSO clearing model is adopted in the SCED stage. The reserve demand is 10% of the system load. Considering the extreme scenario that all renewable energy sources are unable to provide output in PCM, the reserve demand increases the total capacity of renewable energy output based on the original demand. The distance parameter [image: image] of the RSOCM model is 1.
As shown in Figure 3, RSOCM approximates from ROCM results to CM results as the number of samples increases. However, when the sample volume is greater than 1,500, the objective function changes slightly, because the uncertainty of 1,500 renewable energy output under the current system has been described as accurately as possible. Although cm has better optimization results, the system has low-risk resistance and poor robustness of clearing results. PCM has the best robustness because it considers the higher reserve demand, but the system economy is poor.
[image: Figure 3]FIGURE 3 | Comparison of objective functions of different models under different sample volumes.
Since the differences between the above models are all in the SCED stage, a comparative analysis is made only for the calculation speed of RSOCM and other models in the SCED stage. The details are as follows.
Figure 4 shows the time from modeling to the solution of different models. Since the model itself is small and LP problem, the modeling time is considered. Except for the RSOCM model, the solution time of other models is very close, about 1.25s. The RSOCM model takes longer to calculate, but the overall magnitude does not change.
[image: Figure 4]FIGURE 4 | Comparison of calculation time of different models under different sample volumes.
5.3 Comparative analysis of different models under different renewable energy penetration rates
With the development of the power system, the proportion of renewable energy access will gradually increase. Here, simulation analysis is made for the power system under different renewable energy penetration rates, as follows:
Figure 5 shows the changes in objective functions of several models with the increasing penetration of clean energy. As can be seen from the figure, since the cost of clean energy is much lower than that of conventional units, the objective function value of the CM model is declining. After considering the impact of the reserve, the objective function value of the PCM model is improved. The optimization result of PCM is similar to that of ROCM, but the difference is small. In addition, with the increase of renewable energy permeability, the value of the objective function of the RSOCM model decreases slowly. It is proved that the RSOCM model performs well when clean energy has a high penetration rate.
[image: Figure 5]FIGURE 5 | Comparison of objective functions of different models under different renewable energy penetration rates.
6 CONCLUSION
In this paper, a calculation method of system effective reserve is proposed and embedded into the robust optimization model of SCUC and SCED. Different robust optimization methods are adopted in SCUC and SCED respectively to ensure the security and economy of the power system while the solving efficiency requirement is met. The effectiveness of the proposed model is verified by an actual operation case and the IEEE 300-node case. The simulation analysis, it shows that the proposed model considering reserve calculation can well ensure the safe operation of the power system. The proposed multi-stage robust optimization model matches the existing clearing process of the electricity market, and the model has good extensibility. In the future, the uncertainty set in different stages can be changed based on the needs of the operating entity to ensure the economy and security of the system operation.
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With the reduction of fossil energy and the increase of energy consumption, the development and utilization of new energy is an inevitable trend. Renewable energy has attracted attention because of its cleanness and abundance. However, affected by the randomness and intermittence of renewable energy, it is difficult for the traditional power system to meet the needs of users after renewable energy is connected, and it is difficult to solve the consumption problem of renewable energy by relying on the traditional power system alone. To address this problem, an integrated energy system (IES) is constructed using a two-layer optimization method for the operation strategy and capacity allocation of the integrated energy system, and a particle swarm optimization algorithm is used to solve the multi-objective problem, taking renewable energy consumption, operation cost, and investment cost as the optimization indexes, and considering the equipment operation characteristics, uncertainty of renewable energy and the model constraints. The optimization results obtained from the solution are compared with the traditional energy supply system, and it is verified that the proposed method can achieve the lowest cost investment in the system while satisfying the reliability and safety constraints.
Keywords: capacity allocation, double-layer optimization, integrated energy system, renewable energy consumption, uncertainty
1 INTRODUCTION
Renewable energy with low carbon and environmental friendly properties has received attention due to the increasing tension in the supply of traditional primary energy and its environmental pollution (Xiao et al., 2021). Due to the interdependence of energy systems, energy sources are inflexible and inefficiently utilized. In addition, the uncertainty, fluctuation and intermittency of renewable energy output make the stable operation of the power system challenging after grid connection (Wang et al., 2021a; Wei et al., 2022a). In response to the above problems, integrated energy system (IES) is proposed as a new type of energy network (Huang et al., 2018), and its unified dispatch and planning of electricity, heat and gas realize the integrated utilization of energy. A reasonable capacity allocation can minimize the cost input while satisfying the reliability of the IES. Therefore, it is important to make reasonable planning for the capacity of each device in the IES considering the uncertainty of wind power and PV.
In current research process, the planning of IES is often reflected in two aspects: 1) the selection of system facility types and the configuration of the system capacity size; 2) the data optimization on typical daily or annual load-side demand. A reasonable allocation of generation and storage capacity can be economically efficient (Kalkhambkar et al., 2016). In (Wang et al., 2015)- (Carpaneto et al., 2015), new optimization methods were developed for planning and scheduling CHP systems to minimize costs. A cooperative operating model of an IES with transmission losses can also minimize the operating costs (Liu et al., 2020). Reference (Kefayat et al., 2015; Wang et al., 2021b; Zou et al., 2021) all proposed an improved algorithm for the optimal localization and quantification of device capacity to solve the planning problem of the system. Reference (Guo et al., 2013; Zhang et al., 2019; Xu et al., 2020) applied a multi-objective genetic algorithm based on the non-dominated ranking genetic algorithm-II (NSGA-II) to solve the problem of optimal design of device type and capacity optimization. In (Phillip and Matteo, 2012), for residential microgrids, a generalized mixed integer linear programming model was proposed to minimize the operating cost.
The uncertainty of wind and PV is an urgent problem in IESs. Three main approaches exist in the optimal scheduling process: fuzzy optimization, scenario optimization, and robust optimization. In (Cobos et al., 2018; van Ackooij et al., 2018; Wei et al., 2022b), the uncertainty of wind output is taken as the study object and different research methods were proposed to deal with this uncertainty for better scheduling of the system. The aggregator-mediated demand response can deal with the uncertainty of PV to some extent (Okur et al., 2019) and it can also be handled by generating acceptable scenarios through Latin hypercube sampling and K-means algorithms (Valencia et al., 2016; Zhai et al., 2020; Guo et al., 2021). Reference (Li et al., 2016) used the temperature dynamics of a district heating network (DHN) with energy storage to manage the change in wind energy and proposed a method to coordinate the operation of the power system and the DHN with cogeneration scheduling. Considering that the impact of renewable energy uncertainty on the power system is unknown, reference (Fan et al., 2021) proposed a new uncertainty assessment algorithm to evaluate the impact of renewable energy uncertainty on the dynamic performance of the power system. A new optimization framework based on Stackelberg’s game was proposed for the problem of optimal scheduling of IESs with uncertain renewable energy generation in (Li et al., 2021).
The research on the IES mainly focuses on uncertainty analysis and demand side response, and lacks the research on the operation characteristics of specific equipment. In the analysis of various types of energy flows, the traditional economic analysis method is not fully applicable to the IES.
This paper focuses on the optimal configuration of the capacity specifications and operation strategies of different devices in the IES considering the uncertainty of renewable energy. The mathematical model and constraints of the energy equipment in the IES are firstly constructed; then the optimization method of the IES is highlighted and the algorithm for solving the objective is introduced; finally the two-layer model is solved to obtain the optimized design scheme and operation results. At the same time, the traditional energy system is compared with the IES to verify that the proposed method can achieve the lowest cost investment while meeting the reliability and safety constraints, thus illustrating the feasibility and superiority of the IES in the future energy development process. The contribution of this paper includes:
1) A specific model for the equipment in the IES is established and its characteristics are studied.
2) When analyzing the economy of the IES, the double-layer optimization method is used, and the equipment operation characteristics, renewable energy uncertainty and model constraints are considered.
2 ARCHITECTURE DESIGN OF THE INTEGRATED ENERGY SYSTEM
Through the energy Internet, the IES can achieve low-carbon, clean, environmental protection and high efficiency in aspects of energy production, transmission, utilization and storage as much as possible on the premise of meeting the system’s internal demand for various energy types. Unlike traditional combined cooling, heating and power systems, IESs have greater advantages in dealing with energy volatility and operational control, which provides greater possibilities for adding new energy equipment, energy recovery and energy storage equipment to the system. At the same time, with the support of advanced forecasting, communication and control technologies, the IES can regulate various types of energy demand more accurately and smoothly, improve the utilization rate of traditional fossil energy, increase the proportion of renewable energy consumption, and help achieve the goal of “dual carbon” policy.
This section will introduce the modeling of energy hubs, the configuration of IESs, and the operating characteristics of the devices involved, on the basis of which the model of IESs considering new energy consumption and its uncertainty will be constructed.
2.1 Mathematical model of energy hubs
Figure 1 shows the basic architecture of an energy hub, which consists of input and output ports composed of multiple forms of energy, as well as complex energy coupling units connecting these ports. The input ports are typically connected directly to the energy distribution network for renewable energy, electrical energy, natural gas, etc. The output ports are connected to the customer’s cooling, heating and electrical load side to meet real-time load demand at the customer’s end. Inside the energy hub, multiple energy flows can be coupled, converted, and stored in a variety of ways depending on the user’s needs.
[image: Figure 1]FIGURE 1 | Basic structure of energy hubs.
In summary, it is possible to relate the transfer of multiple energy flows between the input and output ports of the energy hub using the energy conversion relationship matrix:
[image: image]
where L and P denote the m-dimensional output vector and n-dimensional input vector of the corresponding energy hub, respectively; C (m × n) denotes the coupling matrix used to describe the coupling and conversion relationship of multiple energy flows within the energy hub. Usually P is the primary energy access such as electric power resources, fossil resources, and renewable resources; L is the secondary energy output such as electric energy, cold/heat energy, and chemical energy; C is set according to different equipment types, different capacities, and different efficiencies.
Most of the equipment inside the traditional IES can be divided into energy conversion equipment, energy transmission equipment and energy storage equipment, and the energy flow between them has a complex and diverse coupling relationship, so Eq. 1 can be expressed in a clearer matrix form when considering the energy conversion efficiency and transmission efficiency of each equipment.
[image: image]
where [image: image] denote the output power of different forms of energy at the output port; [image: image] denote the input power of different forms of energy at the input port; [image: image] denote the overall efficiency of converting input energy to output energy. Through the above matrix, the coupling relationship between the input and output of the IES is clearly presented to assist in the optimal modeling of the IES.
2.2 Energy supply framework
2.2.1 Traditional energy supply framework
In the northern region of China, for example, the electricity required for industry and living is uniformly transmitted and distributed through the power grid, while indoor heat demand is met through central heating or small gas furnaces for households, and cooling demand is met through small electric compressor chillers and air-cooled chillers. Thus, it can be seen that the coupling relationship between the devices in the traditional energy supply structure is simple, the energy utilization efficiency is low, and there is a single means to regulate different energy demands. Therefore, this paper compares the traditional energy system with the IES to verify the feasibility and superiority of the IES in the future energy development process.
2.2.2 Integrated energy system based on combined cooling, heating and power supply
The equipment of the IES mainly includes gas turbines, gas boilers, electric heat boilers, electric compression refrigeration units, energy storage (electric/heat/cooling) devices, wind power generation systems, PV power generation systems, and various types of energy flow transmission systems. The structure of the IES is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Structure of the integrated energy system.
The principle of the IES is described below from the perspective of different energy supply types.
2.2.3 Electric energy system
The system is composed of gas turbine, PV power generation system, wind power generation system and electric energy transmission line. Different from the traditional energy system, the system fully considers the access of renewable energy in the modeling process to achieve the purpose of reducing carbon emissions. While meeting the demand for electric energy on the demand side, the electric energy system can also transmit the electric energy to the electric boiler for auxiliary heating or to the electric compressor refrigeration unit for auxiliary cooling according to the operation strategy, and store the excess electric energy to the energy storage device to buffer the possible fluctuations of the system. Because the system model built in this paper is connected with the large power grid, it is set that when the power generated is not enough to meet the demand on the demand side, power can be purchased from the power grid according to the time of use price.
2.2.4 Thermal system
The system is composed of gas boiler, electric boiler and thermal energy storage device. The electric boiler can be used for auxiliary heating according to the system operation strategy to achieve more efficient energy conversion. At the same time, the excess heat energy can be introduced into the heat energy storage device to relieve the heating pressure of the system during the peak period of heat load.
2.2.5 Refrigeration system
The system is composed of absorption refrigeration unit, electric compressor refrigeration unit and cold storage device. The absorption refrigeration unit drives the device for refrigeration cycle through the waste heat steam generated by the gas boiler. In addition, the electric compressor refrigeration unit can be used for auxiliary refrigeration according to the system operation strategy. At the same time, the excess heat energy or electric energy can also be converted into refrigeration resources and introduced into the cold storage device for secondary utilization.
2.3 Operational characteristics of integrated energy systems
2.3.1 PV power generation systems
Usually PV power generation units are deployed in areas with sufficient light resources, and their energy output is characterized by uncertainty and volatility due to the influence of natural factors such as weather.
In the actual calculation process, the main considerations are direct radiation, scattered radiation and reflected radiation.
[image: image]
where [image: image] is the total radiation intensity; [image: image] is the direct radiation; [image: image] is the scattered radiation; and [image: image] is the reflected radiation. The latter three can be calculated from the horizontal radiation by the following equation.
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where [image: image] is the total radiation intensity in the horizontal plane; [image: image] is the solar scattered radiation intensity; [image: image] is the solar angular height; [image: image] is the angle of incidence; [image: image] is the angle of inclination; [image: image] is the ground reflectance.
The output power of PV power generation can be derived using Eq. 7.
[image: image]
where [image: image] is the output power per hour of the PV system; [image: image] is the rated efficiency of the PV module under standard test conditions (STC); [image: image] is the temperature coefficient that determines the output power; [image: image] is the ambient temperature; [image: image] is the temperature coefficient that determines the output power; [image: image] is the ambient wind speed; [image: image] is the battery temperature rating; [image: image] is the PV array area associated with the peak array power; [image: image] is the solar radiation intensity on the tilted surface of the PV installation.
2.3.2 Wind power systems
Wind power generation converts the kinetic energy of wind into electrical energy. The output power of a wind turbine is expressed by the following equation.
[image: image]
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where [image: image] is the air density; [image: image] is the wind turbine radius; [image: image] is the ambient wind speed; [image: image] is the blade tip speed ratio; and [image: image] is the wind energy utilization factor.
For the problem of uncertainty in PV and wind power output, this paper uses box robust optimization to solve it. The advantage of robust optimization is that it is not necessary to give the random distribution function of uncertain variables, but only the set of uncertain values and the specific form of the model is constructed under the set constraint for solving.
General robust optimization model is:
[image: image]
2.4 Define the linear programming as

[image: image]
Let [image: image] denotes the uncertainty set, where [image: image], then the robust optimization model corresponding to the above equation is
[image: image]
For the robust optimization problem, the selection of a suitable uncertainty set U and the simplification of the model are the key. Considering the practical workability in the calculation, a box uncertainty set is used, which can be expressed as
[image: image]
where [image: image] is the unit column vector, [image: image] and [image: image] are the upper and lower bounds of the set U, respectively.
It can be seen that there are various energy devices and complex energy types in the IES, and the energy systems are highly coupled with each other, which makes the capacity combination and allocation scheme at the early stage of design complicated and cannot be simply estimated. If the core equipment is simply estimated based on the maximum annual daily load, it will not only cause energy wastage but also depreciate the life of the unit. Therefore, in order to ensure the reliability, economy and scalability of the energy system, it is necessary to use the multi-energy synergy optimization to determine the capacity according to demand.
3 CAPACITY OPTIMIZATION ALLOCATION MODEL OF THE INTEGRATED ENERGY SYSTEM
3.1 Objective function of capacity allocation optimization
In this paper, we set the objective function for the system under the idea of two-layer optimization, whose ultimate goal is to improve the consumption of renewable energy and reduce the total system cost and energy purchase cost. Therefore, the capacity allocation scheme should focus on the cost per unit capacity of equipment, operating characteristics, and the consumption of renewable energy.
The objective function of capacity allocation optimization is mainly represented by the total cost value of the IES during the rated year. It mainly includes the acquisition cost of different equipment, the cost of various types of energy consumption in that time period, and the cost of penalties made for renewable energy consumption. As shown in the following formula:
[image: image]
where [image: image] is the total cost value of the IES; [image: image] is the equipment acquisition cost; [image: image] is the resource consumption cost; [image: image] is the penalty cost of abandoning wind and PV.
Since the purchase cost per unit capacity and the service life of various devices are different, it needs to be converted to an annual net present value.
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where [image: image] is the equipment type; [image: image] is the acquisition capacity of different equipment; C is the acquisition cost per unit capacity; R is the investment recovery factor; [image: image] is the equipment depreciation rate; k is the useful life; r is the base discount rate. The resource consumption cost is
[image: image]
where [image: image] is the unit capacity natural gas price; [image: image] is the natural gas consumption; [image: image] is the purchase price of electricity; [image: image] is the real-time power purchase. The penalty cost of abandoning wind and PV is
[image: image]
where [image: image] is the unit cost of abandoning wind and PV; [image: image] and [image: image] is the real-time output of PV and wind power; [image: image] and [image: image] is the actual consumption of PV and wind power.
3.2 Optimization objective function of operation strategy
Load demand, electricity/gas purchase price, and renewable energy output should be considered in the operation strategy scheme. Its optimization objective function is mainly reflected by the single-day operation cost, including the single-day electricity, gas purchase cost and the penalty cost of wind and PV abandonment.
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where [image: image] is the single-day operating cost of the system; [image: image] is the single-day cost of electricity and gas purchase; [image: image] is the cost of wind and PV abandonment.
3.3 System constraints
In the process of IES modelling, there are three main types of constraints: equipment capacity constraints, equipment operating characteristics constraints and energy flow balance constraints.
Equipment capacity constraint: since the particle swarm optimization algorithm will be used to optimize the model in this paper, choosing a suitable capacity configuration range can reduce the iteration time of the algorithm to a certain extent.
Equipment operating characteristics constraints: During the operation of various types of equipment, the upper and lower limits of its active power output and the speed of climbing rate need to fluctuate within the allowed safety range.
The active power output of a gas turbine is expressed in the following form.
[image: image]
However, for gas boilers, absorption refrigeration units, electric boilers and electric compression refrigeration units, the operating characteristics are relatively smooth and the output range is more generous, and their active power output can be expressed in the following forms.
[image: image]
Considering that the energy storage device can both output and input power, its operating characteristics are different from other equipment. The operating characteristics of the energy storage device can be expressed as
[image: image]
For its delayed nature, constraints on continuous variables need to be considered.
[image: image]
where [image: image] and [image: image] are the input and output power of device; [image: image] is the current stored energy inside the device; [image: image] is the intermediate loss coefficient of the charge and discharge process; [image: image] and [image: image] are the immediate loss coefficient between the input and the output moment; es, hs and cs represent the electric, thermal, and cold energy storage devices, respectively.
Due to the uncertainty of renewable energy, there are also constraints for the consumption of PV and wind power output, which can be expressed as follows.
[image: image]
Energy flow balance constraint: according to the law of energy conservation, each energy flow should meet the balance of input and output without considering the loss in the process of system energy transmission. Therefore, for the transmission and conversion of electric/heat/cold energy in the system, it is necessary to construct corresponding constraints.
Thermal balance:
[image: image]
where [image: image] is the amount of steam at the outlet of waste heat boiler entering the secondary heating network for heating; [image: image] is the heat output from the electric heat boiler; [image: image] is the system heat load demand.
Cold balance:
[image: image]
where [image: image] is the output cooling capacity of absorption chiller; [image: image] is the output cooling capacity of electric compression chiller; [image: image] is the system cold load demand.
Electrical balance:
[image: image]
where [image: image] is the output power of electric heating boiler; [image: image] is the output power of electric compression chiller; [image: image] is the electric load demand; [image: image] is the output power of power storage device; [image: image] is the purchased power; [image: image] is the output power of gas turbine.
4 OPTIMIZATION METHODS
4.1 Two-layer optimization model design
The idea of two-layer optimization fits well with the capacity allocation problem of the IES analyzed in this paper. The block diagram of the two-layer optimization structure designed is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Block diagram of double-layer optimized structure.
The upper model is the system capacity configuration layer with the initial parameters of acquisition cost per unit capacity, service life, environmental impact factor and investment factor for each type of equipment, and the unit capacity of each type of equipment is passed from the starting point of iteration to the optimization model of the lower-layer operation strategy. The lower layer calculates the daily operating cost, resource consumption cost and wind and PV abandonment cost by using the preset parameters such as typical daily load, gas/power purchase and sale price, gas heating value and variable operating characteristics of each equipment, and feeds them back to the upper layer model to filter and obtain the optimal solution of capacity allocation after several iterations.
Most of the traditional algorithms have disadvantages such as poor convergence and slow computation speed. Therefore, this paper uses the particle swarm optimization algorithm to solve the designed upper-level optimization objective function. The particle swarm optimization algorithm has efficient search capability, which is beneficial to obtain the optimal solution of the multi-objective function.
[image: image]
where [image: image] represents the position vector of the ith particle in a particle swarm consisting of N particles in the D-dimensional search space.
[image: image]
where [image: image] represents the velocity of the ith particle moving in the D-dimensional search space.
[image: image]
where [image: image] represents the location of the optimal solution searched by the ith particle in the D-dimensional search space.
[image: image]
where [image: image] represents the optimal solution position searched by the whole particle population in the D-dimensional search space.
[image: image]
where [image: image] and [image: image] indicate that the particle updates its velocity and position after searching for the optimal solution position; [image: image] is the inertia weight; [image: image] and [image: image] are the learning factor; [image: image] and [image: image] are random numbers in the range of (0, 1).
The particle swarm optimization algorithm first assigns an initial random position and an initial random velocity to all particles in the space. Each particle is then advanced in turn based on its velocity, the known optimal global position in the problem space, and the known optimal position of the particle, as shown in Figure 4. As the computation progresses, the particles eventually cluster around one or more optimal points by exploring and exploiting the known favourable positions in the search space.
[image: Figure 4]FIGURE 4 | The way the particle positions are updated for each generation.
The constraints described above and the real-time unit price of resources need to be considered when selecting the lower layer optimization objective function. However, since the particle swarm optimization algorithm has been chosen for the upper model, if a similar algorithm is still chosen for the lower layer, it will lead to long solving time for the whole model or local optimal solutions. Therefore, a combination of CPLEX solver and YALMIP toolbox is used to solve the lower layer model. Figure 5 illustrates the workflow of the two-layer optimization algorithm.
[image: Figure 5]FIGURE 5 | Workflow of the two-layer optimization algorithm.B Algorithm parameter setting.
Table 1 shows the performance of the devices and Table 2 shows the initial conditions of the particle swarm optimization algorithm.
TABLE 1 | Equipment performance.
[image: Table 1]TABLE 2 | Initial conditions of particle swarm optimization algorithm.
[image: Table 2]5 SIMULATION RESULTS
A simple IES shown in Figure 2 is used for the simulation study. In order to verify the correctness and effectiveness of the model and algorithm proposed in this paper, the double-layer optimization is implemented by MATLAB to solve the model. The upper layer uses particle swarm optimization algorithm, and the lower layer calls CPLEX for solution. The computing environment is Win10 PC with a 1.0 GHz CPU and 8.0 GB memory.
5.1 Renewable energy output and load demand
Figure 6 shows the output of wind power and PV in the IES. It can be seen that it has obvious fluctuation and seasonality, which will make the scheduling of other equipment more difficult.
[image: Figure 6]FIGURE 6 | Wind power and PV output: (A) wind power output; (B) PV power output.
The output side of the energy hub has multiple types of load requirements. The system constructed in this paper is a combined cooling, heating and power system, and Figure 7 shows the cooling/heating/power load.
[image: Figure 7]FIGURE 7 | Typical daily load demand: (A) summer load; (B) winter load.
The IES constructed in this paper can supply electricity through renewable energy sources, but also purchase electricity from the external grid according to the load demand and operation strategy. The purchase price of electricity is the same as the time-sharing tariff, which helps the grid to regulate peaks through the form of peak and valley tariffs, and the real-time electricity price is shown in Figure 8. At the same time, gas turbines, gas boilers and other natural gas-fueled equipment also need to purchase gas from outside to ensure the operation of the equipment, but the price of natural gas generally does not fluctuate significantly, and its purchase price is kept at 2.63 ¥[image: image].
[image: Figure 8]FIGURE 8 | Power purchase price by hour.
5.2 Analysis of the results of optimal capacity allocation
In order to reflect the feasibility and superiority of the IES in the process of future energy development, the traditional energy system and IES are compared and analyzed in terms of total annual cost, cost of purchased electricity, cost of purchased gas and renewable energy consumption.
As seen in Table 3 and Table 4, the IES is significantly lower in cost compared to the traditional energy system. The total annual cost decreases by 17.96%. On the one hand, the access to renewable energy sources such as PV and wind power directly meets part of the electrical load, greatly reducing the total amount of purchased electricity, therefore, the cost of electricity purchase decreases by 39.17%; on the other hand, the capacity optimization of the core equipment of the system results in a significant reduction in the overall investment cost. In addition, compared to the traditional energy system, the IES incorporates supplementary combustion and cooling equipment such as electric heating boilers and electric compressor refrigeration units in its structural composition, which makes its purchase demand for natural gas also decrease, so the cost of gas is also reduced by 27.68%.
TABLE 3 | Capacity configuration of the IES.
[image: Table 3]TABLE 4 | Comparison of the system performance.
[image: Table 4]Moreover, the IES has better renewable energy consumption capacity, it brought about an annual consumption of 2350 MWh, which not only reduces the pollution emissions generated by fossil energy generation, but also helps to promote the stable operation of the power system.
5.3 Analysis of operation strategy optimization
The operation strategy optimization mainly analyzes the operation of the IES in detail, and calculates the daily operation cost in terms of equipment output, real-time electricity price, and renewable energy consumption, in order to consider the economy and reasonableness of the operation strategy. Figure 9 to Figure 11 show the operation of each equipment during the cooling/heating/electricity load supply.
[image: Figure 9]FIGURE 9 | Cold load energy supply.
As can be seen from Figure 9 and Figure 10, during this time period, the waste heat generated from the operation of the gas turbine is used to drive the waste heat boiler and absorption refrigeration unit for auxiliary heating and cooling, which greatly reduces the cost of using supplementary combustion and cooling equipment through comprehensive energy utilization. At other times, the system tends to purchase electricity from the grid to drive the electric heat boiler and electric compressor chiller for heating and cooling as the electricity price shifts to low valley price.
[image: Figure 10]FIGURE 10 | Heat load energy supply.
At the same time, the higher output of PV system during the daytime and the uncertainty of wind power generation make the IES operation strategy time-sensitive and lead to the lower output of other power supply equipment during the daytime.
As can be seen from Figure 11, under the dual effect of renewable energy output and real-time tariff, it can be noted that the gas turbine is used as the main power supply measure during the hours of 8:00–10:00 and 15:00–20:00, which makes the gas turbine always keep working for more than 10 h, fully utilizes the capacity of the gas turbine, improves the operating economy of the system. Its continuous operation also reduces the number of starts and stops of the unit, which reduces the probability of failure and improves the operational stability of the system.
[image: Figure 11]FIGURE 11 | Electric load supply.
6 CONCLUSION
This paper constructs an IES with combined cooling, heating and power supply, taking into full consideration the consumption of renewable energy. A two-layer optimization model of capacity allocation optimization-operation strategy optimization is designed. Through the comparison in Section 5, we can find that compared with the traditional system, the total annual cost has decreased by 17.96%, the power purchase cost of IES has decreased by 39.17%, the gas purchase cost has decreased by 27.68%, and the new energy consumption has increased by 2350 MWh. This shows IES can reduce the impact of the volatility and randomness of renewable energy output on the power system, improve the peak regulation capacity of the system, reduce the reliance on fossil energy and promote the reduction of carbon emissions. At the same time, through the optimal configuration of core equipment capacity, it can reduce system construction and maintenance costs and optimize the working characteristics of various types of equipment. The IES can meet the scenario that multiple load demands such as power supply, heating and cooling are integrated with each other, which is of great significance to the energy reform and the achievement of the dual carbon policy.
DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article/supplementary material, further inquiries can be directed to the corresponding author.
AUTHOR CONTRIBUTIONS
YX: conceptualization and methodology. CZ: writing-original draft. FJ: supervision and writing-review and editing. WD: resources. HZ: validation. CY: data curation.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
REFERENCES
 Carpaneto, E., Lazzeroni, P., and Repetto, M. (2015). Optimal integration of solar energy in a district heating network. Renew. energy 75, 714–721. doi:10.1016/j.renene.2014.10.055
 Cobos, N. G., Arroyo, J. M., Alguacil, N., and Wang, J. (2018). Robust energy and reserve scheduling considering bulk energy storage units and wind uncertainty. IEEE Trans. Power Syst. 33 (5), 5206–5216. doi:10.1109/tpwrs.2018.2792140
 Fan, M., Li, Z., Ding, T., Huang, L., Dong, F., Ren, Z., et al. (2021). Uncertainty evaluation algorithm in power system dynamic analysis with correlated renewable energy sources. IEEE Trans. Power Syst. 36 (6), 5602–5611. doi:10.1109/tpwrs.2021.3075181
 Guo, L., Liu, W., Cai, J., Hong, B., and Wang, C. (2013). A two-stage optimal planning and design method for combined cooling, heat and power microgrid system. Energy Convers. Manag. 74, 433–445. doi:10.1016/j.enconman.2013.06.051
 Guo, Z., Pinson, P., Chen, S., Yang, Q., and Yang, Z. (2021). Chance-constrained peer-to-peer joint energy and reserve market considering renewable generation uncertainty. IEEE Trans. Smart Grid 12 (1), 798–809. doi:10.1109/tsg.2020.3019603
 Huang, H., Liang, D., and Tong, Z. (2018). Integrated energy micro-grid planning using electricity, heating and cooling Demands. Energies 11, 2810. doi:10.3390/en11102810
 Kalkhambkar, V., Kumar, R., and Bhakar, R. (2016). Joint optimal allocation methodology for renewable distributed generation and energy storage for economic benefits. IET Renew. Power Gener. 10, 1422–1429. doi:10.1049/iet-rpg.2016.0014
 Kefayat, M., Ara, A. L., and Niaki, S. A. N. (2015). A hybrid of ant colony optimization and artificial bee colony algorithm for probabilistic optimal placement and sizing of distributed energy resources. Energy Convers. Manag. 92, 149–161. doi:10.1016/j.enconman.2014.12.037
 Li, Y., Wang, C., Li, G., and Chen, C. (2021). Optimal scheduling of integrated demand response-enabled integrated energy systems with uncertain renewable generations: A Stackelberg game approach. Energy Convers. Manag. 235, 113996. doi:10.1016/j.enconman.2021.113996
 Li, Z., Wu, W., Shahidehpour, M., Wang, J., and Zhang, B. (2016). Combined heat and power dispatch considering pipeline energy storage of district heating network. IEEE Trans. Sustain. Energy 7 (1), 12–22. doi:10.1109/tste.2015.2467383
 Liu, J., Wang, A., Song, C., Tao, R., and Wang, X. (2020). Cooperative operation for integrated multi-energy system considering transmission losses. IEEE Access 8, 96934–96945. doi:10.1109/access.2020.2996913
 Okur, Ö., Voulis, N., Heijnen, P., and Lukszo, Z. (2019). Aggregator-mediated demand response: Minimizing imbalances caused by uncertainty of solar generation. Appl. Energy 247, 426–437. doi:10.1016/j.apenergy.2019.04.035
 Phillip, O. K., and Matteo, S. (2012). Optimal control of a residential microgrid. Energy 42 (1), 321–330. doi:10.1016/j.energy.2012.03.049
 Valencia, F., Collado, J., Saez, D., and Marin, L. G. (2016). Robust energy management system for a microgrid based on a fuzzy prediction interval model. IEEE Trans. Smart Grid 7 (3), 1486–1494. doi:10.1109/tsg.2015.2463079
 van Ackooij, W., Finardi, E. C., and Ramalho, G. M. (2018). An exact solution method for the hydrothermal unit commitment under wind power uncertainty with joint probability constraints. IEEE Trans. Power Syst. 33 (6), 6487–6500, Nov. doi:10.1109/tpwrs.2018.2848594
 Wang, H., Yin, W., Abdollahi, E., Lahdelma, R., and Jiao, W. (2015). Modelling and optimization of CHP based district heating system with renewable energy production and energy storage. Appl. Energy 159, 401–421. doi:10.1016/j.apenergy.2015.09.020
 Wang, W., Huang, S., Zhang, G., Liu, J., and Chen, Z. (2021). Optimal operation of an integrated electricity-heat energy system considering flexible resources dispatch for renewable integration. J. Mod. Power Syst. Clean Energy 9 (4), 699–710. doi:10.35833/mpce.2020.000917
 Wang, Z., Jia, Y., Cai, C., Chen, Y., Li, N., Yang, M., et al. (2021). Study on the optimal configuration of a wind-solar-battery-fuel cell system based on a regional power supply. IEEE Access 9, 47056–47068. doi:10.1109/access.2021.3064888
 Wei, C., Xu, J., Chen, Q., Song, C., and Qiao, W. (2022). Full-order sliding-mode current control of permanent magnet synchronous generator with disturbance rejection. IEEE J. Emerg. Sel. Top. Ind. Electron. , 1–8. doi:10.1109/jestie.2022.3192735
 Wei, C., Zhao, Y., Zheng, Y., Xie, L., and Smedley, K. (2022). Analysis and design of a non-isolated high step-down converter with coupled inductor and ZVS operation. IEEE Trans. Ind. Electron. 69, 9007–9018. doi:10.1109/TIE.2021.3114721
 Xiao, D., Chen, H., Wei, C., and Bai, X. (2021). Statistical measure for risk-seeking stochastic wind power offering strategies in electricity markets. J. Mod. Power Syst. Clean Energy , 1–6. doi:10.35833/MPCE.2021.000218
 Xu, C. B., Ke, Y. M., Li, Y. B., Chu, H., and Wu, Y. N. (2020). Data-driven configuration optimization of an off-grid wind/PV/hydrogen system based on modified NSGA-II and CRITIC-TOPSIS. Energy Convers. Manag. 215, 112892. doi:10.1016/j.enconman.2020.112892
 Zhai, J., Wu, X., Zhu, S., Yang, B., and Liu, H. (2020). Optimization of integrated energy system considering photovoltaic uncertainty and multi-energy network. IEEE Access 8, 141558–141568. doi:10.1109/access.2020.3013396
 Zhang, D. B., Liu, J. W., Jiao, S. F., Tian, H., Lou, C. Z., Zhou, Z. H., et al. (2019). Research on the configuration and operation effect of the hybrid solar-wind-battery power generation system based on NSGA-II. Energy 189, 116121. doi:10.1016/j.energy.2019.116121
 Zou, J., Yang, X., Liu, Z. B., Liu, J. Y., Zhang, L., and Zheng, J. H. (2021). Multiobjective bilevel optimization algorithm based on preference selection to solve energy hub system planning problems. Energy 232, 120995. doi:10.1016/j.energy.2021.120995
Conflict of interest: Authors YX, WD, HZ and CY were employed by Wuwei Power Supply Company.
The remaining authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2022 Xue, Zhang, Jiang, Dou, Zhang and Yang. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 29 September 2022
doi: 10.3389/fenrg.2022.1030259


[image: image2]
Multiple objective optimization based on particle swarm algorithm for MMC-MTDC system
Wenyan Qian1, Siyuan Cao2, Yuanshi Zhang1*, Qinran Hu1, Hengyu Li3 and Yang Li1
1School of Electrical Engineering, Southeast University, Nanjing, China
2Nanyang Technological University, Singapore, Singapore
3School of Engineering, University of British Columbia, Kelowna, BC, Canada
Edited by:
Dongliang Xiao, South China University of Technology, China
Reviewed by:
Zao Tang, Hangzhou Dianzi University, China
Qiujie Wang, China Three Gorges University, China
* Correspondence: Yuanshi Zhang, yuanshizhang@seu.edu.cn
Specialty section: This article was submitted to Smart Grids, a section of the journal Frontiers in Energy Research
Received: 28 August 2022
Accepted: 09 September 2022
Published: 29 September 2022
Citation: Qian W, Cao S, Zhang Y, Hu Q, Li H and Li Y (2022) Multiple objective optimization based on particle swarm algorithm for MMC-MTDC system. Front. Energy Res. 10:1030259. doi: 10.3389/fenrg.2022.1030259

Multi-terminal high voltage DC (MTDC) network is an effective technology to integrate large-scale offshore wind energy sources into conventional AC grids and improve the stability and flexibility of the power system. In this paper, firstly, an analytical model of a general applicable MTDC system integrated with several isolated AC grids is established. Then, an improved AC-DC power flow algorithm is used to eliminate the additional DC slack bus or droop bus iteration (SBI/DBI) step of the conventional AC-DC sequential power flow. A multi-objective optimal power flow (MOPF) algorithm is proposed to minimize two optimization targets, i.e., overall active power loss and generation costs of the system. To increase the degree of freedom, adaptive droop control is used in the proposed optimization algorithm in which the voltage references and droop coefficients of the modular multilevel converters (MMCs) are control variables. A multiple objective particle swarm optimization (MOPSO) method is applied to solve the MOPF problem and achieve the Pareto front. A technique for order of preference by similarity to ideal solution (TOPSIS) is incorporated in the decision analysis section and helps the decision maker to identify the best compromise solution.
Keywords: adaptive droop control, multi-objective optimal power flow, MOPSO, modular multilevel converters (MMCs), MTDC, sequential power flow, TOPSIS
INTRODUCTION
In recent years, there has been a steady transition of energy from traditional fossil fuel sources toward renewable energy, typified by the use of wind power. In contrast to fossil energy sources such as coal and oil, wind energy is clean, low-carbon, and sustainable, making it an effective way to resolve the conflict between energy depletion and socioeconomic growth (Chen et al., 2020; Hu et al., 2022a; Hu et al., 2022b). Offshore wind energy is growing in popularity as a source of renewable energy compared to onshore wind energy because of the vast sea area, high and consistent wind speed, high utilization rate, and minimum environmental impact (Beiter et al., 2017; Xiao et al., 2021). Although the majority of the offshore wind farms currently in use are situated within 100 km of the coast and have relatively small capacities, there are some located farther offshore and are larger in scope. Based on the grid connection requirements, the transmission mode of offshore wind farms can be divided into two categories: high-voltage alternating current (HVAC) and high-voltage direct current (HVDC) transmission (Meah and Ula, 2007; Kalair et al., 2016; Yang et al., 2022).
However, while optimizing the energy structure, various issues have been brought about as a result of the widespread use of wind energy (Ma et al., 2017; Dong and Li, 2021). Large-capacity wind farms are typically located far away from load centers, which makes local consumption more challenging. The operation of wind turbines connected to the grid directly through AC lines is unstable, subject to system voltage fluctuations, and may even trigger the false operation of relay protection devices in wind farms. The voltage stability of the system may also be influenced by voltage fluctuation and flicker brought on by wind power volatility (Wei et al., 2011). Meanwhile, the charging problem of AC cable limits the transmission capacity of active power and increases the construction cost of reactive power compensation equipment (Meah and Ula, 2007; Kalair et al., 2016).
A Voltage Source Converter based high-voltage direct current transmission technology (VSC-HVDC) has been presented as a solution to these issues. The usage of VSC HVDC has many benefits over HVAC and line commutated converter-based HVDC (LCC-HVDC) (Muniappan, 2021; Damala et al., 2022). For instance, it may be used to connect to asynchronous grids, requires no reactive power compensation, and does not have phase change failures (Li et al., 2014). Another advantage of the VSC converter over the traditional LCC converter is that it can independently control the active and reactive power injection of the AC system and is comparatively simple to expand traditional point-to-point HVDC to high voltage multi-terminal (MTDC) setups. Additionally, due to the exceptional qualities in terms of performance, scalability, and controllability, modular multilevel converters (MMCs), has been replacing the traditional two- or three-level converter technologies for HVDC applications (Saad et al., 2013; Debnath et al., 2014; Saad et al., 2016).
MTDC is a potential technology to integrate large-scale offshore wind energy sources into conventional AC grids. The MMC-MTDC technology is cost-effective and can be used to improve the stability and flexibility of the system. It has become an important method for connecting offshore wind power plants to the grid and has obvious advantages for long-distance and large-scale offshore wind power systems (Liang et al., 2011; Chaudhuri et al., 2012). The usage of an MTDC grid, however, also presents new challenges for converter control strategies (Yao et al., 2008). Only one bus is used as the DC slack bus in the conventional master-slave control of the converter stations to manage the DC grid voltage, which is susceptible to DC-grid failures. Droop control can significantly improve the stability of the DC grid since numerous converters operating in droop control mode can serve as distributed DC slack buses (Nasirian et al., 2014; Chen et al., 2017).
Also, several studies have been done on the optimal power flow (OPF) of the MTDC system in recent years, as strategies for achieving optimal control and scheduling of the power systems have drawn increasing amounts of attention (Rouzbehi et al., 2014; Khazaei et al., 2015). To achieve optimal power flow, usually, the topology selection, parameter configuration, and capacity of the VSC-MTDC system are optimized and analyzed to minimize the construction or operation cost. Baradar et al. (2013) proposed an algorithm for solving the optimal power flow of AC-DC systems based on second-order cone programming. Cao et al. (2013) aimed to minimize the transmission loss of the whole AC/DC network with different VSC control strategies and grid code compliance of wind farms considered. Song et al. (2020) proposed a cost-based adaptive droop control strategy for use in a VSC-based MTDC system to minimize the total generation cost of the AC system. However, these studies only consider one objective. Since they did not consider the trade-offs of different objectives, the optimal solutions obtained from these single-objective optimizations frequently result in unsatisfactory solutions for some other objectives.
Based on this problem, the concept of multi-objective OPF (MOPF) is proposed. Ghasemi et al. (2014) solved the non-convex, non-smooth, and high-dimension optimization MOPF problem using a multi-objective modified imperialist competitive algorithm (MOMICA) but is only limited to the AC grid. Rodrigues et al. (2012) considered both transmission loss and social welfare as optimization objectives for a hybrid AC-DC system. A genetic-based algorithm was used to solve the MOPF problem and the decision analysis was incorporated. However, the converter loss, which accounts for a significant fraction of the overall MTDC system loss, was excluded. Kim (2017) took both converter loss and post-contingency corrective actions into account and the non-dominated sorting genetic algorithm was used to identify MOPF solutions, but droop control mode was not considered. Li et al. (2018) proposed an approach that is applicable to droop control but the MTDC model used is limited to a point-to-point or three-terminal system which is not general enough. Also, the sequential power flow methods (Beerten et al., 2012; Beerten and Belmans, 2015) used in this study involve an additional DC slack bus or droop bus iteration (SBI/DBI) step, which increases the computational burden.
In this paper, a multi-objective optimization algorithm is proposed to minimize the total active power loss and generation cost of an MTDC system connected to AC grids. Further on, an improved power flow algorithm is then applied. The main contributions of this paper are summarized as follows:
1) For the optimization of a general MTDC grid linked to several isolated AC grids, different objectives are considered. The multiple objective particle swarm optimization (MOPSO) method is used to solve the MOPF problem and achieve a Pareto front, and various compromise solutions are selected using TOPSIS.
2) Different control modes for the MMCs are taken into consideration while using a general MTDC model. The only control variables used in the control strategy are the active voltage references and the droop coefficients of the MMCs under adaptive droop control mode.
3) An improved power flow algorithm is used to eliminate the SBI/DBI step and make the calculation of the power flow more efficient. By calculating the active power injection at the AC-grid point of common coupling (PCC) using the DC power flow data, the AC power flow iteration is eliminated from the overall iteration loop.
STEADY STATE MODEL OF MMC-MTDC SYSTEM
In this section, the characteristics and control strategy of the MMC stations that connect the AC and DC grids are discussed. Then, an analytical model of a general applicable MTDC system integrated with several isolated AC grids is established. The MOPF problem of this model is formulated and the equality and inequality constraints of the system are presented.
MTDC network modeling
MMC is able to control the active and reactive power injection [image: image] and [image: image] independently with respect to the AC system. For the active power injection, three control targets are considered:
1) Constant [image: image]: The active power injected from the AC grid to PCC [image: image] is kept constant.
2) Constant [image: image]: The converter adapts DC active power injection [image: image] to maintain a constant [image: image].
3) Droop control: The active power injected from the DC grid depends on the droop coefficient k and the deviation of actual voltage [image: image] and voltage reference [image: image].
The direction of power is considered to be positive when it is flowing to the AC grid. The active power injected from the DC grid [image: image] can be expressed as
[image: image]
The droop coefficient [image: image] is defined by the absolute value of the reciprocal of slope, and for DC nodes under droop control mode [image: image] is positive. The relationship of active power and voltage for DC nodes under constant P and constant [image: image] control mode can also be described by Eq. 1. For constant P control nodes [image: image] equals zero while for constant [image: image] nodes [image: image] is set to be [image: image].
The reactive power injection can be controlled in two modes:
1) Constant [image: image]: The reactive power [image: image] injected from the AC grid to PCC is kept constant.
2) Constant [image: image]: The converter adapts reactive power [image: image] to maintain constant voltage [image: image] at the AC bus.
The overall converter loss [image: image] can be divided into three part:
1) Constant loss, including the filter, transformer load, and no-load loss;
2) Active power loss depending on the converter current [image: image] linearly;
3) Active power loss depending on the converter current [image: image] quadratically.
Thus, the overall converter loss can be expressed by a generalized function of converter current [image: image] as
[image: image]
where a represents the constant loss; [image: image] and [image: image] are linear and quadratic coefficients that correlated with the sub-module topologies of the MMC stations; [image: image] is the RMS value of converter current given by
[image: image]
The MTDC network model used in this paper is similar to the AC grid model. The DC power flow is determined by the line resistances and voltage differences between DC nodes in a steady-state condition. The current injected at DC node i can be written as
[image: image]
where [image: image] is the admittance between DC node i and j; [image: image] is the current injected at DC node i. For a monopolar DC grid, the power injection of the DC grid at bus i can be written as
[image: image]
Combining Eqs 4, 5, 1, a system of equations that can be solved by an iterative Newton-Raphson (NR) method is given by
[image: image]
It should be noted that Eq. 6 is also applicable for DC nodes that are not connected to AC grids or under outage state. For these nodes, both [image: image] and [image: image] is set to be zero to achieve the uniformity of expressions. Thus, the iterative Newton-Raphson (NR) method can be used to solve the power flow of DC power grid using Eq. 6.
Problem formulation
In this section, the total generation cost and active power loss of the system are taken as optimization objectives. The models of these targets are presented and the equality and inequality constraints of the system are given. The total generation cost is represented by the total cost of variable generators in the isolated AC grid connected to the MTDC network. The total active power loss is formulated as the sum of total DC transmission loss and converter loss.
Objective functions
The model used to formulate the total generation cost is
[image: image]
where [image: image] is the total generation cost of the active power produced by the changeable generators; [image: image] is the active output of the ith generator; [image: image], [image: image] and [image: image] are the constant, linear and quadratic incremental cost gain coefficients of generator i, respectively.
The overall active power loss of the MTDC system is given by
[image: image]
where [image: image] and [image: image] are the total number of DC nodes and converter stations respectively; [image: image] is the control variable; [image: image] is the active power loss of converter i; [image: image] is the transmission loss between node i and j of the MTDC grid. The value of [image: image] is given by
[image: image]
where [image: image] is the admittance between node i and j.
Constraints
The equality constraints of the system are given by
[image: image]
where [image: image] is the converter loss is of the ith converter station; [image: image] the overall active power loss including converter loss and transmission loss of the MTDC system.
The inequality constraints of the system can be written as
[image: image]
[image: image]
where [image: image] and [image: image] are the active and reactive output of the ith generator in the AC grids; [image: image] is the voltage at the ith node of the MTDC system; [image: image] is the line current between node i and node j; [image: image] and [image: image] are the active and reactive injection from the AC grid to node i; [image: image] is the total of generators; [image: image] is the total number of DC nodes. The related inequality constraints for the MMC stations are given by
[image: image]
where [image: image] and [image: image] are the minimum and maximum bounds for the radius of the circle created by the PQ-capability of each converter, while[image: image] and [image: image] are the centre of the circle; [image: image] is droop coefficient of the MMC station; [image: image] is the voltage reference of the MMC station.
IMPROVED SEQUENTIAL AC-DC POWER FLOW ALGORITHM
The conventional sequential AC-DC power flow methods for master-slave control and DC voltage droop control (Beerten et al., 2012; Beerten and Belmans, 2015) perform AC and DC power flows iteratively, adding a SBI/DBI step to calculate the power loss of the corresponding converter stations, which increases the computational burden. Since a large number of power flow solutions are required for the multi-objective particle swarm optimization approach used in this paper, it is necessary to reduce the time required for a single power flow calculation.
In this section, an improved power flow algorithm is proposed. Different sub-module (SM) types including half-bridge, full-bridge and mixed half- and full-bridge is considered. To eliminate SBI/DBI, a power loss formula for MMC stations with different SM types expressed by a function of DC current is developed. Using the DC power flow results, the active power injection [image: image] at the AC-grid point of common coupling (PCC) can be computed, and therefore the AC power flow iteration can be excluded from the overall iteration loop.
Derivation of analytical MMC loss formula
The active power at the AC side of the converter [image: image] can be represented as
[image: image]
where[image: image] is the active power injected from the AC side of the ith converter; [image: image] is the DC voltage at the bus connected to the ith converter; m is the AC voltage modulation index; [image: image] is the power factor; The active power at the DC-side can be expressed as
[image: image]
where [image: image] and [image: image] are the DC current and active power injection at the DC side of the ith converter respectively. Assuming the power loss of the converter is zero, the active power injected at the AC and DC side of the converter equals. The RMS value of the converter current at the AC side [image: image] can be expressed by a function of [image: image]
[image: image]
A function of converter current [image: image] can be used to describe the converter loss as (Beerten et al., 2012; Lei et al., 2016):
[image: image]
where[image: image] is the RMS value of converter current; a represents the constant loss, including the filter, transformer load, and no-load loss;[image: image] and [image: image] are linear, quadratic coefficients that correlated with the sub-module topologies of the MMC stations. Substituting Eq. 16 into Eq. 17, the converter loss can be represented by the DC current [image: image] as (Zhang et al., 2022):
[image: image]
where a, [image: image] and [image: image] are constant, linear and quadratic converter loss coefficients for the DC current. The per unit value of [image: image] and [image: image] for MMC with different SM types is given as:
[image: image]
[image: image]
where [image: image] is the total number of SMs in each converter arm; [image: image] is the saturation voltage; [image: image] is the percentage of the half-bridge SMs; [image: image] is the switching frequency of each SM; [image: image], [image: image], and [image: image] are the IGBT turn-on, turn-off, and the diode reverse recovery energies; [image: image] and [image: image] are the voltage and current reference of the switching energies; [image: image] is the on-state resistance of; [image: image] is the resistance of the converter arm reactors; [image: image] is defined by
[image: image]
The calculated converter loss coefficients a, [image: image] and [image: image] for HBSMs and FBSMs is shown in Table 1.
TABLE 1 | Converter loss coefficients (in P.U.).
[image: Table 1]Improved power flow algorithm
In this section, an improved AC-DC power flow algorithm is proposed, as shown in Figure 1. The power loss formula derived in the previous section is used to calculate the converter loss of MMC stations to eliminate the SBI/DBI step. In this method the active power injected from AC grid to PCC can be calculated by the DC power flow results, thus excluding the AC power flow from the overall iteration loop and improving the efficiency of the algorithm.
[image: Figure 1]FIGURE 1 | Flowchart of the improved AC-DC power flow algorithm.
The power references [image: image]and voltage reference [image: image] of the MMCs in droop control mode are set before the overall iteration loop and for the first overall iteration, the sum value of [image: image] and [image: image] is estimated to be 0.015 [image: image].
After DC grid power flow calculated using Eq. 6, [image: image] and [image: image] is obtained. Here, the power loss formula derived in the previous section is used to calculate the converter loss of MMC stations to eliminate the SBI/DBI step. The active power loss of the converter at node i can be obtained using Eq. 18, and then the active power injected from the AC side of ith converter [image: image] is calculated by
[image: image]
[image: image] can be calculated by Eq. 16 and then the complex equivalent impedance loss [image: image] can be calculated by
[image: image]
Thus, the active power injected from AC grid to PCC can be calculated by
[image: image]
where [image: image] and [image: image] are converter loss and complex equivalent impedance loss of the ith converter station respectively. The active power injected from AC grid to PCC [image: image] is calculated using the results of DC power flow and the SBI/DBI step is eliminated.
The convergence of the overall iteration is given by
[image: image]
where [image: image] and [image: image] are the calculated active the active power injected from AC grid to PCC in the (k+1)th and kth iteration; m is the total number of DC buses that has a PCC; [image: image] is the maximum permissible error. Therefore, the AC power flow is excluded from the overall iteration loop. It should be noted that the AC grid power flow can be calculated after the convergence of [image: image] if needed.
MULTI-OBJECTIVE OPTIMIZATION
The approach for MOPF is divided into two parts to provide the best compromise solution according to the preference of the decision-makers. First, the MOPSO algorithm is used, and the Pareto optimal solution set matching the requirements is obtained under the optimization mechanism of the algorithm. Different solutions are generated by changing the voltage references and droop coefficients of the MMCs under adaptive droop control. The multi-attribute decision-making process is then carried out based on the subjective preferences of the decision maker and the objective data of the Pareto optimal solution set. The best compromise solution is then reached by contrasting the decision-making steps using TOPSIS to identify the optimal operating point that matches the actual needs.
Multiple objective particle swarm optimization (MOPSO)
MOPSO is a multi-objective problem-solving technique that builds on PSO. In the MOPSO method, non-dominated solutions are saved to approximate the Pareto front and considered as an optimal solution set for decision-makers to select. The overall framework of the MOPSO algorithm is shown in Figure 2 and the main steps are listed as follows:
[image: Figure 2]FIGURE 2 | Flowchart of the MOPSO algorithm.
Step 1: Input the initial variables, including 1) MTDC system: line data, node data, PCC node number, initial steady state power flow; 2) MMC station: Submodule (SM) type, constant, linear, quadratic coefficients [image: image], [image: image] and [image: image] of each converter; 3) AC system: incremental cost gains of generators; 4) Constrains 5) MOPSO parameter.
Step 2: Initialize the position and velocity of particles.
Step 3: Calculate the power flow of the MTDC system using the method introduced in section 2.2, the value of the objective function for each particle can be found according to the power flow solution.
Step 4: Evaluate each particle and determine the initial personal optimal position pbest and global optimal position gbest. Create an external repository to keep non-dominated solutions.
Step 5: Adjust the velocities and positions of all particles to change the voltage references and droop coefficients of the MMCs under adaptive droop control.
Step 6: Calculate the power flow of the MTDC system using the method introduced in section 2.2 and compute the objective functions using the power flow results.
Step 7: Evaluate the calculated objective functions according to the updated value. Update pbest, gbest and the external repository containing non-dominated solutions.
Step 8: Check if the end condition is met. If Niter < Nitermax, increase the iteration number Niter and back to step 5.
Step 9: Output the obtained Pareto-optimal solutions.
Step 10: End MOPSO
Optimal decision based on Pareto frontiers
In an actual power system, many factors, such as the economy and power quality, should be taken into consideration, leading to varied preferences for different compromise solutions on the Pareto Frontier curve among decision-makers. As a result, a reasonable strategy is required to choose one or more superior options for decision-makers.
The Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) is a multi-criteria decision analysis method established by Ching-Lai Hwang and Yoon in 1981. It is a method for ranking solutions based on how close the solutions are to an idealized target by weighing the relative merits of the available solutions. The evaluation solution is optimal if it has the shortest geometric distance from the positive ideal solution (PIS) and the longest geometric distance from the negative ideal solution (NIS); and vice versa. The procedure of TOPSIS is given as follows:
1) Create an evaluation matrix [image: image]consisting of m solutions and n criteria
2) Normalize the evaluation matrix [image: image]to form the matrix [image: image], where [image: image]
3) Create the weight matrix [image: image], and the weighted normalized decision matrix[image: image] is then calculated by [image: image].
4) Determine the best solution [image: image] and the worst solution [image: image]. The best alternative [image: image] is formed by the maximum value of criteria having a positive impact and the minimum value of criteria having a negative impact, while the worst alternative [image: image] is formed by the minimum value of criteria having a positive impact and the maximum value of criteria having a negative impact.
5) For each solution, calculate the Euclidean distance [image: image] to the positive ideal solution and [image: image] to the negative ideal solution:
[image: image]
[image: image]
6) Calculate the similarity according to[image: image] and [image: image] by:
[image: image]
7) Rank the alternatives according to their similarity [image: image].
The larger [image: image] indicates that the corresponding solution is closer to the positive ideal solution. In another word, the solution is considered to be better with a larger similarity [image: image]. Using TOPSIS, different weights can be applied for different decision-makers, and thus different compromise solutions are calculated for various preferences.
CASE STUDIES
In this section, a six-terminal MTDC system integrated with isolated AC grids through MMC stations is used as the test system and the parameters of the system are presented. The MOPSO method is used to approximate the Pareto front and the decision-making process is carried out using TOPSIS. Compromise solutions for various preferences and extreme solutions are calculated and compared with the solution before optimization to verify the effectiveness of the proposed approach.
System structure
As shown in Figure 3, the MTDC system is a meshed DC grid with six DC buses and seven branches. DC nodes 1, 2, 4, 5, and 6 are connected to five isolated AC grids through five MMC stations, while the DC node 3 does not have a converter station connected to the AC grid. MMC-1, 2 and 5 are in droop control mode and connected to AC area 1,2 and 5 respectively, while MMC-3 and 4 are in constant P control mode with their droop coefficients to be zero. The parameters of the above network in per unit value are shown in Table 2 and Table 3. The MMCs connected to DC node 1 and node 2 are based on FBSMs, while other MMCs are based on HBSMs. The base capacity [image: image] and voltage [image: image] are 100 MW and 640kV, respectively.
[image: Figure 3]FIGURE 3 | Six-terminal MTDC system.
TABLE 2 | DC transmission line branch data (in P.U.).
[image: Table 2]TABLE 3 | MMC parameters.
[image: Table 3]It is assumed that each of area 1, 2, and 5 has four adjustable generators that supply power to the corresponding MMC stations. In the same AC system, each generator has a different cost curve which was regarded as a quadratic function, as shown in Table 4.
TABLE 4 | Generator cost curves.
[image: Table 4]Parameter setting
The controlled active and reactive powers under master-slave control given in Table 5 are used to give an initial steady-state condition for the test system. The droop coefficients for MMC 1,2 and 5 are initially set to be 25, 50 and 12.5 respectively. The calculated steady-state grid power flow for the given condition is shown in Table 6. In the corresponding DC terminals, the values in Table 6 were used as initial power and voltage references, as shown in Table 7. These values are applied to the test system and used to calculate the objective functions before optimization.
TABLE 5 | Desired DC grid power flow pattern (in P.U.).
[image: Table 5]TABLE 6 | Numerical solution from power flow analysis (in P.U.).
[image: Table 6]TABLE 7 | MMC parameters (in P.U.).
[image: Table 7]Multi-objective optimization
It is assumed that the load (except PCC node injections) of area-1,2 and 5 supported by the changeable generators are 1 p.u., 2 p.u. and 2 p.u. respectively. Before optimization, the overall active power loss of the MTDC network is 32.2034 MW and the total generation cost of the system variable generator units is 440.3697 USD/h.
By changing the voltage reference and droop coefficient of the MMC station under droop control mode, the active power injection at the PCC nodes can be modified. As a result, the output of each generator in these areas and total active power loss of the test system are different from the value before modification, thus changing the total generation cost and active power loss of the test system.
The droop coefficients are set between 12.5 and 100 for MMC stations in droop control mode, and the voltage references of the related DC nodes are set between 0.95 and 1.05. The Population size, repository size, and maximum iteration number are set to 100, 200, and 200 respectively. After optimization using MOPSO according to the proposed approach, the distribution of Pareto-optimal solutions is given in Figure 4.
[image: Figure 4]FIGURE 4 | Distribution of Pareto optimal sets.
As shown in Fig. 4, 200 non-dominated solutions are obtained at the end of the iteration. Table 8 lists the two extreme Pareto optimum alternatives as well as the initial solution before optimization. Extreme solutions 1 and 2 are the extreme solutions for the least generation cost and the minimal active power loss objectives, respectively. It can be seen from Table 8 and Figure 4 that:
1) The two objectives in this paper conflict with each other and cannot be optimized at the same time. In other words, the decrease of the total generation cost would lead to a higher total active power loss while lowering total active power loss will result in more generation cost.
2) Compared to extreme solution 1, extreme solution 2 has fewer power loss and higher generation cost, whereas both objectives of extreme solution 1 and extreme solution 2 have reduced total active power loss and generation cost when compared to the solution before optimization.
TABLE 8 | Comparison of extreme solutions and the solution before optimization.
[image: Table 8]Optimal decision based on Pareto frontiers
Table 9 shows the obtained compromise solutions for various settings for the weight of each objective. The weight for objective [image: image] in scenarios 1, 2, and 3 is set as 50%, 25%, and 75%, respectively. The weight of generation cost [image: image] and active power loss [image: image] in scenario 4 is calculated using the entropy weight method (EWM). The determined weight values for generation cost and active power loss are 44.507% and 55.493%, respectively. According to the results, all of the solutions developed have reduced total active power loss and generation cost when compared to the solution before optimization. For higher weight proportion, the reduction of the corresponding weighted target is more significant.
TABLE 9 | Comparison of compromise solutions and the solution before optimization.
[image: Table 9]CONCLUSION
In this paper, a multi-objective OPF algorithm is proposed to reduce the total active power loss and generation costs of an MTDC grid connected to several isolated AC grids. A six-terminal MTDC system with five nodes connected to MMCs under different control modes is constructed. An improved sequential power flow was applied to eliminate the SBI/DBI step and the AC power flow iteration. By using MOPSO, the voltage references and droop coefficients of the MMCs under adaptive droop control are changed to generate different power flow patterns and a set of non-dominated Pareto-optimal solutions is obtained. The two optimal targets can be realized together with compromise by incorporating TOPSIS as a decision maker and the “best” solutions found under severe and varied compromise settings are discussed after the simulation of the constructed MTDC grid. The case study results show that all solutions found under different situations after optimization are superior to those found initially. The proposed approach applies to a generalized MMC MTDC model that interconnects arbitrary buses in one or more AC grids and has arbitrary topology. The limitation of the proposed method is that the grid parameters for the AC network connected to the MTDC grid are not considered. Also, the stability of the system under the optimized solution is not investigated.
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Bushing is an indispensable component in high voltage direct current (HVDC) transmission project. As the main insulating material possesses poor thermal conductivity and negative temperature coefficient (NTC) electrical resistivity, HVDC bushing suffers from the distortion of electro-thermal-coupled fields. Therefore, it is urgent to reveal the influence of electrical resistivity-temperature characteristic and thermal conductivity on the DC electric field distribution within bushing insulation, guiding the design and application advanced insulating materials. Here, the simulation of temperature and DC electric field distribution within a 400 kV bushing are carried out. The results show that the optimization of NTC effect and thermal conductivity of an insulating material is able to obtain a more uniform electric field distribution through homogenizing the electric resistivity distribution within bushing insulation. The activation energy of the insulating material has a similar variation trend with the maximum electric field within bushing insulation, which has a potential to represent the temperature dependence of electrical resistivity of insulating materials. It also shows that the reduction of DC electric field by increasing the thermal conductivity has a saturation feature. As a result, the suppression of the NTC effect should be considered together to obtain a smaller electric field within HVDC bushing. The research study provides a new idea to regulate the DC electric field distribution, which is beneficial to the design of advanced insulating materials.
Keywords: HVDC bushing, epoxy resin-impregnated paper insulation, electric field distribution, thermal conductivity, electrical resistivity-temperature characteristic
INTRODUCTION
High voltage direct current (HVDC) transmission is a key means of consumption and optimal resource allocation of renewable energy (Xiao et al., 2021; Wei et al., 2022). Bushing is an indispensable component of HVDC transmission projects that enables conductors to pass through and are insulated from the transformer tank, the wall of converter valve hall, and other partitions (Setayeshmehr et al., 2006). In recent years, epoxy resin-impregnated paper (RIP)-insulated bushing has developed rapidly by virtue of their non-flammable characteristics compared with oil-impregnated paper-insulated bushing (Wang et al., 2017a). During operation, Joule heat generated by a current-carrying conductor causes a temperature gradient distribution within bushing insulation due to the poor thermal conductivity of RIP (Du et al., 2021). As HVDC transmission is characterized by large current, the heating and the temperature gradient problem within bushing insulation is more severe. It is known that the electrical resistivity of RIP decreases with temperature, denoted as the negative temperature coefficient (NTC) effect, and the distribution of electrical resistivity is uneven within insulation due to the gradient temperature distribution (Cao et al., 2013). Unlike the AC electric field distribution, the DC electric field distribution is mainly influenced by the electrical resistivity distribution. As a result, the electric field is distorted by the uneven temperature distribution, which results in the failures of bushings in converter stations (Liu et al., 2020). Therefore, suppressing the distortion of electro-thermal coupling fields is vital for the safety operation of HVDC RIP bushing.
The enhancement of thermal conductivity of insulating materials is able to suppress the distortion of the DC electric field. Researchers dope AlN, BN, Si3N4, Al2O3, and other insulating fillers possessed with high thermal conductivity into the insulating materials (Zhang et al., 2018; Chen et al., 2019; Zou et al., 2019). As the heat-releasing ability improves, both the hotspot temperature and the temperature gradient decrease within bushing insulation. Indirectly, the electrical resistivity distribution and thus the electric field distribution becomes uniform. It is known that as the doping content of these fillers increases; the insulating performance of composite materials is always weakened (Li et al., 2020), which means that the doping content should be controlled below a certain value. However, whether this doping content has a sufficient effect on the optimization of electric field distribution has not been clearly revealed. Therefore, it is necessary to analyze the relationship between thermal conductivity and electric field distribution within bushing insulation, which is important for the accurate design of the insulating material.
In recent years, researchers have begun to realize that regulating the electrical resistivity-temperature characteristic of insulating materials is also an effective method to suppress the distortion of local electro-thermal-coupled fields. The doping of PTC, GO, SiO2, and other functional fillers into polymeric matrix is able to reduce the temperature dependence of electrical resistivity, obtaining a more uniform electric field distribution within bushing insulation even under a large temperature gradient (Zhang et al., 2014; Du et al., 2020; Teng et al., 2021). A question is then raised: is it possible to suppress the distortion of electric field further through the synergistic regulation of both thermal conductivity and electrical resistivity of insulating materials? If the answer is yes, what would be the optimal parameter? However, there is still a lack of research on the related content.
In this article, the temperature distribution and electric field distribution within a simplified 400-kV bushing insulated with epoxy composites was simulated. The thermal conductivity and electrical resistivity-temperature characteristic of epoxy composites was set as the variables. Then, the individual and collective effect of insulation properties on the electric field distribution was studied. In addition, the regulation strategy aimed at electro-thermal-coupled fields problem was also discussed.
The Experimental method section describes the geometrical model, parameters, equations, and other key information about the simulation. In the Results and discussions section, the influence of temperature gradient, thermal conductivity, and electrical resistivity-temperature characteristic of epoxy composites on the temperature distribution and electric field distribution within bushing insulation is revealed. Finally, conclusion and prospect are given in the Conclusion section.
EXPERIMENTAL METHOD
COMSOL Multiphysics FEM software was used to conduct the simulation. The simulation model of the RIP valve-side bushing of a 400-kV converter transformer was constructed to study the temperature distribution and DC electric field distribution within insulation (Zhang et al., 2017). The main body of the model is a coaxial cylindrical structure, including a current-carrying conductor, an outer conductor, and an insulation layer, which can be seen in Figure 1.
[image: Figure 1]FIGURE 1 | Geometrical model for simulation.
When the current passes through the conductor of bushing, heat is generated and then transferred to the outside, which satisfies the following heat balance formula (Sadiku, 2007):
[image: image]
where ρ is the solid density, C is the solid heat capacity at a constant pressure, k is the solid thermal conductivity, μ is the velocity field, T is the temperature, and Q is the heat source. Since the temperature rise within bushing insulation is mainly generated from the current-carrying conductor (Li et al., 2018), the dielectric loss of insulation is ignored. The heat source Q was set as the power loss of the current-carrying conductor.
Since the valve-side bushing connects the valve hall to the valve-side winding of the converter transformer and also passes through the BOXIN, there are three temperature boundaries. The heat will flow out through these boundaries by natural convection, which leads to a temperature gradient distribution inside the insulation governed by the following equation (Bergman et al., 2011):
[image: image]
where q0 is a heat flux that enters the domain and h is the heat transfer coefficient. Considering the ambient temperature and heating loss during the temperature rise test, the heat source power of the current-carrying conductor was set to 1,500 W, the external ambient temperature was set to 50°C, and the transformer tank temperature was set to 90°C (Wang et al., 2017b).
The electric field distribution within bushing insulation is governed by the following equations (Pawar et al., 2012):
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[image: image]
[image: image]
where J is the current density, σ is electrical conductivity, Je is injected current density, E is the electric field, and V is the potential. According to the DC withstand voltage test of valve-side bushing, the voltage is selected as 746 kV (Wang et al., 2017a).
As the electrical conductivity is governed by temperature, there is a coupling relationship between the electric field and temperature, through the following equation (Hjerrild et al., 2001):
[image: image]
where A1 is a constant value, φ is the activation energy, e is the charge quantity of carriers, kB is the Boltzmann constant, T is the temperature, and B is the electric field constant.
The simulation variables are the thermal conductivity and electrical resistivity-temperature characteristics of insulating materials. The former indirectly changes the electrical resistivity distribution within the insulation by modifying the temperature distribution inside the insulation. The latter directly changes the electric field distribution within the bushing insulation by influencing the electrical resistivity distribution.
RESULTS AND DISCUSSION
Effect of temperature gradient
Figure 2 shows the temperature distribution and electric field distribution within bushing insulation with different power losses of the current-carrying conductor. As is seen in Figure 2A, since there is no heat generated from the conductor, the temperature is uniformly distributed when the power loss is 0 W. In this case, the electric field inside the bushing insulation is higher than the outside, which is a typical electric field distribution of coaxial cylindrical electrical equipment (Marzzanti and Marzinotto, 2013). It can be observed that the maximum electric field is 9.0 kV/mm. When the power loss of the current-carrying conductor increases, a temperature gradient distribution is formed due to the combined effect of power loss heating and heat dissipation to the ambient environment. Meanwhile, the electrical resistivity inside the bushing insulation becomes lower than the outside due to the change in temperature distribution, causing the “inversion” phenomenon of the DC electric field distribution in Figure 2B. More severely, the DC electric field distortion becomes more serious, as the temperature gradient enlarges.
[image: Figure 2]FIGURE 2 | Effect of temperature gradient on electric field distribution within bushing insulation: (A) temperature distribution and (B) electric field distribution.
The power loss of the RIP valve-side bushing of a ±400-kV converter transformer is about 1,500 W. At this level of heat generation, the maximum electric field reaches to 12.3 kV/mm near the end shielding of bushing, which increases the risk of failure in this vulnerable area. With the development of the transmission power, this thermal issue will become more serious, which needs to be solved urgently to ensure the economical and reliable operation of HVDC bushings.
Effect of electrical resistivity-temperature characteristic of insulation
It has been proved that the addition of PTC particles into the polymeric insulation material is able to reduce the temperature dependence of electrical resistivity (Teng et al., 2020). As the thermal stability of electrical resistivity increases, the electrical resistivity distribution within bushing insulation becomes uniform, even when subjected to a large temperature gradient. Table 1 gives the parameter of a fitted curve of electrical conductivity-temperature characteristic, which is the inverse of electrical resistivity and is the input of simulation. The values used in this article were obtained from our previous research (Teng et al., 2022).
TABLE 1 | Parameter of the fitted curve of electrical conductivity-temperature characteristic.
[image: Table 1]According to the Arrhenius theory, the activation energy can be used to evaluate the temperature dependence of electrical conductivity for insulating materials, which is a function of temperature at a certain electric field:
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where φ is the activation energy, T is the temperature in Kelvin, and kB is the Boltzmann constant. It is known that the lower the activation energy, the weaker the temperature dependence of electrical resistivity (Huang et al., 2014). As shown in Figure 3, group E has the lowest thermal activation energy of 0.30 eV compared to group A of 0.56 eV, which is consistent with the measured electrical resistivity-temperature characteristic, namely, the electrical resistivity of group E has a narrower range as the temperature rises.
[image: Figure 3]FIGURE 3 | Activation energy of samples.
Figure 4 shows the relationship between the maximum electric field within bushing insulation and the activation energy of the insulating material. When the NTC effect of insulating material is suppressed, it can be observed that the maximum electric field decreases. Therefore, the regulation of electrical resistivity-temperature characteristic of insulating materials is essential for the safety and economical operation of HVDC bushings.
[image: Figure 4]FIGURE 4 | Relationship between the maximum electric field and activation energy.
More importantly, the trend of the activation energy and the maximum electric field remain essentially the same according to Figure 4. Although the activation energy is often used to characterize dielectric materials, it is usually an ambiguous conception. At the same time, fewer studies have been carried out for the quantitative evaluation indicators of electrical resistivity-temperature characteristic of the insulating material, and thus, the DC electric field. Therefore, it can be considered to use the activation energy to characterize the variability of electric field characteristic within insulation.
As group A is the reference group, Table 2 gives the maximum electric field and activation energy ratio of other groups to group A. It can be observed that the change in the values of the maximum electric field and activation energy is generally consistent when represented by ratio. For example, the maximum electric field of group E decreases by 47% compared with that of group A, while the activation energy decreases by 46%. Therefore, it can be concluded that the activation energy of insulating materials has a potential to represent the electrical resistivity-temperature characteristic of the insulating material and so does the electric field characteristic within bushing insulation.
TABLE 2 | Maximum electric field and activation energy ratio of other groups to group A.
[image: Table 2]Effect of thermal conductivity of insulation
It is known that the current-carrying conductor is a huge heat source due to large-flowing current. This heat dissipates to the outside mainly through the insulating material, indicating that the thermal conductivity of the insulating material is an important property for the temperature distribution within bushing insulation. As the thermal conductivity of polymeric materials is poor, many researchers solved this issue by the doping of high-thermal conductivity material, which is able to mitigate the distortion of the DC electric field indirectly. However, these methods usually reduce the insulating performance, which is still hard to satisfy the requirement for engineering application. Based on the abovementioned discussion, it comes up with a problem whether the higher the thermal conductivity, the better the DC electric field distribution within bushing insulation. Therefore, the DC electric field distribution was simulated to reveal the effect of thermal conductivity of the insulating material.
According to Zhao et al. (2018), the thermal conductivity of RIP is about 0.29W/m K, which was selected as the reference and denoted as group A. The thermal conductivity of the optimized groups is shown in Table 3. The percentage listed in Table 3 is the thermal conductivity ratio of the optimized groups to group A. Then, the DC electric field distribution within insulation with different thermal conductivity was simulated using the same electrical resistivity-temperature characteristic.
TABLE 3 | Thermal conductivity of insulating materials used in simulation.
[image: Table 3]Figure 5 shows the relationship between the thermal conductivity of insulating material and the simulated hotspot temperature within bushing insulation. In general, it can be found that the hotspot temperature decreases gradually as thermal conductivity increases. However, the rate of decline slowed as the thermal conductivity reaches a certain value, which indicates that regulation efficiency decreases with thermal conductivity. When the hotspot temperature is reduced from 156 to 106°C, the thermal conductivity of the insulating material needs to be increased from 0.29 to 0.86W/m K, which is the 300% of the neat RIP material. Meanwhile, when the hotspot temperature is reduced from 106 to 87°C, the thermal conductivity of the insulating material needs to be increased from 0.86 to 5.73W/mK, which is the 2,000% of the neat RIP material.
[image: Figure 5]FIGURE 5 | Influence of thermal conductivity on the hotspot temperature within bushing insulation.
Boron nitride (BN) particles combine high thermal conductivity and excellent insulating performance, attracting extensive attentions in the field of dielectric materials. High doping content is still unavoidable to obtain a high thermal conductivity of the polymeric material even doping BN particles. For example, 40wt% h-BN microparticles is needed to obtain a thermal conductivity of 0.97W/m K in epoxy composites (Wang et al., 2011). However, researchers also found that the DC breakdown strength decreases by 34.2%, when the doping mass fraction of micron BN particles reaches 15 wt% (Ma et al., 2019). It can be seen that a further increase in thermal conductivity not only has a lower regulating efficiency of hotspot temperature but also has a serious negative effect on the dielectric strength of insulating materials. Therefore, it is an appropriate doping content for the optimal regulation of both the properties.
Figure 6 illustrates the relationship between the thermal conductivity of insulating material and the maximum electric field within bushing insulation. When the thermal conductivity is below 1.5 W/m K, the maximum electric field decreases with thermal conductivity due to the suppression of temperature gradient and thus the uniform distribution of electrical resistivity. As the thermal conductivity increases further, the smaller temperature gradient within bushing insulation has little influence on the electric field distribution within bushing insulation.
[image: Figure 6]FIGURE 6 | Influence of thermal conductivity on the maximum electric field within bushing insulation.
It can be seen in Figure 2B that the electric field distribution within the coaxial cylindrical electrical equipment is nonuniform when the temperature distribution is uniform, in which the electric field inside is higher than the outside. As a result, the electric field distribution is returning to a situation without suffering the temperature gradient as the thermal conductivity increases. As the reversal of electric field distribution disappears gradually, the maximum electric field within bushing insulation increases. Therefore, it should consider the reversal of electric field distribution when regulating the thermal conductivity of insulating materials.
Synergistic effect on the DC electric field distribution
It shows that the reduction of the DC electric field, within insulation regulated by thermal conductivity, has a saturation feature, which means that the increase of thermal conductivity blindly is not an optimal method to suppress the distortion of electric field further. As a result, the synergetic suppression of NTC effect and increase of thermal conductivity should be considered to suppress the distortion of electric field within HVDC bushing. Thus, it is important to reveal the electric field distribution characteristic affected by these factors to serve as a reference for the structural design of advanced insulating materials.
Figure 7 shows the maximum DC electric field within bushing insulation, simulated with different thermal conductivity and optimized electrical resistivity-temperature characteristic. It can be seen that the maximum DC electric field is further reduced, coupled with an optimized electrical resistivity-temperature characteristic of the insulating material. The minimum electric field occurs when the thermal conductivity of the insulating material is 200% that of the unmodified RIP, while the thermal conductivity needs to be increased to 500% of the unmodified RIP without being coupled with the regulation of electrical resistivity-temperature. In that case, the maximum electric field is only 5.2 kV/mm, which is about 42% insulated with unmodified RIP and is also lower than the situation when thermal conductivity is regulated individually (59%). Meanwhile, the radial electric field distribution is almost a straight line, which is beneficial to the safety operation of insulation. According to the abovementioned analysis, it is recommended to suppress the distortion of the DC electric field through the synergistic regulation of both the thermal conductivity and electrical resistivity-temperature characteristic.
[image: Figure 7]FIGURE 7 | Influence of synergistic regulation on the maximum electric field within bushing insulation. (A) maximum electric field; (B) electric field distribution.
On the other hand, it can also be found in Figure 7 that the turning point appears at the position with a lower thermal conductivity, when the insulating material undergoes synergistic regulation, which means that electric field distribution becomes less influenced by temperature distribution. As the flowed current and ambient temperature is variational, the electric field distribution within bushing insulation will become more stable in operation after appropriate design of thermal conductivity and electrical resistivity-temperature characteristic.
CONCLUSION
In this article, the individual and collective effect of thermal conductivity and the electrical resistivity-temperature characteristic of the insulating material on temperature distribution and DC electric field distribution was studied through the simulation, which has a guiding role in the design of advanced insulating materials. The conclusions are as follows:
1) The temperature gradient causes the distortion of the DC electric field, while suppressing the negative temperature coefficient of electrical resistivity and increasing the thermal conductivity of the insulating material are able to obtain a more uniform DC electric field distribution through homogenizing the distribution of electric resistivity within bushing insulation.
2) The activation energy has a similar variation trend with the maximum electric field within bushing insulation, which has a potential to characterize the temperature dependence of electrical resistivity of insulating materials quantitatively.
3) As the thermal conductivity of insulating material increases, the hotspot temperature within bushing insulation decreases and the descent rate drops, while the maximum electric field declines at the beginning and then rises up later.
4) The synergistic regulation of both the thermal conductivity and the electrical resistivity-temperature characteristic of the insulating material has a better suppression effect of electric field distortion.
5) The simulation of temperature distribution and electric field distribution within electrical equipment is necessary to be conducted to determine the regulation goal of the insulating material, which is important to the efficient and economy design and operation of the insulating material. Further investigations on the design of composite material according to the principle proposed in this article are encouraged.
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Interconnecting two or more microgrids can help improve power system performance under changing operational circumstances by providing mutual and bidirectional power assistance. This study proposes two interconnected AC microgrids based on three renewable energy sources (wind, solar, and biogas). The wind turbine powers a permanent magnet synchronous generator. A solar photovoltaic system with an appropriate inverter has been installed. In the biogas generator, a biogas engine is connected to a synchronous generator. M1 and M2, two interconnected AC microgrids, are investigated in this study. M2 is connected to a hydro turbine, which provides constant power. The distribution power loss, frequency, and voltage of interconnected AC microgrids are modeled as a multi-objective function (OF). Minimizing this OF will result in optimal power flow and frequency enhancement in interconnected AC microgrids. This research is different from the rest of the research works that talk about the virtual inertia control (VIC) method, as it not only improves frequency using an optimal controller but also achieves optimal power flow in microgrids. In this paper, the following five controllers have been studied: proportional integral controller (PI), fractional-order PI controller (FOPI), fuzzy PI controller (FPI), fuzzy fractional-order PI controller (FFOPI), and VIC based on FFOPI controller. The five controllers are tuned using particle swarm optimization (PSO) to minimize the (OF). The main contribution of this paper is the comprehensive study of the performance of interconnected AC microgrids under step load disturbances, the eventual grid following/forming contingencies, and the virtual inertia control of renewable energy resources used in the structure of the microgrids, and simulation results are recorded using the MATLAB™ platform. The voltages and frequencies of both microgrids settle with zero steady-state error following a disturbance within 0.5 s with less overshoots/undershoots (3.7e-5/-0.12e-3) using VIC. Moreover, the total power losses of two interconnected microgrids must be considered for the different controllers to identify which one provides the best optimal power flow.
Keywords: contingency of the power system, fuzzy fractional-order PI (FFOPI), fuzzy PI (FPI), multi-objective optimization, power quality enhancement, virtual inertia control
1 INTRODUCTION
Due to growing concerns about environmental factors, greenhouse gases (particularly CO2), and global warming, renewable energy sources (RESs) are now quickly developing all over the world. As a result, several issues with the integration of renewable energy into networks have been discussed in the literature, along with potential solutions. The primary traits of RESs that make it difficult to integrate them with the grid and the load are intermittent availability of the input source, which results in highly intermittent and unreliable power output, low flux density, meaning they require more space per unit of power generation than conventional generators, and low inertia. RESs, such as the solar photovoltaic system (SPVS) and wind energy converting system (WECS), have lower inertia than conventional sources, which reduces the grid’s ability to enhance stability.
In the literature, different integrations of RESs and their data have been discussed. The stability of microgrids is a significant part of interest. Some of the aspects of microgrids have been discussed and introduced in the literature by many authors (Farrokhabadi et al., 2020). Sustained low-frequency deviations are one of the problems in microgrids, as studied by Kundur et al. (2006), El-Fergany and El-Hameed (2017), and Firdaus et al. (2020). Another problem is voltage control in microgrid systems (Tu et al., 2018; Delavari and Naderian, 2019). There is literature in which these problems are solved separately and jointly. A microgrid comprising solar and wind needs a backup because of its intermittent nature. Inverter-connected battery backup is one of the proposals suggested in the study by Jayawardana et al. (2019) and Sharma et al. (2020). The other proposal is a connected diesel/biogas-based generating plant (Barik and Das, 2018). Many control strategies are performed in a wind–solar–diesel system using various optimizing techniques (Sheng and Zhang, 2017; Rezkallah et al., 2019; Puchalapalli et al., 2020). Some proposals have been given on AC and DC microgrids (Liang et al., 2019; Guo et al., 2021). Also, the rate of generation deviation in the SPVS is very high because of cloud changes (Zhao et al., 2020). The PV plant of the SPVS is connected to the power system via an inverter. So, control of the PV unit is presented by the control of the inverter (Chao et al., 2020).
The output power of the wind turbine is proportional to the square of the rotor diameter and the cube of the wind speed because of the aerodynamic characteristics (Yaramasu et al., 2015). The permanent magnet synchronous generator (PMSG) is commonly utilized in the WECS. However, the PMSG is robust and does not need separate field control (Gencer, 2016). The SPVS and WECS are coupled to the point of common coupling (PCC) by power inverters. Also, the connected inverter delivers virtual inertia to the network (Xi et al., 2018). There is literature that shows that the virtual inertia of the WECS and SPVS based on inverters can almost act as conventional generators that can be used for the dynamic stability of the power grid. However, an energy buffer must be saved (Johnson et al., 2020).
For a low-power network not like the SPVS and WECS, a biogas generator (BG) and diesel generator can be utilized as the controlled generation unit, as the fuel input BG-based generator can be controlled. Urban electrification has improved extremely in the previous decade. In improving countries, electrification has been carried out, but continuous power provision remains troublesome. These areas yet face power cuts for some time. The main cause for disturbed power provided are deprived grid supplies, reliance on conventional generation, weak power infrastructure, faraway distance transmission, and the value of urban and industrial parts (Ubilla et al., 2014; Suryakiran et al., 2018). In the literature, many methods of microgrids have been presented by the authors. However, to donate to a self-sufficient city interconnected with power availability relying on load segregation and setting priority loads has not been reasonable. So, a stability study of interconnected microgrids has been proposed to observe the network dynamics while sharing the power between two microgrids to guarantee an uninterrupted power supply.
The other effort to restrain the [image: image] emission and decrease the global warming effect is to motivate toward the importance of decreasing power loss in electricity generation. Since the heat resulting is minimal, the heat that must be cooled is minimal (Jiang et al., 2020; Hasanzadeh et al., 2021), so energy saving can further save the cost and energy for the cooling system in theory. The best reference voltage (Deng et al., 2020) and the optimal power flow (Yang et al., 2019, 2020) for each microgrid can be obtained to decrease online power loss. To decrease loss, an offline optimization method (Qian et al., 2020) is presented to get a superior working point of the load-shedding machine, but this offline solution only performs under very optimum operating conditions with small or no change in variables while the power converter losses are deemed.
The converter loss may share over 50% of the total distribution loss (Dabbaghjamanesh et al., 2020) in the AC microgrid. So, considering it in the control arrangements would be significant in decreasing the distribution power loss. In the study by Yuan et al. (2020), the overall distribution power loss of two interconnected AC microgrids is further almost fitted by a function of active and reactive power. Then, the optimization function is used to share the active and reactive power of each generation unit. The total distribution power loss of two interconnected AC microgrids, namely, power loss of each area and line loss, are modeled as the objective function of power loss of each generation unit and the AC link between two areas. In addition, sharing power between two areas is considered to cover the load’s demand according to the objective function. Therefore, the distribution loss minimization can be realized by adaptively adjusting the optimal parameters of the controller offline.
With sharing power among generation units (Boyd and Vandenberghe, 2004; Wang et al., 2021), a distributed optimization algorithm is presented for global distribution loss minimization. The simulation results validate the proposed control strategy for reducing the distribution power loss of two interconnected AC microgrids. The last challenge is enhancing the microgrid’s frequency under high penetration levels of renewable generation units. One solution is to install fast-reacting energy storage systems (ESS) with virtual inertia controllers via low-inertia power generation units; such controllers have been extensively studied in recent years (Boicea, 2014; Vorobev et al., 2017; Jiang et al., 2020; Abubakr et al., 2021; Fawzy et al., 2021; Kerdphol et al., 2021). Each control technique has its own advantages and restriction. The microgrid system’s position enables ideal energy management. To maximize power flow inside the setup, a local energy management system may regulate generators (and presumably loads, as well). Depending on the kind of operation, several objectives are set for energy management: grid-connected or an island (Akinyele et al., 2018). In the grid-connected mode, the typical goals are to reduce the price of energy import at the PCC, advance the power factor at the PCC, and optimize the voltage profile through the microgrid (Hashemi and Vahidinasab, 2021). In the islanded mode, which is used in the study by Hashemi and Vahidinasab (2021), the main aim of power management is to improve the system and motivate high reliability and flexibility in terms of frequency and voltage. Opposite to these inclusive reviews, which focused on virtual inertia topologies execution (Tamrakar et al., 2017), virtual inertia and frequency control for distributed energy generation units (Singh and Seethalekshmi, 2020), and inertia valuation improvement in power systems (Fernández-Guillamón et al., 2019), we focused on the virtual inertia control method designed to enhance the frequency deviation trouble in islanded AC interconnected microgrids. In particular, we strived to extinguish why definite control methods are more effective in different conditions and which control methods will prefer publicity in the next years. Finally, we propose some analysis for the virtual inertia control method utilized in AC interconnected microgrid applications.
Despite the rich literature review, and much research dealing with power quality enhancement in interconnected microgrids, the contributions of this paper are manifold. 1) In contrast to Suryakiran et al. (2018) and Singh et al. (2021), the novelty of this modeling is demonstrated to achieve not only the sharing of the active and reactive power of all generation units in both microgrids but also the sharing between both microgrids through a tie line to guarantee the conception of an uninterrupted power supply. 2) Contrary to Deng et al. (2020), Yang et al. (2020), and Singh et al. (2021), the novelty of this work is demonstrated in the use a multi-objective function for minimizing voltage deviation, frequency deviation, and the total distribution power loss at the same time to achieve simultaneous optimal power management and frequency enhancement of the AC interconnected microgrid. 3) Complementary to Tamrakar et al. (2017), Fawzy et al. (2021), Kerdphol et al. (2021), and Mohamed et al. (2022), the proposed ESS based on virtual inertia control is a grid-forming element that can operate with a RES without requiring conventional energy sources. As a result, it not only improves the supply reliability during grid-forming unit outages but also solves the frequency regulation problem and enhances optimal power management in islanded AC interconnected microgrids. 4) In addition to Elshenawy et al. (2022), Ghany Mohamed Abdel Ghany et al. (2018), Jiang et al. (2020), Nathan Kutz and Brunton (2022), Mohamed et al. (2022), and Singh et al. (2021), under step load disturbances, and severe disturbances such as eventual grid following/forming contingencies, the improvement of the system performance using a PI, FOPI, FPI, FFOPID, and VIC based on FFOPI controllers for mitigating frequency and voltage oscillation and achieving optimal power management in two AC interconnected microgrids with a multi-objective function is investigated. 5) The PSO technique is utilized to automatically optimize the controller parameters while considering the system nonlinearity, converters and line dynamics, and the interaction components. This technique helps to reduce design work and costs. Additionally, any other optimization technique may be implemented in future work to be compared with the PSO technique.
The fundamental idea and challenge of this research is to design an appropriate optimal controller for controlling the frequency, voltage, and optimal power management of two interconnected microgrids. The parameters of each controller are optimized using particle swarm optimization (PSO). This paper deals with a unique frequency control method called VIC to stabilize the microgrid frequency and achieve optimal power management using an adaptive controller. PI, FOPI, FPI, FFOPID, and VIC based on FFOPI controllers are demonstrated. This model is developed based on realistic city generation availability. It is tested under step load disturbances and severe contingencies disturbance to achieve not only the sharing of the active and reactive power of all generation units in both microgrids but also the sharing between both microgrids through a tie line to guarantee the conception of an uninterrupted power supply.
This paper is organized as follows: In Section 2, the system under study and the mathematical modeling of the individual components system are explained. FPI and FFOPI block diagrams, membership functions, rules, and PSO techniques used in the optimization of five controller parameters are presented in Section 3. The stability study and power quality enhancement problems and the utilized multi-objective function are stated in Section 4. The virtual inertia control is proposed in Section 5. The results and discussions are given in Section 6. Finally, the conclusions of the presented work are summarized in Section 7. The system parameters, list of symbols, and list of abbreviations are in the Supplementary Appendix.
2 SYSTEM UNDER STUDY AND MATHEMATICAL MODELING OF THE TWO INTERCONNECTED MICROGRIDS’ COMPONENTS
The novelty of this modeling, in contrast to the studies by Suryakiran et al. (2018) and Singh et al. (2021), is demonstrated to achieve not only the sharing of the active and reactive power of all generation units in both microgrids but also the sharing between both microgrids through a tie line to guarantee the conception of an uninterrupted power supply through a continuous generation–demand balance. The interconnected system is modeled with the assumption that microgrid M1 has 50 kW of surplus power that is transmitted to microgrid M2. The power transferred through the interconnection changes at a steady state under all conditions. The microgrid systems handle any changes in demand or generation on a local level. Figure 1 depicts the interconnected microgrid system as a single-line diagram (SLD).
[image: Figure 1]FIGURE 1 | SLD of the interconnected microgrid system.
Real and reactive power balance may be described by Eqs 1, 2 in a steady state:
[image: image]
[image: image]
For a small disturbance in power flows, Eqs 1, 2 can be written as follows:
[image: image]
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A change in real power demand/generation would result in a change in the frequency of the system, which, in the Laplace domain, can be given as
[image: image]
Similarly, a change in reactive power mismatch results in a change in system bus voltage given by
[image: image]
2.1 Modeling of the WECS with the PMSG
The WECS considers a wind turbine with a permanent magnet synchronous generator that is coupled to the common bus via an AC/DC/AC power electronic interface and transformer. Like a synchronous generator with internal reactance [image: image], the real and reactive power flow equations are defined as follows (Suryakiran et al., 2018):
[image: image]
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A small perturbation in power flows can be expressed in the Laplace domain as follows:
[image: image]
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where [image: image], [image: image], [image: image], [image: image], [image: image], [image: image] [image: image], and [image: image].
The delay due to inertia of the system has been accounted as follows:
[image: image]
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2.2 Modeling of solar PV systems with an inverter (SPVS)
The power that a PV panel produces is in the form of a direct current. Therefore, before connecting to the common bus, the power is passed through a DC/DC/AC power electronic interface and then connected to the bus through a transformer. Like the WECS, the power flow equations considering XTPV as internal reactance are given by
[image: image]
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For a small perturbation, Eqs 13, 14 can be written in the Laplace domain as
[image: image]
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where [image: image] [image: image] [image: image] [image: image] [image: image] [image: image], [image: image], and [image: image].
The delay due to inertia of the system has been accounted as follows:
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2.3 Modeling of the BG
The BG model has been adopted from the study by Suryakiran et al. (2018). Reactive power control in biogas is carried out by the voltage regulation action of the automatic voltage regulator (AVR) and exciter. Considering the dynamic state after neglecting the saturation function, the equations for real and reactive powers are derived and given as follows:
[image: image]
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where [image: image] [image: image], [image: image], and [image: image].
2.4 Modeling of the HT
A constant input hydro turbine has been considered. The total active and reactive power flow from the induction generator considering the generator side equation is given by
[image: image]
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The negative sign of reactive power shows the power is being taken by the IG. The term [image: image] is the reactive power captivated by the IG during production of required active power. Following a perturbation, Eqs 21, 22 can be written as follows:
[image: image]
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where K7 = [image: image], and RZ = R1+R2’/s and Xeq = X1+X2’.
2.5 Modeling of AC interconnection
An AC short transmission line has been considered while modeling the interconnection. The line has a high R/X ratio, meaning it cannot be considered lossless. The power flow through such a line is given by
[image: image]
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where [image: image] is the angle between Ra and X of the line, and ϕ12 is the difference of voltage angles between bus 1 and bus 2. For a small perturbation, Eqs 25, 26 in the Laplace domain can be written as
[image: image]
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where [image: image] [image: image] [image: image] [image: image], [image: image] and [image: image].
The microgrids are modeled using the abovementioned individual models of sources. The data for microgrid M2 have been taken from the studies by Suryakiran et al. (2018) and Singh et al. (2021), and the data for M1 have resulted from slight changes in the data for M2. M2 has been designed to meet the energy needs of a group of four medium-sized villages, each of which is projected to need about 1600 kW. The maximum diversification demand for M2 is 1000 kW (approx.). The power supply has a frequency of 50 Hz and a rated voltage of 1 pu. The M1 model was created for a group of four villages: two small and two mediums. The rated generation capacity of M1 is 1,150 kW, the maximum demand that can be accommodated is 700 kW, 50 Hz, and the rated voltage is 1 pu. A constant power of 50 kW is transmitted from the M1 microgrid to the M2 microgrid through an AC interconnection, and after losses, 40.6 KW is delivered to the M2 microgrid. The steady-state generation parameters of two microgrids, overall demand power, power transfer from AC interconnection, and generation from all the generation units in M1 and M2 are summarized in Table 1.
TABLE 1 | Steady-state generation values and energy balance at a steady state for both microgrids.
[image: Table 1]3 FUZZY PI AND FUZZY FRACTIONAL-ORDER PI FOR INTERCONNECTED MICROGRIDS
The FPI controller has three coefficients, and the three are normalized gains K1, K2, and K3, as shown in Figure 2A, whereas the FFOPI controller has four coefficients, three of them are normalized gains K1, K2, and K3, and one is fractional-order control system λ, as shown in Figure 2B. FPI and FFOPI have two inputs, named error [image: image] and rate of change of error [image: image], and one output. PSO make an offline tunning for the three parameters for FPI and four parameters for FFOPI of each controller on the six controllers that are associated with each microgrid, and three controllers responsible for tie lines between them. There are fifteen controllers in the two AC interconnected microgrids, as shown in Figure 2C.
[image: Figure 2]FIGURE 2 | Block diagram of controller, complete transfer function block diagram of the interconnected microgrid system and membership for E and CE, (A) FPI controller, (B) FFOPI controller, (C) complete transfer function block diagram of the interconnected microgrid system, (D) input membership, (E) output membership.
PSO simulates the collective behavior of a swarm in searching for food. The algorithm is an iterative process that aims to find a solution that satisfies a fitness function within a search space (Abdelwahab et al., 2020). Yet, PSO includes several updates in order to the inherited composite nature (Elnozahy et al., 2020). The PSO technique is based on the assumption that particles update their velocity and location at each iteration. Thus, the current location [image: image] for an iteration k is changed according to the new velocity of the particle in terms of the personnel best (PB) and the global best (GB) as given in Eqs 29, 30, respectively.
[image: image]
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For the suggested PI, FOPI, FPI, FFOPI, and VIC based on FFOPI controllers, the PSO is used in this study to improve the controller’s parameters. The parameters for the optimization method are as follows: population = 50; iterations = 70; velocity clamping factor v = 2; cognitive [image: image] = 2; social constant [image: image] = 2; minimum inertial constant [image: image] = 0.4; and maximum inertia constant [image: image]. The PSO algorithm has been proposed just for analyzing the results. Also, any other optimization can be used without producing much deviation in the results.
PSO is devoted to searching the optimized parameters of FPI and FFOPI controllers to minimize the following multi-objective function:
[image: image]
The fuzzy logic (FLC) rules are listed as follows in Table 2. Figures 2D,E show the membership of output and input, where: N = negative, p = positive, SP = small positive, Z = zero, SN = small negative, LP = large positive, and LN = large negative (Ghany Mohamed Abdel Ghany et al., 2018). Any crisp value is defined in two fuzzy sets due to the uniform distribution of the input sets, which are triangle and cross neighbor sets with a membership value of 0.5. For ease of defuzzification, the output membership functions are assumed to be uniformly distributed singletons.
TABLE 2 | Fuzzy rule base.
[image: Table 2]The first phase in the design method is to transfer the PI and FOPI gains to the linear fuzzy controller by replacing the known PI and FOPI with a linear FPI and linear FFOPI. According to the feedback error signal e(n), the traditional PI controller and FOPI controller signal u(n) at any given time instant n can be stated either in absolute form, as in Eqs 32, 33, or incremental form, as in Eqs 34, 36.
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where Ts is the sampling period, Kp and KI are the proportional and integral gains, respectively, and λ is the integral fractional-order control system. The most often used defuzzification technique uses the concept of the center of gravity and is expressed as follows:
[image: image]
where u (ui) represents the element’s membership grade or weight, which is the result of the rule i.
4 MULTI-OBJECTIVE FUNCTION FOR INTERCONNECTED MICROGRIDS
Simulation has been used to demonstrate the stability study (SS) in two interconnected systems for a disturbance such as an increase in real and reactive power demand in both microgrids by each one, increased load variation, and emergency/recovery from generation. The five controllers can reduce the step disturbance-induced steady-state error in frequency and voltage in the interconnected microgrids. The distribution power loss (DPL) in two interconnected microgrids is composed of eight parts: three parts for the first microgrid, which includes the power loss from the wind, PV, and biogas sources; four parts for the second microgrid, which includes the power loss from the wind, PV, biogas, and hydro turbine; and one part for the AC interconnected line power loss. The average conduction losses of the PMSG, rectifier, inverter, and transformer are included in the wind power loss, whereas the average conduction losses of the DC-DC converter, inverter, and transformer are included in the PV power loss. The average conduction losses of the synchronous generator are included in the BG power loss, the average conduction losses of the hydro turbine and induction generator are included in the HT power loss, and the average conduction losses of the tie line impedance are included in the line power loss. The distribution power loss of two interconnected microgrids is given by
[image: image]
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where [image: image] [image: image] [image: image][image: image], [image: image] and [image: image].
To guarantee power quality enhancement, the OF must include two terms. The first term will achieve the stability study by minimizing the OF based on ITSE criteria of voltage and frequency of two interconnected microgrids, whereas the second term will achieve the optimal power flow by minimizing the OF based on ITSE criteria of DPL of two interconnected microgrids. The five controllers’ parameters are tuned using the PSO algorithm for minimizing the OF based on ITSE criteria of voltage, frequency, and distribution power loss of two interconnected microgrids, as shown in Equation 41, and the tuned values are listed in Table 3.
[image: image]
TABLE 3 | Controller gains of microgrid system M1 and M2 and the tie line for PI, FOPI, FPI, and FFOPI controllers.
[image: Table 3]5 VIRTUAL INERTIA CONTROL FOR INTERCONNECTED MICROGRIDS
The virtual synchronous generator (VSG) supplies the substitutional power to the actual synchronous machine (Abubakr et al., 2021; Fawzy et al., 2021). This generator can be used to improve the frequency stability in networks with a high level of renewable power. Virtual inertia (VI) is a certain part of the VSG applied to serve the lack of inertia utilizing a power injection technique. The restrictions of the virtual inertia system cannot provide active frequency support. So, an additional robust controller must be utilized to face nonlinearities in low-inertia systems. The virtual inertia control structure Figure 3 contains a derivative unit, a designed controller FFOPI, virtual inertia control (energy storage system and virtual inertia variable gain), and a power limiter [image: image]).
[image: Figure 3]FIGURE 3 | Typical structure of a virtual inertia control block.
During the last decade, the energy storage system (ESS) became an important unit in renewable energy networks since it can provide frequency smoothness and balance for further dispatch. The simplified ESS model can be distinguished as follows:
[image: image]
For minimizing the OF, The FFOPI controller is tuned using the ITSE criterion. The parameters of the FFOPI controller are tuned using the PSO algorithm based on ITSE criteria, as shown in Eq. 41. The tuned gain parameters of FFOPI are given in Table 4. The parameters Kv1 and Tv1 are determined by PSO also, which equals 0.8 and 10, respectively.
TABLE 4 | FFOPI controller gains of microgrid system M1 and M2 and the tie line at the VIC case.
[image: Table 4]6 RESULT AND DISCUSSION
In this section, the stability study, optimal power management, and virtual inertia control of the proposed two interconnected microgrids using five controllers based on PSO through multi-objective function are investigated by each controller including multiple disturbances. Each controller includes load disturbances and contingency/recovery of generation. The simulations result of the studied microgrid is carried out using MATLAB/Simulink software. The PI, FOPI, FPI, FFOPI, and VIC based on FFOPI controllers using PSO through multi-objective function will be discussed in each disturbance. The data of the system considered for simulation studies are given in Supplementary Appendix.
6.1 Load variation disturbance
The variation in the electric load affects the interconnected microgrid frequency and power, so the interconnected microgrid control shall interact with such disturbances to provide satisfactory performance. These fluctuations include a step load change. The interconnected system has been simulated for an increase in real and reactive power demand in both microgrids by 0.01 pu each.
The change in frequencies and voltages of microgrids M1 and M2 are shown in Figure 4. It can be observed that the five controllers are adequate to mitigate the steady-state error in frequency and voltage caused by step load variation disturbances in the interconnected microgrids. The dynamic specification [settling time (Ts), overshoot (Os), and undershoot (Us)] of frequencies and voltage deviation at each controller is summarized in Table 5.
[image: Figure 4]FIGURE 4 | Interconnected microgrid’s frequency and voltage measurements versus time for each controller at load disturbance (A) ΔF1 (P.U), ΔF2 (P.U) and (B) ΔV1 (P.U), ΔV2 (P.U).
TABLE 5 | Dynamic specification of frequencies and voltage deviation for each controller at load disturbance.
[image: Table 5]From Table 5, after the comparison between five controllers, the VIC based on FFOPI minimizes overshoots Os/undershoots Us, improves system stability, and reduces settling time Ts of the system for both frequency deviation of two interconnected microgrids. As a result, employing VIC based on FFOPI offered a superior response in terms of frequency enhancement compared to other controllers.
A shorter settling time and less overshoots/undershoots in frequency magnitudes indicate a quicker restoration of the kinetic energy of the rotating electrical machines in the system, which would mean a faster correction of power–demand imbalances.
The power imbalance during this disturbance is compensated according to Table 6, explaining the power sharing of each generation unit in two microgrids at each controller through a multi-objective function to minimize the total power loss. The investigation of Figures 5, 6 can be justified by looking at Table 6.
TABLE 6 | Power flow in pu of microgrid system M1 and M2 for each controller at load disturbance.
[image: Table 6][image: Figure 5]FIGURE 5 | M1 and M2’s active power measurements versus time for each controller at load disturbance (A) ΔPBG1 (PU), ΔPBG2 (PU), (B) ΔPPV1 (PU), ΔPPV2 (PU), (C) ΔPw1 (PU), ΔPw2 (PU), (D) ΔPHT2 (PU), ΔPIC (PU), and (E) ΔPtotal1 (PU), ΔPtotal2 (PU).
[image: Figure 6]FIGURE 6 | M1 and M2’s reactive power measurements versus time for each controller at load disturbance (A) ΔQw1 (PU), ΔQW2 (PU), (B) ΔQPV1 (PU), ΔQPV2 (PU), (C) ΔQtotal 1 (PU), ΔQtotal 2 (PU), and (D) ΔQIC (PU), ΔQHT2 (PU).
From Table 6, the ESS through VIC acts as a load to support the frequency. The power loss of two interconnected microgrids can be calculated by using Eq. 40, which is recorded as 7.2 e-9 for PI controllers, 2.5 e-9 for FOPI, 1.3 e-11 for FPI, 6.5 e-12 for FFOPI, and 1.4 e-13 for VIC based on FFOPI due to the minimum value of power-sharing (ΔPIC and ΔQIC) through the tie line at VIC case, so the VIC based on FFOPI controller provided a superior response with respect to frequency enhancement and optimal power management compared to other controllers.
6.2 Contingency event disturbance analysis
In this section, microgrid will be subjected to a large disturbance in this part that will result in a severe power imbalance, impact frequency and power response, as well as a brief outage of the tie line.
6.2.1 Case 1: Disconnecting the tie line with load variation disturbance
Other severe disturbances include the sudden outage of the tie line, which prevents power from transferring from one microgrid to another. Each microgrid is in charge of satisfying the demand load at its PCC. The tie line between two microgrids is activated at zero seconds in a sudden outage, while the load change demand is maintained at 0.01 pu throughout the simulation period. This variance results in a power differential between the power that is generated and that which is required, which may affect the microgrid’s power management and frequency.
The inertia of the BG and the virtual inertia of the inverter linked to the PVS and WECS instantly of each microgrid correct for the frequency variation. However, using ESS could improve stability during a disturbance period until the BG’s isochronous governor intervenes to restore the steady-state frequency; as a result, using VIC offered a superior response in terms of frequency enhancement. Figure 7 shows the change in frequencies and voltages of microgrids M1 and M2. The dynamic specification (Ts, Os, and Us) of frequencies and voltage deviation at each controller is summarized in Table 7.
[image: Figure 7]FIGURE 7 | Interconnected microgrid’s frequency and voltage measurements versus time for each controller at disconnected tie line disturbance (A) ΔF1 (P.U), ΔF2 (P.U) and (B) ΔV1 (P.U), ΔV2 (P.U).
TABLE 7 | Dynamic specification of frequencies and voltage deviation for each controller at disconnecting the tie line.
[image: Table 7]From Table 7, after the comparison between five controllers, the VIC based on FFOPI provided the best response properties of Ts, Os, and Us of the system for both frequency deviation of two interconnected microgrids. As a result, using VIC based on FFOPI offered a better response in terms of frequency enhancement when compared to other controllers.
Table 8 illustrates the power sharing of each generating unit in M1 and M2 balance for the power imbalance during this disturbance at each controller through multi-objective functions which supported the minimum total power loss. Table 8 facilitates the investigation of Figures 8, 9.
TABLE 8 | Power flow in pu of microgrid system M1 and M2 for each controller at disconnecting the tie line.
[image: Table 8][image: Figure 8]FIGURE 8 | M1 and M2’s active power measurements versus time for each controller at disconnected tie line disturbance (A) ΔPBG1 (PU), ΔPBG2 (PU), (B) ΔPPV1 (PU), ΔPPV2, (C) ΔPw1 (PU), ΔPw2 (PU), (D) ΔPHT2 (PU), ΔPIC (PU), and (E) ΔPtotal 1 (PU), ΔPtotal 2 (PU).
[image: Figure 9]FIGURE 9 | M1 and M2’s reactive power measurements versus time for each controller at disconnected tie line disturbance (A) ΔQw1 (PU), ΔQW2 (PU), (B) ΔQPV1 (PU), ΔQPV2 (PU), (C) ΔQtotal 1 (PU), ΔQtotal 2 (PU), and ΔQHT2 (PU).
From Table 8, the ESS through VIC acts as a load to support the frequency. Eq. 40 mentioned in Section 4 can be used to calculate the power loss of two interconnected microgrids, and the results are 8.9 e-11 for PI controller, 9.97 e-13 for FOPI, 1.6 e-13 for FPI, 6.4 e-15 for FFOPI, and 1.6 e-15 for VIC based on FFOPI. As a result, the best frequency performance and the optimal power flow are achieved in the case of VIC based on FFOPI during the disturbance of disconnecting the tie line.
From the analysis of the total power loss at each disturbance, the magnitude of the total power loss of two interconnected microgrids at disconnected tie line disturbance is smaller than the magnitude of total power loss at the load disturbance due to the lossless power of the tie line at disconnected tie line disturbance.
6.2.2 Case 2: Disconnecting the BG with load variation disturbance
Other severe disturbances include the sudden outage of the BG, which causes a severe reduction in the generated power. In a sudden outage, the BG in each microgrid is applied at zero second, whereas the load change demand is kept constant at 0.01 pu during the simulation period. This variation creates a power imbalance between the generated and demanded power, which can cause deviation in the microgrid frequency and power management.
The virtual inertia of the PVSS and WECS, as well as the virtual inertia control of the ESS in the case of VIC, instantly adjusts the frequency deviation. Figure 10 displays the variations in frequencies and voltages of microgrids M1 and M2. The dynamic specification of frequencies and voltage deviation at each controller can be summarized in Table 9.
[image: Figure 10]FIGURE 10 | Interconnected microgrid’s frequency and voltage measurements versus time for each controller at disconnected BG disturbance (A) ΔF1 (P.U), ΔF2 (P.U) and (B) ΔV1 (P.U), ΔV2 (P.U).
TABLE 9 | Dynamic specification of frequencies and voltage deviation for each controller at disconnecting the BG.
[image: Table 9]From Table 9, after the comparison between five controllers, the VIC based on FFOPI minimizes Os and Us, improves system stability, and reduces Ts of the system for both frequency deviation of two interconnected microgrids. As a result, using VIC offered a superior response in terms of frequency enhancement compared to other controllers. Due to the system’s low inertia, in this case, it can be seen that the overshoot of the frequency response in the case of an outage BG is larger than the outage of the tie line.
Table 10 illustrates the power sharing of each generating unit in two microgrids that are used to compensate for the power imbalance that results from this disturbance at each controller through multi-objective functions to minimize the total power loss. Table 10 provides justification for the analysis of Figures 11, 12.
TABLE 10 | Power flow in pu of microgrid system M1 and M2 for each controller at disconnecting the BG.
[image: Table 10][image: Figure 11]FIGURE 11 | M1 and M2’s active power measurements versus time for each controller at disconnected BG disturbance (A) ΔPw1 (PU), ΔPw2 (PU), (B) ΔPBG1 (PU), ΔPBG2 (PU), ΔPHT2 (PU), ΔPIC (PU), (C) ΔPPV1 (PU), ΔPPV2 (PU), and (D) ΔPtotal 1 (PU), ΔPtotal 2 (PU).
[image: Figure 12]FIGURE 12 | M1 and M2’s reactive power measurements versus time for each controller at disconnected BG disturbance (A) ΔQw1 (PU), ΔQw2 (PU), (B) ΔQPV1 (PU), ΔQPV2 (PU), and (C) ΔQtotal1 (PU), ΔQtotal 2 (PU), ΔQHT2 (PU).
From Table 10, the ESS through VIC acts as a load to support the frequency. Eq. 40 can be used to compute the power loss of two linked microgrids. It gives results of 8.9 e-12 for PI controller, 9.97 e-14 for FOPI, 1.6 e-14 for FPI, 6.4 e-16 for FFOPI, and 1.6 e-16 for VIC based on FFOPI. In comparison to other controllers, the VIC based on FFOPI controller offered a better response in terms of frequency enhancement and optimal power management.
From the analysis of the total power loss at each disturbance, the magnitude of the total power loss of two interconnected microgrids at disconnected BG disturbance is smaller than the magnitude of the total power loss at load disturbance and disconnected tie line disturbance due to the lossless power of the tie line and BG at disconnected BG disturbance.
7 CONCLUSION
In developing nations, the demand for clean but intermittent energy sources, as well as power, is expanding. Power delivery that is dependable and consistent is incredibly tough. The deployment of microgrids has been proposed as a solution to the problem of grid outages. There were two types of microgrids considered: those without diesel engine support and those with diesel engine support. The microgrid M1 lacked diesel engine support, but the microgrid M2 featured hydro turbine support. These two microgrids are linked by an AC short transmission cable. It has been proposed that additional power generated in M2 be transmitted to M1 in order to maintain a steady supply of electricity for the group of villages represented by M2. Renewable energy sources found in the microgrids M1 and M2 include photovoltaic (PV) modules, WECS, and biogas gensets. To achieve optimal power management in two AC-linked microgrids and increase frequency stability, a power injection mechanism employing a multi-objective function was used to compensate for the lack of inertia when subjected to varied shocks of load fluctuation and generation contingencies. To reduce frequency and voltage oscillations, the research examined how to tune PI, FOPI, FPI, FPI, FFOPI, and VIC based on FFOPI controllers using PSO.
Variations in load and other power sources can induce a power imbalance between generated and demand power, causing deviations in microgrid frequency and power management. The inertia of the BG, as well as the virtual inertia of the inverter coupled to the PVS and WECS in the absence of VIC, balances the energy imbalance. However, the compensation utilized in the absence of VIC is applied in the event of VIC, with the ESS acting as a load to sustain the frequency. The best power sharing between each generating unit is used in each controller to compensate for the power differential during disturbances via a multi-objective function, with the total power loss recorded as the smallest value in the case of VIC based on FFOPI compared to other controllers due to the smallest value of power-sharing (PIC and QIC) through the tie line at VIC based on FFOPI controller. The findings show that, when compared to other controllers, the VIC-based FFOPI controller delivers the best frequency performance and power flow.
The seriousness of contingencies can have a significant influence on system dynamics. Without VIC, a tie line or BG outage affects microgrid stability but does not cause microgrid instability due to the inertia of the BG and virtual inertia of the inverter connected to the PVSS and WECS of each microgrid in the case of a tie line outage, and the virtual inertia of the inverter connected to the WECS and PVSS in the case of a BG outage. Using the ESS, on the other hand, may improve stability throughout the disturbance period until the BG’s isochronous governor reacts to restore the steady-state frequency. The power imbalance during a contingency disturbance is balanced by the optimal power sharing of each generation unit in each controller via a multi-objective function that supported the minimum total power loss in the case of the VIC based on FFOPI controller; thus, using the VIC based on FFOPI controller provided a superior response in terms of frequency enhancement and optimal power management when compared to the other controllers. Without VIC, the overshoot of frequency response in case of outage BG is bigger than in other circumstances (disturbances) due to the system’s low inertia in case of outage BG.
The voltages and frequencies of both microgrids vary within acceptable limits and subsequently settle with zero steady-state error following a disturbance within 0.5s with smaller overshoots/undershoots (3.7e-5/-0.1e-3) using VIC based on FFOPI, demonstrating the technical viability of the model and VIC approach. The power loss of two linked microgrids was 7.2 e-9 for PI controllers, 2.5 e-9 for FOPI, 1.3 e-11 for FPI, 6.5 e-12 for FFOPI, and 1.4 e-13 for VIC based on FFOPI due to the minimal value of power sharing (ΔPIC and ΔQIC) across the tie line in the case of VIC during load disturbance. The magnitude of total power loss of two linked microgrids was 1.6 e-16 pu in the case of VIC based on FFOPI controller due to the lossless power of tie line and BG at unconnected BG disturbance. As a consequence, when compared to other situations, the VIC based on FFOPI controller produced a higher response in terms of frequency augmentation and effective power management.
DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article/Supplementary Material; further inquiries can be directed to the corresponding author.
AUTHOR CONTRIBUTIONS
ME: conceptualization, methodology, software, formal analysis, resources, data curation, writing—original draft, and visualization. AF, HE, and AE: validation, investigation, writing—review and editing, visualization, and supervision. SK: software, formal analysis, validation, investigation, writing—review and editing, and visualization.
ACKNOWLEDGMENTS
The authors would like to acknowledge the support from Swansea University, the Faculty of Science and Engineering, and the Astute Wales project to conduct this work. The ASTUTE 2020 (Advanced Sustainable Manufacturing Technologies) operation, supporting manufacturing companies across Wales, was part-funded by the European Regional Development Fund through the Welsh Government and the participating Higher Education Institutions under grant number APCFSE11.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors, and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
SUPPLEMENTARY MATERIAL
The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fenrg.2022.1035097/full#supplementary-material
SUPPLEMENTARY TABLE A1 | Microgrid 1 parameters values.
SUPPLEMENTARY TABLE A2 | Microgrid 2 parameters values.
SUPPLEMENTARY TABLE A3 | Hydro turbine and AC tie line parameters values.
REFERENCES
 Abdelwahab, S. A. M., Hamada, A. M., and Abdellatif, W. S. E. (2020). Comparative analysis of the modified perturb & observe with different MPPT techniques for PV grid connected systems. Int. J. Renew. Energy Res. 10, 1. doi:10.20508/ijrer.v10i1.10375.g7850
 Abubakr, H., Mohamed, T. H., Hussein, M. M., Guerrero, J. M., and Agundis-Tinajero, G. (2021). Adaptive frequency regulation strategy in multi-area microgrids including renewable energy and electric vehicles supported by virtual inertia. Int. J. Electr. Power & Energy Syst. 129, 106814. doi:10.1016/j.ijepes.2021.106814
 Akinyele, D., Belikov, J., and Levron, Y. (2018). Challenges of microgrids in remote communities: A steep model application. Energies 11 (2), 432. doi:10.3390/en11020432
 Barik, A. K., and Das, D. C. (2018). Expeditious frequency control of solar photovoltaic/biogas/biodiesel generator based isolated renewable microgrid using grasshopper optimisation algorithm. IET Renew. Power Gener. 12, 1659–1667. doi:10.1049/iet-rpg.2018.5196
 Boicea, V. A. (2014). Energy storage technologies. The past and the present. Proc. IEEE 102, 1777–1794. doi:10.1109/jproc.2014.2359545
 Boyd, S., and Vandenberghe, L. (2004). Convex optimization. Cambridge, MA, U.K: Cambridge Univ. press. doi:10.1017/cbo9780511804441.001
 Chao, P., Li, W., Liang, X., Shuai, Y., Sun, F., and Ge, Y. (2020). A comprehensive review on dynamic equivalent modeling of large photovoltaic power plants. Sol. Energy 210, 87–100. doi:10.1016/j.solener.2020.06.051
 Dabbaghjamanesh, M., Kavousi-Fard, A., Mehraeen, S., Zhang, J., and Dong, Z. Y. (2020). Sensitivity analysis of renewable energy integration on stochastic energy management of automated reconfigurable hybrid AC–DC microgrid considering DLR security constraint. IEEE Trans. Ind. Inf. 16, 120–131. doi:10.1109/tii.2019.2915089
 Delavari, H., and Naderian, S. (2019). Backstepping fractional sliding mode voltage control of an islanded microgrid. IET Gener. Transm. &amp. Distrib. 13, 2464–2473. doi:10.1049/iet-gtd.2018.5909
 Deng, J., Mao, Y., and Yang, Y. (2020). Distribution power loss reduction of standalone DC microgrids using adaptive differential evolution-based control for distributed battery systems. Energies 13, 2129. doi:10.3390/en13092129
 El-Fergany, A. A., and El-Hameed, M. A. (2017). Efficient frequency controllers for autonomous two-area hybrid microgrid system using social-spider optimiser. IET Gener. Transm. &amp. Distrib. 11, 637–648. doi:10.1049/iet-gtd.2016.0455
 Elnozahy, A., Yousef, A. M., Ghoneim, S. S., Abdelwahab, S. A., Mohamed, M., and Abo-Elyousr, F. K. (2020). Optimal economic and environmental indices for hybrid PV/Wind-Based battery storage system. J. Electr. Eng. Technol. 16, 2847–2862. doi:10.1007/s42835-021-00810-9
 Elshenawy, M., Fahmy, A., Elsamahy, A., Kandil, S. A., and El Zoghby, H. M. (2022). Optimal power management of interconnected microgrids using virtual inertia control technique. Energies 15 (19), 7026. doi:10.3390/en15197026
 Farrokhabadi, P. M., Mostafa, C., Claudio, A. S., John, W. N., Ehsan, F., Mendoza-Araya, P. A., et al. (2020). Microgrid stability definitions, analysis, and examples. IEEE Trans. Power Syst. 35, 13–29. doi:10.1109/tpwrs.2019.2925703
 Fawzy, A., Bakeer, A., Magdy, G., Atawi, I. E., and Roshdy, M. (2021). Adaptive virtual inertia-damping system based on model predictive control for low-inertia microgrids. IEEE Access 9, 109718–109731. doi:10.1109/access.2021.3101887
 Fernández-Guillamón, E., Gómez-Lázaro, E., MuljadiMolina-García, Á., and Molina-Garcia, A. (2019). Power systems with high renewable energy sources: A review of inertia and frequency control strategies over time. Renew. Sustain. Energy Rev. 115, 109369. doi:10.1016/j.rser.2019.109369
 Firdaus, A., Sharma, D., and Mishra, S. (2020). Dynamic power flow based simplified transfer function model to study instability of low-frequency modes in inverter-based microgrids. IET Gener. Transm. &amp. Distrib. 14, 5634–5645. doi:10.1049/iet-gtd.2020.0818
 Gencer, A. “Modelling and analysis of operation PMSG based WECS under different load conditions,” in Proceedings of the 2016 IEEE 8th International Conference on Electronics, Computers and Artificial Intelligence (ECAI),  (Ploiesti, Romania, June 2016). doi:10.1109/ECAI.2016.7861198
 Ghany Mohamed Abdel Ghany, M. A., Bensenouci, A., Bensenouci, M. A., and Nazih Syed-Ahmad, M. “Fuzzy fractional-order PID tuned via relative rate observer for the Egyptian load frequency regulation,” in Proceedings of the IEEE 2018 Twentieth International Middle East Power Systems Conference (MEPCON),  (Cairo, Egypt, December 2018), 18–20. doi:10.1109/mepcon.2018.8635142
 Guo, L., Fu, X., and Zeng, J. (2021). Editorial: Power management for AC/DC hybrid microgrid. Front. Energy Res. 9. doi:10.3389/fenrg.2021.801894
 Hasanzadeh, S., Dehghan, S. M., and Khoramikia, H. (2021). Droop control method based on fuzzy adaptive virtual resistance for DC microgrids. Int. J. Power Electron. 14, 197. doi:10.1504/ijpelec.2021.10039547
 Hashemi, S. M., and Vahidinasab, V. (2021). Energy management systems for microgrids. Berlin, Germany: Springer International Publishing, 61–95. doi:10.1007/978-3-030-59750-4_3
 Jayawardana, A., Agalgaonkar, A. P., Robinson, D. A., and Fiorentina, M. (2019). Optimisation framework for the operation of battery storage within solar rich microgrids. IET Smart Grid 2, 504–513. doi:10.1049/iet-stg.2019.0084
 Jiang, Y., Pates, R., and Mallada, E. (2020). Dynamic droop control in low-inertia power systems. IEEE Trans. Autom. Contr. 1, 3518–3533. doi:10.1109/tac.2020.3034198
 Jiang, Y., Yang, Y., Tan, S. C., and Hui, S. Y. R. (2020). Distributed sliding mode observer-based secondary control for DC microgrids under cyber-attacks. IEEE J. Emerg. Sel. Top. Circuits Syst. 1, 144–154. doi:10.1109/jetcas.2020.3046781
 Johnson, S. C., Rhodes, J. D., and Webber, M. E. (2020). Understanding the impact of non-synchronous wind and solar generation on grid stability and identifying mitigation pathways. Appl. Energy 262, 114492. doi:10.1016/j.apenergy.2020.114492
 Kerdphol, T., Rahman, F. S., Watanabe, M., and Mitani, Y. (2021). Virtual inertia synthesis and control. Cham, Switzerland: Springer International Publishing. doi:10.1007/978-3-030-57961-6
 Kundur, P., Paserba, J., Vittal, V., and Andersson, G. (2006). Closure of definition and classification of power system stability. IEEE Trans. Power Syst. 21, 446. doi:10.1109/tpwrs.2005.861952
 Liang, B., Kang, L., He, J., Zheng, F., Xia, Y., Zhang, Z., et al. (2019). Coordination control of hybrid AC/DC microgrid. J. Eng. (Stevenage). 16, 3264–3269. doi:10.1049/joe.2018.8505
 Mohamed, M. M., El Zoghby, H. M., Sharaf, S. M., and Mosa, M. A. (2022). Optimal virtual synchronous generator control of battery/supercapacitor hybrid energy storage system for frequency response enhancement of photovoltaic/diesel microgrid. J. Energy Storage 51, 104317. doi:10.1016/j.est.2022.104317
 Nathan Kutz, J., and Brunton, S. L. (2022). “Reduced-order models (ROMs),” in Data-driven science and engineering (Cambridge, MA, USA: Cambridge University Press), 449–484. doi:10.1017/9781009089517.017
 Puchalapalli, S., Tiwari, S. K., Singh, B., and Goel, P. K. (2020). A microgrid based on wind-driven DFIG, DG, and solar PV array for optimal fuel consumption. IEEE Trans. Ind. Appl. 56, 4689–4699. doi:10.1109/tia.2020.2999563
 Qian, X., Yang, Y., Li, C., and Tan, S. C. (2020). Operating cost reduction of DC microgrids under real-time pricing using adaptive differential evolution algorithm. IEEE Access 8, 169247–169258. doi:10.1109/access.2020.3024112
 Rezkallah, M., Singh, S., Chandra, A., Singh, B., Tremblay, M., Saad, M., et al. (2019). Comprehensive controller implementation for wind-PV-diesel based standalone microgrid. IEEE Trans. Ind. Appl. 55, 5416–5428. doi:10.1109/tia.2019.2928254
 Sharma, R., Kewat, S., and Singh, B. (2020). Robust MMSOGI-FLL control algorithm for power quality improvement of solar PV-SyRG pico hydro-BES based islanded microgrid with dynamic load. IET power electron 13, 2874–2884. doi:10.1049/iet-pel.2019.1002
 Sheng, S., and Zhang, J. (2017). Capacity configuration optimisation for stand-alone micro-grid based on an improved binary bat algorithm. J. Eng. (Stevenage). 13, 2083–2087. doi:10.1049/joe-.2017.0696
 Singh, D., and Seethalekshmi, K. A. “A review on various virtual inertia techniques for distributed generation,” in Proceedings of the IEEE International Conference on Electrical and Electronics Engineering,  (Gorakhpur, India, February 2020), 14–15. doi:10.1109/ice348803.2020.9122959
 Singh, Vinit Kumar, Venkata Suryakiran, Bhamidipati, Verma, Ashu, and Bhatti, T. S. (2021). Modelling of a renewable energy-based AC interconnected rural microgrid system for the provision of uninterrupted power supply. IET Energy Syst. Integr. 3, 172–183. doi:10.1049/esi2.12015
 Suryakiran, B. V., Singh, V. K., Verma, A., and Bhatti, T. S. (2018). Stability study of integrated microgrid system. In: ICSCS 2018, 837. Singapore: Springer, 817–825. doi:10.1007/978-981-13-1936-5_83
 Tamrakar, U., Shrestha, D., Maharjan, M., Bhattarai, B., Hansen, T., and Tonkoski, R. (2017). Virtual inertia: Current trends and future directions. Appl. Sci. 7, 654. doi:10.3390/app7070654
 Tu, C., Xiao, F., Guo, Q., and Lan, Z. “High voltage quality control strategy of microgrid main inverter for islanded microgrid,” in Proceedings of the 2018 IEEE International Power Electronics and Application Conference and Exposition (PEAC),  (Shenzhen, China, November 2018), 4–7. doi:10.1109/PEAC.2018.8590352
 Ubilla, K., Jimenez-Estevez, G. A., Hernadez, R., Reyes-Chamorro, L., Hernandez Irigoyen, C., Severino, B., et al. (2014). Smart microgrids as a solution for rural electrification ensuring long-term sustainability through cadastre and business models. IEEE Trans. Sustain. Energy 5, 1310–1318. doi:10.1109/tste.2014.2315651
 Vorobev, P., Huang, P. H., Hosani, M. A., Kirtley, J. L., and Turitsyn, K. “A framework for development of universal rules for microgrids stability and control,” in Proceedings of the 2017 IEEE 56th Annual Conference on Decision and Control (CDC),  (Melbourne, Australia, December 2017), 12–15. doi:10.1109/cdc.2017.8264418
 Wang, Y., Zhao, Q., and Wang, X. (2021). An asynchronous gradient descent based method for distributed resource allocation with bounded variables. IEEE Trans. Autom. Contr. 1, 6106–6111. doi:10.1109/tac.2021.3131557
 Xi, J., Geng, H., Ma, S., Chi, Y., and Yang, G. (2018). Inertial response characteristics analysis and optimisation of PMSG-based VSG-controlled WECS. IET Renew. Power Gener. 12, 1741–1747. doi:10.1049/iet-rpg.2018.5250
 Yang, Y., Qin, Y., Tan, S. C., and Hui, S. Y. R. (2019). Efficient improvement of photovoltaic-battery systems in standalone DC microgrids using a local hierarchical control for the battery system. IEEE Trans. Power Electron. 34, 10796–10807. doi:10.1109/tpel.2019.2900147
 Yang, Y., Qin, Y., Tan, S. C., and Hui, S. Y. R. (2020). Reducing distribution power loss of islanded AC microgrids using distributed electric springs with predictive control. IEEE Trans. Ind. Electron. 67, 9001–9011. doi:10.1109/tie.2020.2972450
 Yaramasu, V., Wu, B., Sen, P. C., Kouro, S., and Narimani, M. (2015). High-power wind energy conversion systems: Stateof- the-art and emerging technologies. Proc. IEEE 103, 740–788. doi:10.1109/jproc.2014.2378692
 Yuan, Y., Wang, D., Liu, F., and DengChen, Z. (2020). Efficiency-prioritized droop control strategy of AC microgrid. IEEE J. Emerg. Sel. Top. Power Electron. 1, 2936–2950. doi:10.1109/jestpe.2020.2967756
 Zhao, D., Qian, M., Ma, J., and Yamashita, K. (2020). Photovoltaic generator model for power system dynamic studies. Sol. Energy 210, 101–114. doi:10.1016/j.solener.2020.06.077
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List of symbols
[image: image] Active and reactive power demand, respectively
[image: image] Active and reactive power generation from a WECS, respectively
[image: image] Controlled active power generation from a WECS
[image: image] Controlled voltage and voltage angle generation from a WECS, respectively
[image: image] Active and reactive power supply from a hydro turbine, respectively
[image: image] Active and reactive power supply from a photovoltaic system, respectively
[image: image] Controlled active power generation from an SPVS
[image: image] Controlled voltage and voltage angle generation from an SPVS, respectively
[image: image] Reference voltage and reference voltage angle for M1
[image: image] Reference voltage and reference voltage angle for M2
[image: image] Difference between the voltage angles of bus 1 and bus 2
[image: image] Internal magnetizing reactance of a hydro turbine
[image: image] Active and reactive power supply from a biogas genset, respectively
[image: image] Active and reactive power inflow through interconnection to the microgrid, respectively
[image: image] Gain and time constants of the system real power, respectively.
[image: image] Gain and time constants of the system reactive power, respectively
[image: image] Damping coefficient of the real and reactive power, respectively
[image: image] Time constants of the WECS and SPV systems, respectively
[image: image] Thevenin equivalent reactance of the WECS and SPV, respectively
[image: image] Direct axis synchronous reactance and transient reactance of the alternator, respectively
[image: image] Direct axis open-circuit transient time constant
[image: image][image: image] Time constants of speed governor, actuator, and engine
[image: image] Voltage regulator time constant and gain constant, respectively
[image: image] Exciter time constant and gain constant, respectively
[image: image] Stabilizer circuit time constant and gain constant, respectively
List of abbreviations
RES Renewable energy system
PCC Point of common coupling
VSG Virtual synchronous generator
ESS Energy storage system
WECS Wind energy converting system
SPVS Solar photovoltaic system
BG Biogas genset
HT Hydro turbine
PMSG Permanent magnet synchronous generator
SLD Single-line diagram
SS Stability study
DPLM Distribution power loss minimization
VIC Virtual inertia control
FFOPI Fuzzy fractional-order PI
PSO Particle swarm optimization
ITSE Integral time square error
OF Objective function based on equ.41
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To quantitatively evaluate the frequency stability margin during primary frequency control period following an under-frequency event, this paper presents a dynamic frequency response constrained optimal power flow (OPF) model. In this model, frequency security margin is defined and maximized by adjusting pre-disturbance generation outputs of conventional units and injections of battery energy storage system (BESS) immediately after a disturbance. Two nonlinear characteristics in speed-governing systems are considered and described as smooth and differentiable formulations to facilitate their incorporations into the proposed optimization model. A graphical tool is also provided to enable region-wise frequency security assessment based on the obtained maximum frequency security margin. Simulation results on WSCC 3-machine 9-bus system and New England 10-machine 39-bus system validate the suggested margin metric and the effectiveness of the proposed method.
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1 INTRODUCTION
Renewable energy sources, notably inverter-connected wind turbines (Xiao et al., 2021; Wei et al., 2022) and photovoltaic solar power, usually do not provide synchronous inertia. The increasing integration of renewable energy sources deteriorates the primary frequency response (Doherty et al., 2010; Ingleson and Allen, 2010; Sharma et al., 2011; Illian, 2017), as synchronous units with governor supplying frequency response are replaced by asynchronous renewable units that contribute little to synchronous inertia and governor response. In this context, the traditional assumptions that synchronous inertia is sufficiently high and governor response is adequate are not always valid, especially under light load and high renewable generation (Eto et al., 2010). Therefore, it becomes more critical to evaluate whether a system can maintain frequency stability following disturbances.
In current practices, simulations are performed under some typical operation modes to examine whether frequency stability requirements are met (Illian, 2017). However, frequency dynamics are closely related to pre-disturbance power dispatch (O’Sullivan and O’Malley, 1996; Doherty et al., 2005; Chávez et al., 2014), equipment characteristics, the disturbance and frequency response provided by fast-acting resources such as battery energy storage system (BESS) (Lian et al., 2017; Zhang et al., 2018; Engels et al., 2020; Golpîra et al., 2020). It is thus challenging to determine the best frequency stability level that a system can achieve through simulation methods. To quantitatively evaluate the maximum frequency stability margin of a system, an appropriate evaluation metric and an effective evaluation method are necessary.
Frequency nadir (the minimum value of frequency) is an important metric for assessing frequency stability (Rezkalla et al., 2018). Simulations are performed in O’Sullivan and O’Malley (1996) to calculate the frequency nadir for a given dispatch to check whether the frequency nadir limit constraint is satisfied. Egido et al. (2009) calculates frequency nadir using a simplified model that includes the regulation speed of governors. Oskouee et al. (2020)derives frequency nadir based on a multi-area system freaquency response model. In Uriarte et al. (2015), reaction time is first proposed to assess frequency stability, which is calculated as a function of microgrid ramp rate magnitudes and local inertia. Zhang et al. (2020) proposes the concept of frequency security margin which is defined as the maximum power imbalance that the system can tolerate. Although the above assessment metrics are utilized for frequency stability assessment, few studies have considered the impact of various control mechanisms, including the dispatch of conventional generation and battery energy injection schedule, on the assessment metrics.
To relate frequency nadir to pre-disturbance generation dispatch, our previous work Zhao et al. (2021) employs a set of discretized differential algebraic equations (DAEs) to express dynamic frequency response in a frequency stability constrained optimal re-dispatch model. It is a beneficial attempt to establish the connections between frequency dynamics and control mechanisms.
In this paper, a frequency nadir based margin metric, frequency security margin (FSM), is developed to quantitatively measure the frequency stability margin. A new dynamic frequency response constrained optimal power flow (DFR-OPF) that incorporates the dynamic frequency response similar to Zhao et al. (2021) is proposed to maximize FSM. DFR-OPF can make the most possible out of system frequency response capability to obtain the maximum frequency stability margin by optimizing the pre-disturbance conventional generation dispatch and battery energy injection schedule.
This paper mainly focuses on under-frequency events, such as those due to loss of generation, because they are more common. The main contributions of the paper are summarized as follows.
• This paper presents an optimization method to evaluate the maximum frequency stability margin considering the power dispatch of conventional units and the schedule of BESS energy injection.
• A smoothing method is developed to incorporate the intentional governor deadbands with negative frequency deviation inputs into an optimization framework.
• A metric is proposed to assess the safety margin and guide the enhancement of the delivered primary frequency response.
• A graphical tool is provided for region-wise frequency stability assessment. It suggests whether frequency stability for the current operating condition with a post-disturbance BESS scheduling can be improved and how much improvement is possible.
The remainder of this paper is organized as follows. Section 2 includes the mathematical model of dynamic frequency response for conventional generating units and BESS. In Section 3, the DFR-OPF model is presented to calculate the maximum of FSM. Section 4 introduces the region-wise graph for frequency stability assessment. The effectiveness of the proposed optimization method is validated in Section 5. Finally, conclusions are drawn in Section 6.
2 DYNAMIC FREQUENCY RESPONSE MODEL OF CONVENTIONAL GENERATING UNITS AND DISCUSSION ON FREQUENCY SUPPORT FROM BESS
2.1 Generic dynamic model of synchronous generating units governing frequency
The power deficit in a power system, caused by a sudden generation loss, is bound to cause drops in the rotor speed of synchronous units. For synchronous unit i ∈ SSG, its frequency dynamics can be stated by the swing equations as follows:
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where SSG is the set of the buses that the synchronous units are connected to, δi and ωi are respectively the rotor angle and rotor speed, ωn is rated synchronous speed, Hi is inertia constant (s), Pm,i is mechanical power of a turbine governor, Pe,i is electromagnetic power of a generator.
As to the electromagnetic power for unit i ∈ SSG, the following expressions can be used to calculate it:
[image: image]
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where Ei is the constant voltage behind a transient reactance [image: image], [image: image] and [image: image] are respectively the post-disturbance voltage magnitude and the phase angle for bus i, and Qe,i is the reactive power output for the unit connected to bus i.
The post-disturbance voltage variables [image: image] and [image: image] in 3, 4, i ∈ SN, i ≠ l, are determined by the following post-disturbance network equations:
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where [image: image] is the entry of the admittance matrix, fs is the average frequency which is defined in (7) using the center of inertia method (Kundur et al., 1994), Pd,i(fs) and Qd,i(fs) are respectively active and reactive load both expressed as functions of the average frequency, SN is the set of all buses, and the generation loss is assumed to occur at bus l.
The variation of mechanical power is the direct result of the governor response. To derive the analytical expression of mechanical power, the differential algebraic equations expression of the block diagram for individual governor turbine is needed. There could be generators with different kinds of turbines. Here, The block diagram of a reheated steam turbine in Kundur et al. (1994) shown in Figure 1 is taken as an example to discuss how to formulate the dynamics of turbine governing systems. The boiler pressure is assumed to be constant in this paper. For i ∈ SSG, i ≠ l, the frequency regulation mechanism of the reheated steam turbine in Figure 1 can be described as:
[image: image]
[image: image]
[image: image]
[image: image]
where TG,i, TCH,i, TRH,i are time constants, zg1,i, zg2,i, and zg3,i are output variables of integrators, KG,i is the slope of the droop characteristic equal to the reciprocal of the governor droop, Pm0,i is scheduled mechanical power, and FHP,i is fraction of total turbine power.
[image: Figure 1]FIGURE 1 | Block diagram of a reheated steam turbine.
Besides, the initial condition equations need to be considered in the frequency dynamic studies. For i ∈ SSG, we have
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where [image: image] and [image: image] are the pre-disturbance rotor speed and rotor angle for the unit connected to bus i, f0 is the normal frequency, Vi and θi are pre-disturbance voltage magnitude and phase angle for bus i, Pg,i and Qg,i are the scheduled active and reactive power of the unit connected to bus i. Eqs 1–4, 13, 14 develop a relationship between pre-disturbance generation dispatch and frequency dynamics.
2.2 Discretization of dynamic frequency response model expressed as DAEs
In Section 2.1, the dynamic frequency response of a synchronous generating unit is modeled as a set of DAEs. To incorporate these DAEs into an optimization problem, a numerical integration method is required to convert the DAEs to numerically equivalent algebraic equations.
Eqs 1–11 can be written in a general form as:
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where u is the vector of the state variables, including δi, ωi, zg1,i, zg2,i and zg3,i. y is the vector of algebraic variables, including Pm,i, Pe,i, Ei, [image: image] and [image: image]. [image: image] is the fuctional vector on the right hand side of differential Eqs 1, 2, 8–10. [image: image] is the fuctional vector of algebraic Eqs 3–7, 11.
As an example, using the trapezoidal rule for 15, 16 yields:
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where k = 1⋯, nt is the integration step counter, nt is the number of integration steps, and h is the integration step size. Note that the integration time T = h ∗ nt is set according to the duration of primary frequency regulation.
The dynamic frequency response model of synchronous units is discretized as a set of algebraic equations corresponding to different time through 17, 18, which enables us to dynamically track frequency response performance of in an optimization problem.
2.3 Smoothing of intentional governor deadband
Governor deadbands generally fall into two categories: unintentional and intentional deadband. The unintentional governor deadband is used to describe the inherent mechnical effect of a turbine governor system and is often represented as a backlash. The technical progress and improvement of the governor systems reduce the need to consider backlash (Illian, 2017). An intentional governor deadband adopted in modern governor designs can reduce excessive activity of controls and turbine mechanical wear for normal system frequency variations. In power systems, there are two types of intentional deadband, step deadband (SD) and non-step deadband (NSD). In this paper, only the implementations of non-step governor deadbands with negative frequency deviation inputs are considered to respond to under-frequency events.
The output of an non-step deadband is shown as:
[image: image]
Note that (19) is not differentiable at some point, which will make an optimization model difficult to solve due to the incorporation of this expression. In this paper a smoothed non-step deadband (SNSD) is developed to smooth (19) as follows:
[image: image]
Figure 2 shows the curves of NSD and SNSD. Equation 20 allow the incorporation of non-step governor deadbands into an optimization problem as constraints.
[image: Figure 2]FIGURE 2 | Non-step deadband and its smoothing.
2.4 Frequency support provided by BESS
Since this paper focuses on dynamic frequency response for under-frequency events, BESS is assumed only to inject power to the grid but not absorb energy to recover the state of charge of batteries during primary frequency control period. The discharge power of a BESS is considered as an adjustable variable in the proposed optimization problem of this paper and should be within the limits as follows:
[image: image]
where [image: image] denotes the discharge power of the BESS integrated into Bus i at time k, Pbsmin,i and Pbsmax,i are respectively the upper and lower limit of discharge power, and SES is the set of the buses where BESSs are integrated.
The amount of energy a BESS should provide to support frequency during primary frequency response, ESf,i, is thus:
[image: image]
In Section 5 we will show that the energy that the batteries inject to provide frequency support is very small compared to their overall energy. Therefore the state of charge of batteries within the primary frequency control time frame is not discussed in this study.
3 DFR-OPF MODEL FOR SOLVING MAXIMUM FREQUENCY SECURITY MARGIN
3.1 DFR-OPF formulation
We define FSM as the difference between the system frequency nadir and the allowable frequency lower limit:
[image: image]
where fnadir and fall denote system frequency nadir and allowable frequency lower limit respectively. System frequency nadir fnadir refers to the minimum of frequency nadirs for all generators. Allowable frequency lower limit is the frequency at which load shedding occurs, commonly corresponding to the highest UFLS threshold. FSM represents a safety margin to ensure frequency stability. If FSM >0, the system can maintain frequency stability following a disturbance. Large FSM implies a high level of frequency stability. If FSM ≤0, UFLS may be trigged once a certain disturbance occurs. FSM helps operators know how much safety margin a system has, while the other frequency security related indicators cannot provide this information.
We propose a dynamic frequency response constrained OPF (DFR-OPF) model to obtain the maximum FSM (MFSM). In DFR-OPF, inertial and governor response are mathematically expressed as a set of differential algebraic equations (DAEs), allowing frequency response performance tracking. Two types of under-frequency events, generation loss and load increase, can be considered in the DFR-OPF model.
The objective of DFR-OPF is to maximize FSM.
The constraints of the DFR-OPF formulation include the dynamic frequency response constraints of conventional turbine generators and discharge power limits of BESS, in addition to regular limitations of classical OPF, such as full network power balance relations, technical restrictions, etc.
1. Nodal power balance relations under normal operations: Active and reactive power flow equations under normal operation are written as follows:
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Note that Pg,i = Qg,i = 0 for the bus where there is no conventional power generation.
2. Swing equations and its related parameters expression: The swing equations in differential form are shown as 1, 2. To include them as constraints, 1, 2 are converted to a set of equivalent algebriac equations according to (17):
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If the under-frequency event is a generation loss, it is assumed that the conventional synchronous units connected to bus l are tripped off. And [image: image] can be expressed in the following form according to (3) and (18):
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3. Post-disturbance nodal power balance relations: The post-disturbance nodal power balance equations should be discretized according to (18) and then represented by the following expressions with the consideration of the frequency support from BESS and two types of possible under-frequency events.
[image: image]
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where ΔPd,i and ΔQd,i are the active and reactive load increase at Bus i. If the disturbance is a generation loss, ΔPd,i = ΔQd,i = 0. If the disturbance is a load increase, no generation loss occurs at Bus l. Pdis,i = 0 if no BESS inject power to bus i. [image: image] can be expressed in the following form according to (4) and (18):
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[image: image]
4. Dynamic frequency response of turbine governors: Based on their block diagrams, the frequency response for turbine governors can be expressed as a set of DAEs and then transformed to the following discrete form:
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where utg and ytg are the state variable vector and the algebraic variable vector for turbine governors, and [image: image] and [image: image] are the differential equation vector and algebraic equation vector for turbine governors.
5. Operational and technical constraints: Before the disturbance occurs, the nodal voltage magnitude, the generating power and the current of lines are bounded by:
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where Iij is the current of line (i, j) and SLine is the set of transmission lines.
Following an under-frequency event, the conventional generators increase their active power injection through speed governing systems. The incremental mechanical power of individual turbine generator should keep positive throughout primary frequency control:
[image: image]
When a disturbance occurs, BESS begins to inject power to compensate for the power deficit. The discharging power limit constraint (21) should also be included.
6. Frequency nadir constraints: Since it is difficult to identify which unit contributes system frequency nadir and what time it is reached, this paper enforces unit frequency at every integration time above system frequency nadir, as expressed by:
[image: image]
Note that only the constraint with unit frequency at some time equal to system frequency nadir is bounded. Therefore, constraint (41) helps find out system frequency nadir in an indirect way.
7. Rate of change of frequency (ROCOF) constraints: It is necessary to ensure that ROCOF for all generators will not exceed the allowed upper limit, as shown below:
[image: image]
where [image: image] is the allowed maximum ROCOF. Note that the ROCOF throughout primary frequency regulation is considered. The ROCOF is enforced like this because the maximum ROCOF for individual generator does not always emerge immediately following the disturbance.
Thus, the DFR-OPF model is summarized as follows:
max FSM
s.t. 24–27, 30–31, 34–42.
Any well-developed nonlinear programming algorithms can be used to effectively solve this problem.
3.2 Allocation of primary reserves
The primary reserves allocated to the units responsible for governor response can be obtained based on the solution of the proposed DFR-OPF model. The primary reserve for each conventional unit is considered as the maximum of the incremental mechanical power output of the turbine during primary frequency control interval, expressed by:
[image: image]
where Pr,i is the primary reserve for the unit integrated in Bus i. Allocating primary reserves among all conventional units based on (43) promises to arrest frequency decline after an under-frequency event and to recover frequency partially before second frequency control works.
4 REGION-WISE GRAPH FOR FREQUENCY SECURITY ASSESSMENT
Based on MFSM, this section provides a graphical tool to enable region-wise frequency stability assessment. The tool is appliable to both generation loss and load increase event.
A sudden under-frequency event, caused by generation loss or load increase, will lead to a power deficit. For a certain under-frequency event, varying its power deficit can produce a set of event scenarios. For those event scenarios, the proposed DFR-OPF model is run many times to explore the variation of MFSM under different values of power deficit. The curve of MFSM under different power deficit values is shown in Figure 3 as the dotted curve. Then, the point where MFSM is zero can be located on the curve. The power deficit value corresponding to this point is the maximum allowable imbalance power (MAIP) that a system can endure. Finally, three regions can be obtained as shown in Figure 3.
• The green part with FSM above zero represents the stable region. If the point corresponding to a current operating condition with an appropriate post-disturbance BESS scheduling falls in this region, it indicates that the current operating condition can maintain frequency stability if the BESS follows the post-disturbance scheduling.
• The blue part with FSM below zero and power deficit less than MAIP is called the correctable region. Although the FSMs in the correctable region are negative, the frequency stability level in this region could be improved and pushed to the stable region through re-dispatching the power generation of conventional units and re-scheduling the BESS power injection. The proposed DFR-OPF model can give an optimal power generation resdispatch and BESS power reschedule to move a point from the blue region to a location at the edge of the green region with the same power deficit, as shown in Figure 3.
• The red part with FSM below zero and power deficit greater than MAIP is the unstable region. If a power deficit exceeds MAIP, the system cannot maintain frequency stability following the disturbance. Furthermore, no dispatch operation through re-dispatching generation power and re-scheduling BESS power injection can make the system go back to the stable region.
[image: Figure 3]FIGURE 3 | Region-wise graph for frequency security assessment.
The region-wise graph can provide operators situational awareness of the frequency stability and guide them to take actions when necessary. Specifically, the operators should first calculate FSM for a given conventional generation dispatch and BESS power schedule under an anticipated under-frequency event through time-domain simulation. If the obtained FSM falls in the stable region, the operating condition with the BESS power schedule is acceptable to resist the under-frequency event. If the obtained FSM falls in the correctable region, the operators could employ the proposed DFR-OPF model to maximize FSM, eventually obtaining the most reliable conventional generation dispatch and BESS power schedule. If the obtained FSM falls in the unstable region, the operators should first consider enhancing the primary frequency response of the online conventional generators. A simple way is to start up more generators with large inertia constants. To decide the additional generators to start in an optimal way, the unit commitment model in Restrepo and Galiana (2005)considering frequency stability constraints can be solved .
5 CASE STUDIES
5.1 WSCC 3-machine 9-bus system
The WSCC 3-machine 9-bus system and New England 10-machine 39-bus system are used to validate the FSM metric and the effectiveness of the proposed optimization method. All traditional generators are thermal power units. Their governors are modeled as the WSCC Type G governor (Power World Corporation, 2022) as shown in Figure 4, and the power limit in turbine-governing system is handled as Zhao et al. (2021). To exclude the impact of the variations of active load power and network loss on system frequency to facilitate analysis, all loads are formulated as constant power loads and the resistance of the transmission lines and transformers are ignored. The DFR-OPF model is formulated in GAMS and solved using the IPOPTH solver (Wächter and Biegler, 2006). All calculations are performed on a HP EliteOne 800 computer with a four-core 3.2-GHz processor and 8-GB RAM memory.
[image: Figure 4]FIGURE 4 | The block diagram of the WSCC Type G governor.
The system data of the WSCC 3-machine 9-bus system in Sauer and Pai (1997) are used here. Table 1 shows the characteristics and technical parameters of turbine governors and generators. Other parameters for calculations are given in Table 2. A BESS is supposed to be integrated to bus 4, and its rated power and rated energy capacity are the same. A sudden load increase (LI) is assumed to occur at bus 5.
TABLE 1 | Parameters of generators and turbine governors for WSCC 9-bus system.
[image: Table 1]TABLE 2 | Other parameters for calculation in 9-bus system.
[image: Table 2]Figure 5 shows the region-wise graphs with and without BESS participating in frequency regulation. It can be observed that the stable region is enlarged with the help of frequency support from BESS. It implies that the frequency stability capability is enhanced. And the increase of MAIP from 0.3694 pu to 0.4404 pu indicates the system’s improved ability to resist under-frequency events.
[image: Figure 5]FIGURE 5 | A comparison of two region-wise graphs between with no BESS and with 10 MW/10 MWh BESS.
Figure 6 illustrates the variation of MFSM with the rated power of BESS under different load increase events. The value of MFSM grows as the rated power of BESS increases under the same amount of LI. It implies that the more power capacity a BESS has, the higher level of frequency stability a system can achieve. Figure 6 also shows that small LI yields large MFSM for the same BESS rated power. It indicates that the less the imbalance power is, the stronger capability to ensure frequency security a system has.
[image: Figure 6]FIGURE 6 | The variation of MFSM with the rated power of BESS following different load increase events.
Figure 7A illustrates the average frequency under different BESSs providing frequency support. As BESS’s rated power increases, the average frequency nadir increases and the rate of change of frequency decreases. It is due to the effect of the virtual inertia and the frequency response from BESSs. The total electromagnetic power (Total Pe) of all the conventional generators decreases with the increase of the BESS rated power as shown in Figure 7B, because the BESS with higher rated power injects more power into the system to help compensate the power deficit. It is noted that the total electromagnetic power during primary frequency control may include one or several sudden increase. It is probably due to the time-space distribution characteristics of frequency (Jin et al., 2019). Actually, the electromagnetic power for each generator shows oscillational change. The sum of those oscillational changes may easily come into being sudden increase. Figure 7C privides the changes of BESS discharge power (DP) with time. It is seen that BESS begins to discharge power immediately after the disturbance and provides frequency support throughout primary frequency regulation. Note that BESS does not keep discharging power without interruption, for the total electromagnetic power include sudden increase. Moreover, only a small amount of BESS energy is needed to participate in frequency regulation during primary frequency control, as shown in Figure 7D.
[image: Figure 7]FIGURE 7 | Curves (average frequency curve, total Pe curve, DP of BESS curve and BESS energy for PFR curve) for different BESSs providing power injection for the load increase of 0.38 pu.
The impact of a non-step deadband on frequency stability is then discussed here. Figure 8 shows the effect of changing the governor non-step deadband on average frequency and MFSM for a 0.34 pu load increase when a 10MW/10 MWh BESS participating frequency regulation. Compared to the results for no deadband, the non-step deadband reduces the frequency stability level. A smaller deadband ensures a stronger capability of arresting frequency decline and offering a larger frequency security margin.
[image: Figure 8]FIGURE 8 | The effects of non-step deadbands on average frequency and MFSM.
5.2 New England 10-machine 39-bus system
The New England 10-machine 39-bus system has ten generators to be dispatched, but only G1-G9 can provide governor response to respond to a frequency deviation. The network data can be found in Pai (1989). Parameters of generators and turbine governors are listed in Tables 3, 4. The parameters for calculation are in Table 5. It is assumed that a sudden generation loss occurs due to G1 tripping off. A BESS is integrated into bus 10 to participate in frequency regulation.
TABLE 3 | Parameters of turbine governors and generators for 39-bus system.
[image: Table 3]TABLE 4 | Technical parameters in per unit for 39-bus system.
[image: Table 4]TABLE 5 | Other parameters for calculation in 39-bus system.
[image: Table 5]Since unit frequencies are different from each other following an under-frequency event, not all units reach the minimum frequency nadir. Here, we call the units with the minimum frequency nadir critical-frequency units. According to FSM’s definition, the critical-frequency units play a decisive role on FSM. To study FSM from the point of view of individual units, we define unit FSM as the difference of unit frequency nadir, not system frequency nadir, from the allowable frequency lower limit. Figure 9 shows the unit FSMs following different generation losses without power injection from BESS. For generation losses of 0.86 pu, 0.91 pu, 0.96 pu, 1 pu, the critical-frequency units are marked by stars. It is observed that the combinations of the critical-frequency units are not the same under different generation losses. When a 10 MW/10 MWh BESS injects energy to the system, the enhanced capability to ensure frequency stability is observed in Figure 10. And the combination of the critical-frequency units changes after considering the BESS power injection under the same generation loss. This observation is consistent with the time-space distribution characteristic of frequency (Jin et al., 2019).
[image: Figure 9]FIGURE 9 | Unit frequency stability margin with no integration of BESS.
[image: Figure 10]FIGURE 10 | Unit frequency stability margin with a 10 MW/10 MWh BESS providing frequency support.
It can be seen from Table 6 that the incorporation of BESS brings a different pre-disturbance dispatch compared to the results for no BESS injection following the same generation loss of 1.00 pu. The pre-disturbance power dispatch needs to be adjusted to adapt to the integration of BESS. Then the primary preserves for all units, Pr,i in (43), are decreased due to the power injection of the BESS following the disturbance.
TABLE 6 | Generation power dispatch and primary reserve in per unit.
[image: Table 6]Figure 11 shows the average frequency curves under different levels of inertial response for the generation loss of 1.00 pu. When the inertia constant H for all generators are reduced by 30%, the average frequency curve’s descent speed increases, and the average frequency nadir decreases. To increase the average frequency nadir to the original level and still satisfy the ROCOF limits, an 8.6 MW/8.6 MWh BESS is needed to be integrated into bus 10 to participate in frequency regulation. BESS can effectively prevent the deterioration of frequency stability caused by insufficient inertial response capability.
[image: Figure 11]FIGURE 11 | The effect of virtual inertia from BESS on frequency stability.
6 CONCLUSION
This paper proposes a dynamic frequency response constrained OPF model to maximize FSM with consideration of the frequency support provided by BESS during primary frequency control. Based on MFSM, a region-wise graph can be drawn to evaluate the degree of frequency stability for a given operating condition and post-disturbance BESS schedule. Case studies demonstrate that MFSM is a reasonable metric for assessing the frequency stability capability. In addition, by participating in frequency regulation, BESS can help a system enhance its resistance to an under-frequency event and improve the frequency stability. This paper’s outcome provides a way to quantitatively evaluate the system’s capability to maintain frequency stability under under-frequency events. It also provides information about whether the ability of frequency regulation during primary frequency control is adequate.
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Developing a minimum backbone grid in the power system planning is beneficial to improve the power system’s resilience. To obtain a minimum backbone grid, a mixed integer linear programming (MILP) model with network connectivity constraints for a minimum backbone grid is proposed. In the model, some constraints are presented to consider the practical application requirements. Especially, to avoid islands in the minimum backbone grid, a set of linear constraints based on single-commodity flow formulations is proposed to ensure connectivity of the backbone grid. The simulations on the IEEE-39 bus system and the French 1888 bus system show that the proposed model can be solved with higher computational efficiency in only about 30 min for such a large system and the minimum backbone grid has a small scale only 52% of the original grid. Compared with the improved fireworks method, the minimum backbone grid from the proposed method has fewer lines and generators.
Keywords: minimum backbone grid, mixed integer linear programming, connectivity constraints, single-commodity flow, resilience
1 INTRODUCTION
In recent years, as the global climate continues to warm, extreme weather occurs frequently, which seriously affects the reliability of power supply and the national economy. In the power system planning, a minimum backbone grid can be developed. The selected generators and lines in the minimum backbone grid can be reinforced before the extreme weather to ensure the supply of critical loads in extreme weather. After the extreme weather, the power system can be quickly restored to the normal state by the stable power supply of the grid. In summary, developing a minimum backbone grid is beneficial to ensure the uninterrupted power supply of important loads and rapid recovery of core power infrastructure under extreme disaster conditions. It improves the ability of the power grid to respond to low-probability extreme events, which is an important part of resilience in the power grid (Mahzarnia et al., 2020; Trudel et al., 2005; Bie et al., 2017). How to develop a minimum backbone grid from the existing power grid is the core of the research.
At present, the research on developing a minimum backbone grid can be divided into two categories:
One is the heuristic method. The method has been widely used in developing a minimum backbone grid because it is not limited by the non-convexity and non-smoothness of the optimization problem and can quickly obtain a feasible solution. In Yang et al. (2010), a minimum grid model considering the importance of lines and the topology of the grid is constructed, and binary particle swarm optimization is used to solve the model. In Liu et al. (2007), the topological characteristics of scale-free networks are employed to obtain a skeleton-network reconfiguration strategy, and the discrete particle swarm optimization technique is employed to implement the reconfiguration. Rather than providing a detailed restoration path sequence, the strategy aims to obtain several better-performing reconfiguration schemes as the guidance of dispatching operations. In Dong et al. (2015), the authors present a comprehensive index system to measure the survivability of the backbone grid and a new method of constructing the grid considering survivability. The improved biogeographic optimization algorithm provided with strong search ability is used to obtain the optimal solution for the core backbone grid. In Chen, (2021), a risk assessment system of power grid operation involving multi-link uncertain factors is proposed, and a core backbone grid model considering the minimum comprehensive risk index is constructed. The traditional fireworks algorithm is improved to quickly and accurately search the construction scheme of the optimal backbone grid. The above heuristic algorithm is simple and easy to use, compared with the general mathematical programming method. However, it is poor robust and its result is random, which makes it difficult to reproduce and repeatedly check the results in practical applications (Blum and Roli, 2003; Ball, 2011).
The other is the mathematical programming method, which is rarely studied in this research. In Sun et al. (2019), aiming at maximum network restoration efficiency, the optimal backbone grid is formulated as a MILP problem, which can be efficiently solved by commercial solvers such as CPLEX. However, the model cannot ensure the connectivity of the minimum backbone grid, which makes the grid likely to have islands. Then, the backbone grid will be of low reliability, which is not conducive to the survival and rapid recovery of the grid under extreme disaster conditions. Network connectivity is a major bottleneck in the application of mathematical programming methods to this problem. Table 1 compares the method, objective and connectivity method between the existing literature.
TABLE 1 | Minimum backbone grid problems compared with selected references.
[image: Table 1]In this paper, we also present a mathematical programming method in which a mixed integer linear programming model for a minimum backbone grid is proposed. A minimum number of branches and maximum summation of power flow betweenness objective function is considered in the model. Furthermore, a set of close-form connectivity constraints is formulated to ensure the reliability of the backbone grid. The main contributions of this paper are as follows:
• The minimum backbone grid is described as a MILP model. It considers constraints presented to the practical application requirements such as regional plant constraints.
• Based on the idea of single commodity flow, it considers a set of linear constraints on the grid connectivity, which avoids the island of minimum backbone grid, overcomes the defect that the existing methods are difficult to express the connectivity constraints rigorously, and breaks through the bottleneck of mathematical programming method in the application of this problem.
The simulation results of the IEEE-39 bus system and the French 1888 bus system verify the effectiveness of the proposed model and show that the proposed method has high computational efficiency.
2 CONSTRUCTION PLANNING OF MINIMUM BACKBONE GRID
The minimum backbone grid is a minimum grid that can ensure the continuous power supply of important loads. The goal is to minimize the scale of the grid, that is, to minimize the number of branches. The backbone grid must satisfy specific constraints such as power balance constraints, line capacity constraints, connectivity constraints, and so on to ensure that it operates under special circumstances. In order to describe the backbone grid quantitatively, some specific constraints to the backbone grid are given as follows:
1) Satisfying the security operation constraints of the power grid;
2) Satisfying the connectivity of network topology;
3) Maintaining specific system load level;
4) Guarantee regional power sources;
5) On basis of satisfying the above constraints, the number of branches in the backbone grid should be the minimum;
The backbone grid also needs to obey special requirements for different situations. This paper gives basic definitions and models that can be expanded on this basis in various situations.
Developing a minimum backbone grid involves determining the critical loads, and selecting essential generators and backbone lines.
2.1 Determining critical loads
The critical loads include the urban emergency dispatch center, core infrastructures such as communication, water supply, and transportation, large densely residential areas, and important customers. Since most critical loads are distributed in the distribution network at a low voltage level, it is necessary to progressively search the corresponding load buses in transmission substations from low voltage to high voltage levels. The range and quantity of the critical loads directly affect the scale of the minimum backbone grid. Excessive critical loads will make the minimum backbone grid too large, resulting in a high investment. Therefore, the proportion of the critical loads should not be too high.
2.2 Selecting essential generators
Selecting essential generators follows the general principles:
1) Trying to ensure each region of the power grid has generators to avoid the blackout in case of regional tie line failure.
2) Preferring to choose the hydro generators in the backbone grid, as the hydro generators have the advantages of simple auxiliary equipment and rapid startup (Adibi and Fink, 2006).
3) The priority of synchronous generators connected to the power grid through a lower voltage level should be higher than that of synchronous generators connected to the power grid through a higher voltage level to ensure that the power locally supplies the backbone load.
2.3 Selecting backbone lines
The principle of backbone line selection is as follows:
1) The two adjacent higher voltage level substations selected into the minimum backbone grid should be connected by lower voltage level lines to strengthen the support between critical areas.
2) According to the characteristics of natural disasters in various regions, some backbone lines should have higher priority. For example, typhoons in some areas generally travel from east to west. In this case, the east-west lines should be preferred in the minimum backbone grid. In the ice disaster scenario, the lines with ice melting devices should be selected as a high priority.
3 MATHEMATICAL PROGRAMMING MODEL OF MINIMUM BACKBONE GRID
3.1 Basic mathematical model
3.1.1 Objective function
The objective function considers two aspects, one is to ensure as few branches as possible, and the other is to preferentially select branches with high importance. The power flow betweenness (Rout et al., 2016) is used as an index to measure the importance of branches.
The objective function is as follows:
[image: image]
where [image: image] is the set of branches of the power grid, [image: image] is the state of the branch, take 1 as the line is included in the minimal backbone grid, otherwise take 0, [image: image] is a constant greater than 1, the purpose is to make the objective function focus more on the minimum number of branches than the maximum importance of branches, [image: image] is the normalized power flow betweenness of the branch [image: image]. To preferentially select the lower voltage level synchronous generators or certain lines, the power flow betweenness of related lines can be increased.
3.1.2 Constraints
1) Active power balance constraints:
[image: image]
where [image: image] is the generator set on the bus [image: image], [image: image] is the active output of the generator[image: image], [image: image] is the line set with [image: image] as the starting bus, [image: image] is the active power of line[image: image], [image: image]is the critical load set at bus [image: image]; [image: image] is the active power of load [image: image], [image: image] is the bus set.
2) Generator operating constraints:
[image: image]
where [image: image] and [image: image] are the minimum and maximum active power of generator[image: image], [image: image]is unit status, take 1 if unit [image: image] is included in the minimum backbone grid, otherwise, take 0.
3) Line capacity constraints:
[image: image]
where [image: image] is the rated capacity of line [image: image].
4) DC power flow constraints:
[image: image]
where [image: image] is a large constant for line[image: image], [image: image] and [image: image] are the phase angle difference between bus [image: image]and [image: image], the imaginary part of line [image: image] admittance.
5) Phase angle constraint:
[image: image]
[image: image]
where [image: image] is the phase-angle of the balance bus, [image: image] and [image: image] are the minimum and maximum of [image: image].
6) Regional plant constraints:
According to the selection principle of generators, each area has at least one generator, that is
[image: image]
where [image: image] is the generator set of area [image: image], [image: image]is the set of all areas of the whole power grid.
7) Spinning reserve constraint:
[image: image]
where [image: image] is the set of all generators, [image: image] is the minimum spinning reserve required by the system.
8) Primary frequency reserve constraint:
[image: image]
where [image: image] is the primary frequency regulation coefficient of generator [image: image], generally 15% for hydro generator units and 5% for thermal generators (Adibi and Fink, 2006), [image: image] is the minimum primary frequency reserve required by the system. This constraint can make the minimum backbone grid model give priority to select hydro generators.
9) Must-in-service line constraints:
[image: image]
where [image: image] is the set of must-in-service lines. Some lines with a high strength level or lines with ice melting devices in ice disaster protection scenarios must be included in the minimum backbone grid and can be set as must-in-service lines.
10) Must-out line constraints:
[image: image]
where [image: image] is the set of must-out lines. Lines with a low strength level should not be included in the minimum backbone grid and can be set as must-out lines.
11) Must-on generator constraints:
[image: image]
where [image: image] is the set of must-on generators. Some black-start generators are always set to be must-on generators.
3.2 Connectivity constraints
In the minimum backbone grid model, the connectivity constraint is an important constraint to ensure the reliability and recovery ability of the grid. However, the existing research lacks methods of expressing network connectivity. Network connectivity constraints are widely used in traveling salesman problems, vehicle routing problems, minimum spanning tree problems, and Steiner tree problems (Gollowitzer and Ljubic., 2011). In these problems, single-commodity flow is commonly used to formulate connectivity constraints.
The idea of the single commodity flow constraint is to set the node that sends out the commodity as the root point and the node that requires the commodity as the sink point in a directed graph[image: image]. Through constraint (14), each sink point can receive the required commodity from the root point, which ensures the connectivity between the root point and each sink point, thus ensuring the connectivity of the network.
[image: image]
where [image: image] is the set of all nodes, [image: image] is the set of all directed branches, [image: image] is a root point, [image: image] is the number of nodes in the sink set [image: image], and [image: image] is the virtual flow from node [image: image] to node [image: image] through the line[image: image].
At the same time, constraint (15) can ensure that the amount of virtual flow passed by each branch does not exceed the actual line capacity.
[image: image]
where [image: image] is the state of the directed branch, take 1 if it is included in the connectivity network, otherwise take 0.
In the minimum backbone grid, a must-on generator in the power grid can be selected as the root point. [image: image]contains all branches of the power grid in two power flow directions. Thus, the number of elements in the set is twice the number of actual branches. There is also the following relationship between [image: image] and [image: image] in the minimum backbone grid:
[image: image]
3.3 Implementation process of minimum backbone grid
The steps of obtaining a minimum backbone grid are as follows:
1) Input the parameters of the original grid, including line and transformer data, etc.
2) Calculate the normalized power flow betweenness of all branches.
3) Determine object constant, critical loads level, must-on generators, must-in and must-out lines and system reserve.
4) Solve the minimum backbone grid model in Section 3.
5) If the backbone grid is not small enough, increase the object constant or decrease the critical loads level and go to step 3.
The implementation flowchart of the minimum backbone grid is shown in Figure 1:
[image: Figure 1]FIGURE 1 | Implementation flowchart of minimum backbone grid.
4 CASE STUDIES
To verify the validity of the proposed model, the IEEE-39 bus system (Yeu, 2010) and the French 1888 bus system (Zimmerman et al., 2011) are simulated. All simulations are implemented on a PC with a Core i7 2.9-GHz CPU and 16.0 GB RAM, using mathematical modeling software Pyomo 6.2 and Gurobi 9.5.1 solver to solve the established optimization model, and the convergence gap is set to 0.0001.
4.1 IEEE-39 bus system
Table 2 shows the normalized power flow betweenness of each line of the IEEE-39 bus system, and Table 3 shows the critical loads in the minimum backbone grid. Due to the small size of the IEEE-39 bus system, regional plant constraints were not considered.
TABLE 2 | Flow betweenness of lines in IEEE 39-bus system.
[image: Table 2]TABLE 3 | The critical load setting in backbone grid of IEEE 39-bus system.
[image: Table 3]After the calculation, the minimum backbone grid is shown in Figure 2 in red color. Figure 2 shows the grid has 24 lines, 3 generators, which is only 52.17% of the original grid, and all the critical loads in Table 2. Especially, the backbone grid is connected. Reinforcing the 52.17% can ensure the power supply for critical loads of the whole grid under extreme weather. To transmit power to node 29, there are two paths between node 26 and node 29, one is 26-29, and the other is 26-28, 28-29. Line 26-29 is selected by the minimum backbone grid model as expected due to the objective function, that is, the number of lines will be selected as few as possible. In addition, the model has selected lines with larger power flow betweenness, such as lines 16-17, 17-18, 23-24, and 19-33. Other lines with larger power flow betweenness, such as lines 22-35, 25-37, and 23-36, have not been selected because they are outlet lines of unpowered generators. Thus, it can be seen that the objective function is effective and correct.
[image: Figure 2]FIGURE 2 | IEEE 39-bus system backbone grid considering connectivity constraints.
We also compared our proposed MILP method with four heuristic methods. Due to the random results of the heuristic methods, the results listed in Table 4 are obtained based on 100 times running.
TABLE 4 | Comparison with the heuristic methods for IEEE 39-bus system.
[image: Table 4]From the Table 4, it can be seen that the MILP method has the same lines in minimum backbone grid for every running. By contrast, the heuristic methods have different lines in minimum backbone grid for different running. Furthermore, the MILP method gets the optimal lines which is less than the best value of the heuristic methods in minimum backbone grid.
After removing connectivity constraints (14–18) and retaining other constraints, recalculate the model and the result is shown in Figure 3. There are 18 lines and six generators in the figure. Although the number of lines in this minimum backbone grid is less than that in Figure 2, the minimum backbone grid is not connected and there are five islands. Each island has generator nodes and load nodes to meet power balance. However, the recoverability and reliability of the unconnected grid are low. These five islands are very fragile and very hard to keep frequency or rotor angle stability. They may be blackout following a further disturbance. Once the island is blackout, it will need more time to restore the power grid. This demonstrates the validity of the connectivity constraints proposed in this paper.
[image: Figure 3]FIGURE 3 | IEEE 39-bus system backbone grid without connectivity constraints.
4.2 French 1888 bus system
The French 1888 bus system is from the data file (CASE1888RTE) in matpower7.0 and has 2,531 branches. To facilitate the test, the backbone load is set as 15% of the original load. The objective function of the minimum backbone grid model involves two objectives, the minimum number of branches and the maximum summation of power flow betweenness. The purpose of setting [image: image] is that the objective of minimizing the number of branches in the minimum backbone grid should take precedence over the objective of maximizing the summation of power flow betweenness. Different weights[image: image]are set to calculate the model, and the number of lines and the summation of power flow betweenness of the minimum backbone grid are shown in Table 5.
TABLE 5 | Number of branches and summation of branch betweenness for backbone grid of the French 1888 bus system with different [image: image]
[image: Table 5]As can be seen from Table 5, with the increase of [image: image], the number of lines in the grid does not change, and the summation of the power flow betweenness varies slightly but all within the acceptable range. This shows that the goal of the minimum number of branches has been given priority, and it is not greatly affected by [image: image]. This feature makes the user less demanding to set weights [image: image] and makes the method robust.
Table 6 shows the number of constraints and calculation time of the model with and without connectivity constraints. Although considering the connectivity constraints will increase the size of the model, the calculation time is shorter than that of the model without the connectivity constraints. This is because the connectivity constraints tighten the feasible region of MILP, and the algorithm of MILP is easier to find the optimal solution. In addition, for such a large-scale system, the solution can be obtained in an acceptable time, which shows that the mathematical programming method is very efficient.
TABLE 6 | Number of constraints and computing time for the model with and without connectivity constraints.
[image: Table 6]Of course, there are some methods to further improve the calculation efficiency of the model, such as further tightening the model according to its characteristics of the model or tuning the parameters of the solver.
5 CONCLUSION
A mixed integer linear programming model for a minimum backbone grid is proposed in this paper, which considers the practical application requirements. More importantly, the model can ensure network connectivity to avoid islands in the grid, which is an important prerequisite for the practical application of mathematical programming methods in developing a minimum backbone grid. The simulations on the IEEE-39 bus system and the French 1888 bus system verify the validity of the proposed model and show that the minimum backbone grid has a small scale of only 52% of the original grid and the proposed method has high computational efficiency of only about 30 min for such a large system.
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District heating systems have been widely used in large and medium-sized cities. Typical district heating systems consist of the primary heating system (PHS) and the secondary heating system (SHS) operating in isolation. However, the isolated dispatch of the PHS and the SHS has poor adjustability and large losses, resulting in unnecessary operation costs. To address these issues, a coordinated economic dispatching model (CEDM) for the primary and secondary heating systems considering the boiler’s supplemental heating is proposed in this study, which characterized the physical properties of the PHS and the SHS in detail. Considering that the PHS and the SHS are controlled separately without central operators in practice, it is difficult to dispatch them in a centralized method. Thus, the master-slave splitting algorithm is innovatively introduced to solve the CEDM in a decentralized way. Finally, a P6S12 system is utilized to analyze and verify the effectiveness and optimality of the proposed algorithm.
Keywords: district heating systems, the primary and secondary heating systems, supplemental heating, coordinated economic dispatching model, master-slave splitting
INTRODUCTION
District heating is widely utilized at the urban scale because of its energy-saving and environmental protection. According to statistics, district heating has been under development in Russia for over 100 years. It contributes 86% of the total national heat demand, more than half of which comes from combined heat and power (CHP). In Denmark, district heating is now responsible for heating almost 98%. In China, the district heating supply rate in large and medium-sized northern cities has reached over 60%.
Many scholars have conducted research on the optimal design of district heating systems (DHS) in recent years. Lund and Mohammadi (2016) proposed ways to improve DH piping by increasing insulation standards, thereby reducing heat and temperature losses from the network. Noussan et al. (2017) proposed the types and determination of heating load to guarantee the safety and stability of the heating supply. Gu et al. (2018) used the BP algorithm methods for dynamic prediction of the heating load. Kaliatka et al. (2014) increased the design stage of the valve layout based on the traditional design process. Dalla Rosa et al. (2011) introduced suggestions for the optimal design of district heating systems for low-energy applications. It also puts forward some methods for reducing heat loss. On the basis of these research studies, a three-dimensional numerical model of heat loss is proposed to explore the difficulties of modeling energy losses in heating systems (Danielewicz, et al., 2016).
In addition, the prerequisite for ensuring the quality and safety of heat supply is the stability of the operation, so the operation optimization and control strategy of the heating systems need to be studied. Wu et al. (2021) proposed a method which uses quality regulation for heating systems. A method that varies the flow rate by means of a pump with a frequency converter according to the outdoor temperature is proposed (Kuosa, et al., 2013). Sun et al. (2021) established a strategy based on online prediction and indoor temperature feedback, which is beneficial to improve the regulation level of heating. Wang et al. (2016) used a novel matrix model of district heating networks to improve the accuracy of calibration temperature predictions. Lu et al. (2021) developed an integrated model in TRNSYS to obtain operation optimization by considering the energy consumption and time-of-use price. Sun et al. (2022) researched the control strategy integrated to improve prediction accuracy and realized energy-saving operation.
However, the aforementioned studies considered that the PHS and SHS of the DHS operate in isolation, which would likely bring some problems: 1) the CHP has a flat output and a small adjustment range because the contract signed between the PHS and SHS specifies a stable temperature of the PHS. 2) The higher temperatures required to ensure the quality of heating will result in more heat loss. 3) Extensive use of the boiler output rather than cooperating with CHP will cause high costs. Thus, a novel dispatch mode in which the PHS and SHS are coordinated to fully utilize the heating sources should be studied in depth.
Considering that the PHS and SHS are controlled separately by different companies in practice, the centralized solution for the coordinated economic dispatch model (CEDM) of the primary and secondary heating systems may encounter some troubles. 1) Detailed topologies or operation states could not be exchanged between the PHS and SHS. 2) It is difficult to control both of them in the centralized method. To cope with these issues, the master-slave splitting algorithm is applied to realize privacy protection and information interaction between the PHS and SHS. The optimality and effectiveness of master-slave splitting are demonstrated.
The main contributions of our work are as follows:
1) We develop the CEDM of the primary and secondary heating systems considering the boiler’s supplemental heating in this study. The differences between the PHS and SHS are analyzed, which are also modeled. By coordinating the PHS and SHS, the problems including poor adjustability, high losses in the heating systems, and high operating costs due to the isolated operation can be solved.
2) The master-slave splitting algorithm is innovatively introduced in the CEDM of the primary and secondary heating systems. The original problem will be broken down into PHS sub-problems and SHS sub-problems, which will be solved by iteration of the two sub-problems Thus, it will solve the problems of difficult information interaction and privacy protection.
The remainder of this study is organized as follows: in Section 2, the formulation of the problem is presented. In Section 3, a decentralized solution based on a master-slave splitting algorithm is developed. In Section 4, the cases are studied to verify the effectiveness and optimality of the algorithm. In Section 5, the conclusions are summarized.
2 PROBLEM FORMULATION
This section focuses on modeling the primary and secondary heating systems. First, it introduces the structure of the heating systems and analyzes the differences between the operation of the PHS and SHS. Based on this, the primary and secondary heating systems are modeled and the operation formulation is established finally.
2.1 The differences between the primary and secondary heating systems
Figure 1 shows a typical urban DHS consisting of a PHS and SHS. In the PHS, heat is generated by CHP units and delivered to the heat exchange station. Then, heat is distributed to consumers through the SHS. In the SHS, the boiler also generates heat for supplementary heat through the heat exchange station. These two parts of the heat are transported to the heat load through the secondary pipe network (Lin et al., 2019).
[image: Figure 1]FIGURE 1 | Structure of urban district heating systems.
As shown in Table 1, the heating systems are regulated differently and the accommodation mode of the PHS is quality regulation. It is suitable for situations where the mass flow rate is considered to be constant in the model. So the hydraulic constraints for the PHS are satisfied. Both of the constraints of the SHS need to be considered. The mode of the SHS is quantity regulation because of the varied mass flow rate (Deng et al., 2021).
TABLE 1 | Difference between the primary and secondary heating systems.
[image: Table 1]2.2 Modeling the primary and secondary heating systems
The pipe network is the most important of heating systems. A typical structure of the pipe is shown in Figure 2 (Li et al., 2015).
[image: Figure 2]FIGURE 2 | Typical structure of pipes.
In Figure 2, the pipes are divided into supply pipes and return pipes. [image: image]is expressed as the set of the starting of pipelines. [image: image]is expressed as the set of the ending of pipelines. Mass flow from different pipes mixes and flows out at the node. The temperature of mixing is determined by the following equations.
[image: image]
where [image: image]and [image: image]denote the mass flow rate at node i of the supply and return pipelines, respectively. [image: image] and [image: image]are expressed as the temperature at the outlet of the pipeline, respectively. [image: image] and[image: image] are expressed as the temperature at the node n, respectively. The temperature at the head of the pipe is equal to the temperature of the node.
[image: image]
The aforementioned constraints are applicable to the PHS and SHS. The nodal method is utilized to formulate the thermal model in the PHS.
2.2.1 The primary heating network
However, these constraints are inapplicable in the CEDM because of numerous non-linear terms. It is difficult to solve non-linear problems in optimization problems. Thus, we simplify the model by temperature dynamics and heat loss. Temperature dynamics can be expressed as the pipe outlet temperature estimated using the pipe inlet temperature from past periods (Xue et al., 2020), as shown in Figure 3.
[image: Figure 3]FIGURE 3 | Estimation of our temperature.
[image: image]denotes rounding down to the nearest whole number. [image: image] and [image: image] are expressed as the transmission period of the pipeline. However,[image: image]and [image: image] are often not calculated as integers in practical engineering; the temperature variables considered are discrete in dispatch interval, so [image: image] is needed to represent the approximate expression as a linear weighted sum of the temperature in [image: image] and [image: image]. The left node [image: image] can flow through a time period of [image: image] to node j. Similarly, the right node [image: image] flows through node j, having already passed through a time period of [image: image]:
[image: image]
[image: image]
where[image: image],[image: image],[image: image] indicate the density of water, cross-sectional area, and length of the pipeline, respectively. In addition, heat loss can refer to the heat dissipation from pipes to the environment. T c indicates the density of water and [image: image]indicates the heat transfer coefficient.
[image: image]
2.2.2 The secondary heating network
Unlike the PHS, the mass flow rate of the SHS is not constant. Thus, it is necessary to take the hydraulic constraints into account. The continuity of flow pressure loss is expressed as the sum of the inflow and outflow flows at the node 0.
[image: image]
Considering the friction between the fluid and the pipes, there are fluid pressure drops in the SHS where [image: image],[image: image],[image: image]indicate the pressure head of the supply and return systems, respectively. The pressure head the pressure loss along the pipe is the friction between the water flow. It is proportional to the square of the mass flow rate according to the Darcy–Weisbach equation (Li et al., 2015).
[image: image]
The frequency of the pipeline decreases if the flow rate increases. It causes pipeline instability. So the pipeline flow rate must be limited.
[image: image]
Because of short piping distances in secondary heating systems, the delay is not taken into account. As the temperature of the pipes differs from that of the outside world, there is a loss of temperature.
[image: image]
2.3 Operation model
The objective function of the CEDM is formulated as
[image: image]
where [image: image],[image: image],[image: image]indicate the cost function of the CHP, boiler, and pump, respectively. [image: image]and[image: image]represent the output of power and heat of the CHP, respectively. [image: image]and [image: image] indicate the fuel input of boiler and power consumption of the water pump, respectively.
The constraints are as follows: the power and heat output of the CHP (10), the output limit of the CHP (11), the heat generated by the CHP (12), the operating costs of the CHP (13), the heat transmission (14)-(15), the heat output of the boiler (16), the output limit of the boiler (17), the operating costs of the boiler (18), power consumption of the pump (19), the limit of power consumption (20), the operating costs of power consumption (21), the energy of the load (22), and the limit of temperature (23).
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where[image: image],[image: image],[image: image] indicate variables representing the coefficient, electricity, and heat production, respectively. [image: image],[image: image],[image: image],[image: image]indicate the heat transfer coefficient, conversion efficiency of the boiler, and cost coefficient of the boiler and pump, respectively. All of [image: image] indicate the set of corresponding elements. [image: image] indicates the set of nodes connected to corresponding elements.
3 SOLVING STRATEGY
The PHS and SHS are controlled separately without central operators in practice which will face many problems. To solve the problems posed, the decentralized solving strategy of the CEDM is given in this section as shown in Figure 4.
[image: Figure 4]FIGURE 4 | Diagram of the iteration procedure.
3.1 Model analysis
To facilitate the subsequent discussion, the CEDM is rewritten in a vector form (Xue et al., 2021).
[image: image]
where the variable for the PHS is denoted as[image: image], including[image: image]. The variable for the SHS is denoted as[image: image], including [image: image] and the boundary variable is denoted as [image: image], including [image: image]. [image: image] refers to the constraints (1)-(4), (10), and (12)-(13). [image: image] refers to the constraints (5)-(6), (8), (14)-(16), (18)-(19), and (21)-(22). [image: image]refers to constraints (7) and (11). [image: image] refers to constraints (17), (20), and (23).
3.2 Formulation of the decentralized sub-problem
Based on the master-slave split method, the original problem can be decomposed into the PHS economic dispatch sub-problem and the SHS economic dispatch sub-problem. For the PHS economic dispatch sub-problem, it can be expressed as the following equation:
[image: image]
By solving the SHS economic dispatch sub-problem, the boundary information (BI) [image: image] is sent to the SHS. With the given BI, the SHS economic dispatch subproblem is formulated as
[image: image]
3.3 Iteration procedure
The two sub-problems decomposed from the original problem can be solved by iteration. First, the PHS solves its own scheduling problem. It passes the boundary information to the SHS after completing the solution. The SHS schedules internally based on this information then provide the boundary information injection to the PHS.
Figure 4 shows the specific iteration procedure. The iterations will begin with the PHS sub-problem after initialization including set n = 1, the maximum number of iterations to N, the accuracy of convergence to δ, and initialize the boundary information [image: image] . Then calculate[image: image] and send to the SHS. The SHS sub-problem will be solved by considering [image: image] as a constant. Then it will obtain [image: image]and provide the [image: image] injection to the PHS. Iteration keeps cycling until the condition [image: image] is satisfied.
4 CASE STUDIES
4.1 Case setting
Figure 5 shows an F6S12 system which is composed of the primary and secondary heating systems with the 6-node PHS and the 12-node SHS. The time resolution is 1 h.
[image: Figure 5]FIGURE 5 | Diagram of the F6S12 system.
To verify the superiority of the CEDM, an isolated economic dispatch model (IEDM) is used for comparison. In the IEDM, the PHS and SHS can only exchange BI via the heat exchange station. In the CEDM, all decision variables can be changed.
The case was tested using MATLAB 2018b on a 2.80 GHz i7-1165G7 CPU with 16 G and solved using the MatlabYalmip toolbox and the open source packages Ipopt solver and Gurobi solver.
4.2 Comparison of coordinated and isolated modes
CHP units have poor regulation in the IEDM. The PHS and SHS have signed contracts that determine the temperature of the PHS. This temperature is largely stable, so the heating output of the CHP is flatter. A small adjustment range will lose the advantage of CHP. As shown in Figure 6, it is up to the boiler to respond to changes in load.
[image: Figure 6]FIGURE 6 | Heat source output in IEDM.
On the contrary, the PHS and SHS work collaboratively with each other in the CEDM as shown in Figure 7. The CHP units have an increased range of regulation. The CHP units can provide peak loads, which can be balanced daytime heat load when less heat is required. The boiler’s supplemental heating plays a role in the early hours of the morning or at night when the heat load is high.
[image: Figure 7]FIGURE 7 | Heat source output in CEDM.
In addition, the temperature of the PHS is generally set higher to ensure the quality of the supply in the IEDM, while the quality could be adjusted to the demand of the load in the CEDM. Therefore, the temperature could be brought down as shown in Figure 8. The temperature of the return water network has also been reduced, so it is not shown in Figure 8.
[image: Figure 8]FIGURE 8 | Supply water in two modes.
Moreover, the PHS has long lines during transmission as shown in Figure 9, which can cause significant heat loss in IEDM The CEDM, on the other hand, can reduce the heat loss to the environment during transmission by reducing the temperature.
[image: Figure 9]FIGURE 9 | Heat loss in two modes.
As shown in Table 2, the coordinated economic dispatch in the CEDM is more economical than in the IEDM. The CEDM could take the advantages of CHP units to be fully exploited, using CHP units to meet the vast majority of the heat demand. It can also take advantage of the boiler’s supplemental heating to reduce the output of the boiler and costs.
TABLE 2 | Cost of two modes and algorithms.
[image: Table 2]Moreover, centralized and decentralized algorithms have the same results, verifying the validity of the proposed algorithm which refers to the master-slave split method. Moreover, the decentralized algorithm converges with the same Karush–Kuhn–Tucker conditions compared to the centralized algorithm. So the solution obtained satisfies optimality.
5 CONCLUSION
In this study, the coordinated economic dispatch model (CEDM) of the primary and secondary heating systems considering the boiler’s supplemental heating is established to solve the problems in DHS operations, such as the small regulation range of CHP units, high losses in the heating systems, and high costs. The reliability of the model has been verified using examples. Also, based on the actual physical characteristics, the distributed coordinate economic dispatch based on the master-slave split method is applied in the primary and secondary heating systems, which solves the problems of difficult information interaction and privacy protection. It proved the optimality of the master-slave splitting method in non-convex scenarios.
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The Unit Commitment problem (UC) is a complex mixed-integer nonlinear programming problem, so the main challenge faced by many researchers is obtaining the optimal solution. Therefore, this dissertation proposes a new methodology combining the multi-dimensional firefly algorithm with local search called LS-MFA and utilizes it to solve the UC problem. In addition, adaptive adjustment, tolerance mechanism, and pit-jumping random strategy help to improve the optimal path and simplify the redundant solutions. The experimental work of unit commitment with the output of 10–100 machines in the 24-hour period is carried out in this paper. And it shows that compared with the previous UC artificial intelligence algorithms, the total cost obtained by LS-MFA is less and the results are excellent.
Keywords: local search, multi-dimensional firefly algorithm, unit commitment, economic dispatch, artificial intelligence algorithm
1 INTRODUCTION
The electric power industry is becoming a key instrument in the economic and social development of a nation. It plays a vital role in the heavy industry and has long been the leading industry of a nation. With the continuous progress of human society and civilization, the power system has penetrated into all walks of life, so the effective, economic, secure, and stable operation of the power system has emerged as a powerful platform for the economic development of the nation. From national defence to daily life, the stability and reliability of the power system have been escorting social progress. There are some pieces of evidence to suggest that with the continuous expansion of the power system scale, it is challenging to achieve the balance of supply and demand and maximize economic benefits only by governing the output and commitment of the generators, which needs to adjust generators unit commitment and output scheduling in advance.
The unit commitment of a power system refers to reasonably adjusting the up-down state of units and active power distribution of units in a specified period (the example selected in this paper is a 24-hour period), so as to satisfy the balance between supply, demand, and spinning reserve requirement. And it can maximize the economic benefits of power system operation.
Among the traditional algorithms, literature (Su and Hsu, 1991) adopted fuzzy optimization theory to express load prediction, operation cost, and spinning reserve. They designed a fuzzy dynamic programming approach. One criticism of the literature was that it took a long time. A combination of the genetic algorithm and the quadratic programming approach was used in the literature (Mantawy, 1998) based on fuzzy optimization theory to obtain the unit commitment. Literature (Senjyu et al., 2003) based on heuristic methods provided a means of solving the problem of unit commitment, which improved the effectiveness of the algorithm. Dynamic programming was adopted in literature (Lee, 1991), and the average full-load consumption combined with the unit operation factor was selected for its reliability and validity. To better improve the accuracy of the solution, reference (Fan et al., 1996) undertook the sequential input method. Later, the exit commitment algorithm appeared. In literature (Xia et al., 2000), the use of reversing sorting according to the variation of unit operating cost after the unit shutdown was a well-established approach to finding the optimal solution. Besides, many researchers (Lowery, 1966; van den Bosch and Honderd, 1985; Snyder et al., 1987) have utilized the dynamic planning method to solve the problem of UC, but a major problem with the experimental method was the dimension disaster. So the procedures of this study were enhanced by the central improvement idea. That was to initialize the unit according to some economic characteristics indexes to generate the initial unit commitment, which greatly reduced the state variables. The Lagrangian Relaxation method (LR) was one of the most prominent procedures for determining commitment (Merlin and Sandrin, 1983; Zhuang and Galiana, 1988; Cohen et al., 1999) The benefit of this approach was that there was no dimension of disaster, and it performed well in solving large-scale optimization problems. However, there were certain drawbacks associated with the use of LR, for example, the convergence speed was not fast, and it appeared to oscillate. Literature (Carrión and Arroyo, 2006; Ostrowski et al., 2012) adopted a mixed integer programming method, but this method usually had no requirements on constraint conditions and a large amount of calculation, with slow calculation speed and convergence speed, so its practicability was not outstanding.
Recently, publications about UC more frequently adopted the artificial intelligence algorithm. Literature (Sasaki et al., 1992) depended on the Hopfield network model in Artificial Neural Networks (ANN) to solve the UC problem. Analysis of Hopfield involved in the traditional algorithm was first carried out. Various inequality constraints were taken into account in detail to determine the up-down state of each unit. But the model failed in convergence, and the results were not accurate. In 1996, Bai et al. published a paper in which they described the Tabu Algorithm (TB) to design a method that can be used for day-ahead scheduling plan adjustment or plan reorganization after the change of system running state (Bai and Shahidehpour, 1996). In an attempt to have good robustness and good calculation speed, the researcher (Maifeld and Sheble, 1996; Srinivasan and Tettamanzi, 1996) used the Genetic Algorithm (GA). Literature (Wong, 1998) used simulated annealing, which was a heuristic random algorithm based on Monte Carlo Iterative Solution Algorithm, but its convergence speed was behindhand, and some control parameters were difficult to determine.
This paper focuses on an artificial intelligence algorithm—Firefly Algorithm (FA) which eradicates the old and fosters the new. The FA was designed by Yang of Cambridge University in 2009 (Yang, 2009). It simulates the unique social behavior of fireflies in nature—luminous. And it generates a random optimization algorithm. Firefly Algorithm not only has a simple procedure, but also less relevant data, even can better overcome the common problem of local fast convergence of artificial intelligence algorithms. Therefore, this algorithm is beloved when it solves complex optimization problems with multiple constraints. The Firefly Algorithm is a random optimization algorithm generated according to the characteristics of the firefly’s flashing behavior in nature. Without considering the biological significance of the firefly’s luminescence, the firefly only uses its luminescence characteristics to search for companions in its search area and advances toward individuals with a higher brightness than itself to complete the update of the position. Firefly Algorithm was first carried out in 2005 at the IEEE conference on Swarm Intelligence. There has been an amount of application since it was proposed, such as the use of robots in the group, looking for multiple source localization, harmful gas emissions, contamination inspection, and multimodal optimization problems (Krishnanand and Ghose, 2005, 2006; Krishnanand K. and Ghose, D. 2009; Krishnanand K. N. and Ghose, D. 2009), which show the FA has a good performance, causing the favor of the researchers around the world, gradually becomes new popular research in the intelligent computing field.
This dissertation employs the Multidimensional Firefly Algorithm combined with Local Search (Balas and Vazacopoulos, 1998) named LS-MFA to solve the UC problem, considering discrete and continuous variables, and the output of generators, the unit minimum up-down time constraints, the load constraints. Meanwhile, the ramp rate constraints are also involved, which has the system is no longer a single independent section of optimization during the run time. Instead, it is sequent, setting out to obtain the unit commitment and the unit output distribution as well as having a significant price advantage compared with the previous literature. Meanwhile, the Firefly Algorithm itself is improved, one of which is to replace the fixed movement factors of FA with a new dynamic parameter adjustment method. Otherwise, different from the modern heuristic algorithms which use a penalty function to deal with equality constraints, this article does not add an additional objective function. It engages with the tolerance mechanism and amends the infeasible solution to the feasible region, which avoids being difficult to find a feasible solution due to multifarious equality constraints in the dynamic economic dispatch (DED). Beyond that, the random strategy is adopted aiming to increase the diversity of the population and prevent local premature convergence. It is worth mentioning that this paper proposes a new methodology for dealing with discrete variables. It joins the thought of Local Search (LS) including the “jumping pit strategy”. And according to minimum up-down time limits, it sets up mandatory units that must run, mandatory units that must be turned off, and the free unit, which greatly reduces the amount of calculation of the unit commitment. Faster and more efficient optimization is achieved by adjusting free units. Furthermore, the injection of the “self-comparison” strategy ensures the rapid convergence of the search range. Frequently, compared with previous literature, the results show that LS-MFA facilitates the economy.
This paper is composed of six themed chapters. And it has begun with the above overview and introduction to UC. It will then go on to specifically introduce the proposed new methodology LS-MFA. The second part deals with the models and formulas of UC. Chapter Three begins by laying out the improvement both in the random movement factor [image: image] and the attractiveness, as well as the theoretical dimensions of LS-MFA, and looks at how it deals with the UC, which is the novelty of this study. The fourth chapter is concerned with the methodology used for this study. Chapter Five analyses the results of simulations and discussions. The sixth part is the summary of this paper and the vision for future work.
2 MATHEMATICAL MODEL OF UC
2.1 Objective function
The UC problem is to determine the best commitment of the unit state and generate the corresponding active power output in order to minimize the sum of power generation cost and start-up cost in the cycle. Its mathematical model is expressed as follows:
[image: image]
In the formula, [image: image] is the total unit cost, [image: image] represents the number of units; [image: image] represents the operation period; [image: image] represents the state of the generator [image: image] in time period [image: image]. It can be described as follows:
[image: image]
Where, [image: image] presents the generation cost of the unit [image: image] in time period [image: image], and its function can be expressed as:
[image: image]
In the formula,[image: image] are the fuel cost coefficients of conventional generator set [image: image].[image: image] is the active power output of the generator set during the period. [image: image] is the start-up cost of generator set [image: image], which can be expressed as:
[image: image]
Where, [image: image] is the hot start-up cost of unit [image: image], [image: image] is the cold start-up cost of unit [image: image], [image: image] is the minimum downtime of unit [image: image];[image: image], is the continuous downtime period from unit [image: image] to [image: image], and [image: image] is the cold start-up time of unit [image: image].
2.2 Unit input also needs to meet the following constraints
2.2.1 Supply and demand balance constraints
The equality constraint in unit commitment optimization is the active power balance constraint. The total generating capacity of the generator needs to be equal to the load in real-time.
[image: image]
Where, [image: image] is the load of the system at the time [image: image]
2.2.2 Constraints on spinning reserve requirement
In order to ensure the reliability of the system, sufficient spare capacity should be left in the power system, which can be expressed as:
[image: image]
Where, [image: image] is the maximum active power output of unit [image: image] in time period [image: image]; [image: image]is the spinning reserve requirement of the power system at time period[image: image], which is generally set as the percentage of the total load of the system at that time, and is set as 10% in this paper (Kazarlis et al., 1996).
2.2.3 Constraints on unit operation output

[image: image]
Where, [image: image] is the minimum active power output of unit [image: image] in time period [image: image].
2.2.4 Constraints on start and stop time
When the unit changes its state, it needs to meet a certain time, otherwise, it will threaten the normal operation of the unit, which can be expressed in the following formula:
[image: image]
Where, [image: image] is the continuous uptime until [image: image], and [image: image] is the minimum uptime of unit [image: image];[image: image] is the continuous downtime of unit [image: image] until [image: image], and [image: image] is the minimum downtime of unit [image: image].
2.2.5 Climbing and descending constraints

[image: image]
The formula, [image: image]represents the ramp-up rate of unit [image: image], [image: image] represents the ramp-down rate of unit [image: image].
3 PROPOSED IMPROVED LS-MFA MODEL
3.1 Firefly algorithm
Light intensity and attractiveness are the crucial roles of FA. For mathematical expression, the position of fireflies in the space coordinates determines the brightness of the firefly, which can be described as different positions matching different brightness. Meanwhile, its relative brightness decides the attraction between the individual and the probability of attraction, for this reason, it affects the distance and the direction of the individual movement. Therefore, each individual will change its light intensity in the process of moving. Finally, all kinds of updates are completed and at the same time, the optimization of the target is completed. The mathematical expressions in this process are as follows:
3.1.1 Relative attractiveness of fireflies

[image: image]
Where, [image: image] is the brightness of the individual’s initial position, and its intensity decreases with the increase of distance; [image: image] is the light absorption coefficient. In the original FA, both [image: image] and [image: image] are constant constants, usually 1. [image: image] represents the Cartesian distance between two individuals.
3.1.2 Cartesian distance
The distance between individuals can be called Euclidean or Cartesian distance, and it can be expressed as follows:
[image: image]
Where, [image: image]and [image: image]are the positions of two individuals[image: image] and [image: image]; [image: image]and [image: image]are the s-dimensional space coordinates of the[image: image] and[image: image] individuals; [image: image] is the total number of dimensions;[image: image] was chosen at random; [image: image] is the total number of individuals.
3.1.3 Location update basis
The formula that individual [image: image] is attracted and updates to the position of [image: image], which is brighter than itself:
[image: image]
In the formula, [image: image] changes according to the attractiveness; [image: image] represents a function that selects random numbers between 0 and 1. It is a disturbance term set to avoid the population falling into the local optimal solution, and it is based on these random terms that the algorithm is improved later.
3.1.4 Flow chart of basic firefly algorithm
How the FA gets down evolutionary operation can be demonstrated as Figure 1
[image: Figure 1]FIGURE 1 | Firefly algorithm flow chart.
3.2 Improved firefly algorithm
3.2.1 In modifying and improving the random movement factor [image: image]
In Firefly Algorithm, the random movement factor α plays an important role. If the random movement factor α is always large, the speed of optimization can be improved, but the accuracy of the solution will be reduced. If the random movement factor is always small, although the accuracy of understanding is improved, the optimization speed of the algorithm is greatly slowed down. Therefore, in the initial stage of the algorithm, α is relatively large, which can accelerate the speed of optimization. At the later stage, a relatively small step factor is needed, because, at this time, the population in the space has been mostly concentrated near the optimal solution, and a small step factor can improve the accuracy of the solution. Therefore, we need to adopt dynamic α to adjust the optimization.
In literature (Zhang et al., 2017), Zhang constructed a Firefly Algorithm with adaptive step size. The paper pointed out that under ideal conditions, all individuals in the population would gradually converge to the same point and eventually converge during the optimization process. That is, for two individuals [image: image] and [image: image] in space, we can get:
[image: image]
[image: image]
Where,[image: image]) Eq. 13 means that all individuals (solutions) converge to a point, and Eq. 14 means that the convergent solution does not change. According to Eqs 10, 13, 14 it can be obtained:
[image: image]
Where, Eq. 15 shows that when the firefly algorithm converges, the random movement factor [image: image] will approach 0.
Therefore, this paper adopts Eq. 16 to dynamically update the random movement factor [image: image]:
[image: image]
From Figure 2, we can see that its value gradually decreases and tends to zero with the number of iterations, which is in line with the inference of the above formula. Meanwhile, the following calculation examples show that the improved method can help us find the optimal solution.
[image: Figure 2]FIGURE 2 | The iterated graph of alpha.
At the same time, another four different [image: image] adaptive adjustment methods are used for comparison, respectively.
[image: image]
[image: image]
[image: image]
[image: image]
It can be seen from Figure 2 that M2 converges too fast, resulting in too short step factor and local premature maturation. The initial stage of M3 is too small and the optimization range is too small, which is not conducive to population diversity. M4 converges too slowly, so that the step size factor in the final stage is too large, resulting in slow convergence. From the local enlarged image, M5 has a random term, which makes the float and unstable changes. Therefore, M1 is the correct choice in this paper, which ensures better convergence and relatively stable.
3.2.2 In terms of improving the attractiveness
According to previous studies, it is found that the optimization result of the algorithm is not so satisfactory when the algorithm is based on Eq. 10. To deal with this phenomenon, many change strategies have been proposed by researchers, among which the most well-known is the change mechanism proposed by Fister et al. (Fister et al., 2012). The improvement in this example is shown in Figure 3, and the formula can be expressed as follows:
[image: image]
[image: Figure 3]FIGURE 3 | The iterated graph of [image: image].
As can be seen from Figure 3, in the optimization of the whole stage, the values of attractiveness remain at around 0.2, but there are a few times that the attractiveness reaches 1, ensuring the diversity of the population, avoiding excessive prematurity, meanwhile, as progress through the iteration is smooth, this is because most of the fireflies are already clustered around the brightest individuals in the space. Most of the attraction converges at about 0.2, which is conducive to improving the convergence rate of the population.
3.3 Combine local search
Local Search is a simple, efficient, and fast local search algorithm. A local search is constructed for the unit commitment problem, and a local adjustment method is created to ensure that the final result obtained by the algorithm can satisfy all the constraints and to ensure the feasibility of the optimization results.
In this essay, the Local Search method is used to solve the discrete variable problem of unit commitment. Firstly, according to Eq. 8, mandatory units that must be turned on, mandatory units that must be turned off, and the free units are determined. If [image: image] represents a mandatory unit that must be turned on, [image: image] represents a mandatory unit that must be turned off, and [image: image] represents free unit that can be started or stopped, the three shall meet the following requirements:
[image: image]
There are many indexes to measure the unit input sequence, and different parameter indexes can be selected according to the characteristics of different units and loads. In this paper, based on the minimum specific consumption, Eq. 23 is used as the ranking index of units that are free:
[image: image]
According to the Eq. 6 to form the initial unit commitment, but in the process, to take into account for a certain period that the load is too heavy or subsequent unit start-up costs are too expensive to open, it is necessary to include opening a mandatory unit that must be turned off, to meet the requirements of load and the spinning reserve. While combining with the economic dispatch followed considering ramp rates constraints, it can appear that it does not satisfy Eq. 6. Therefore, to simplify the calculation, this paper first forms the bandwidth of an upward expansion unit, as shown in Figure 4. If the unit in sequence willing turn on is a mandatory unit that must be turned off, it is necessary to find the stopped time during the [image: image] period and make it into the unit to be started, which will not add the unit start-up cost at the same time. However, redundant units may be generated during the [image: image] period, thus it increases the operation cost. Therefore, the unit commitment of the [image: image] period should be reconsidered according to the constraints of load and spinning reserve requirement, as shown in Figure 5. If Eq. 6 is still not satisfied, continue to expand one bandwidth, but ensure that the previous units still satisfy Eq. 8, i.e. execute loop Figure 5 until Eq. 6 is satisfied. Because the operation consumption function of the unit is a quadratic function, the Firefly Algorithm is used to find the best output balance for economic dispatch.
[image: Figure 4]FIGURE 4 | Initial unit commitment and their primary local search.
[image: Figure 5]FIGURE 5 | Flow chart for converting the unit to be started from the unit to be stopped.
4 APPLICATION OF LS-MFA IN SOLVING UNIT COMMITMENT PROBLEMS
4.1 Bionic model of unit commitment problem
In this paper, fireflies in the population represent the unit output commitment of [image: image] periods, expressed as follows:
[image: image]
Firefly position updates are made by the following formula:
[image: image]
Where: [image: image] is the firefly whose brightness is higher than [image: image]. When there is no firefly whose brightness is greater than [image: image] itself in the space around [image: image], the position will be moved and updated randomly. Where:[image: image],[image: image].The Cartesian distance between the two units is expressed as follows:
[image: image]
4.2 Flow chart of the solving process
The flow chart of the optimization solving process can be shown in Figure 6.
[image: Figure 6]FIGURE 6 | Overall flow chart for solving unit commitment problem.
Step 1. The unit parameters, load, and spinning reserve requirement are the first input.
Step 2. The initial unit commitment is determined according to the maximum unit output, Eq. 8, and the method of local structure construction, and whether it meets the load and spinning reserve requirement of the unit is considered, i.e. Eq. 6. If Eq.6 is satisfied, go to Step 4.
Step 3. If not, according to the process shown in Figure 4 and Eq. 8, restarting the units in the previous period makes the units will be opened into units to be available, and initialize the firefly population of the reopened units again to eliminate redundant units. Then repeat Step 2.
Step 4. When Eq. 6 is met, MFA is used to carry out economic dispatch corresponding to this unit commitment. However, since ramp rate limits should be considered in the process of economic dispatch, other units in the same segment need to be opened again to meet the load and spinning reserve requirement. Therefore, if Eqs 5–9 is not satisfied, go to Step 5, otherwise, go to Step 6.
Step 5. In this step, Figure 4 should be used again. Initialize the firefly population of the reopened units again to eliminate redundant units, until the units satisfy Eqs 5–9 again. Then, repeat Step.4.
Step 6. In this step, MFA is used to further optimize the iteration of the population, including unit commitment and economic dispatch, and the “self-comparison” strategy is used to prevent the iteration from deviating from the optimal value.
5 SIMULATION RESULTS AND ANALYSIS
In this essay, the example of 10 units in literature (Kazarlis et al., 1996) for a 24-hour period is first adopted. The unit parameters are provided in Table 1, which includes the maximum active power output of the unit [image: image] in the period [image: image], the minimum active power output of the unit [image: image] in the period [image: image], the fuel cost coefficients of the conventional generator set [image: image], the minimum up-down time, and the initial continuous uptime of units. Table 2 presents the unit commitment in the 24-hour period and the load demand by LS-MFA for a 10-unit system. As can be seen from the table, the unit commitment belongs to the local structure formed in Figure 4. And it conforms to the minimum up-down time limits. Table 3 shows the economic dispatch of unit commitment in Table 2. Further analysis showed that the units with a good economy will not only be put into priority, but also be arranged to run at full load as far as possible. Meanwhile, it satisfies the load demand, the spinning reserve requirement, and the ramp rate. The results obtained from the preliminary analysis of optimal operating cost per hour are set out in Table 4.
TABLE 1 | Unit parameters.
[image: Table 1]TABLE 2 | Unit Commitment for 10-unit system.
[image: Table 2]TABLE 3 | Economic Dispatch for 10-unit system.
[image: Table 3]TABLE 4 | Optimal operating cost per hour for 10-unit system.
[image: Table 4]With the aim of presenting the optimization process, Figure 7 shows the trend of 200 iterations of the optimization process. From the figure, the results have been smooth around the 100th iteration. And it can be seen from the whisker diagram of the ordinate axis, that in the initial iterations of the optimization, convergence speed is quick, and most of the results are concentrated around the optimal solution, this phenomenon also confirms the improvement in both in the random movement factor [image: image] and the attractiveness [image: image], namely in the initial iterations of the optimization needs larger random movement factor and enough stable attractiveness to find the optimal solution, and as the iteration goes on, the decrease of random movement factor [image: image] is beneficial to the optimization in a small range, and in this process, the attractiveness function is dynamic, which ensures the convergence speed and the diversity of the population and avoids premature convergence. Finally, from the enlarged image about the last period of the iteration, at 178th, the cost is 563984$. It is worth mentioning that at 180th the cost converges on 563977$, and the trend is stable.
[image: Figure 7]FIGURE 7 | The iterative optimization of LS-MFA.
In order to further illustrate the advantages and practicability of LS-MFA, the clustering results of the other twenty-two methods of DPLR, ALR, ELR (Ongsakul and Petcharaks, 2004), LR, GA (Kazarlis et al., 1996),EP (Juste, 1999), LRGA (Cheng and Liu, 2000), GAUC(Yamashiro, 2001), DPSO(Gaing, 2004), ICGA, BCGA(Damousis et al., 2004), BF(Eslamian et al., 2009), PSO-LR (Balci and Valenzuela, 2004), SLFA (Ebrahimi et al., 2011), HPSO(Ting et al., 2006), BGOA (Shahid et al., 2021), ABC(Kokare and Tade, 2018), ABFMO(Pan et al., 2021), BCS(Reddy Surender, 2017), BDEr (Kamboj et al., 2017), BGWO(Panwar et al., 2018), BPSOGWO(Kamboj, 2016) which are shown in Table 5, meanwhile, the results are compared with the result of LS-MFA, obtaining the cost difference. Figure 8 visualizes the comparison, ranking several methods using operating costs as the primary axis (black) and cost differences (blue) as the secondary axis. By checking the output obtained from SLFA, whose cost is better than LS-MFA, we find that although the cost is 563937$, it does not meet the load demand in the period of [image: image]. What is striking about the figures in Figure 8 is that LS-MFA proposed in this paper has good optimization performance, is better than most methodologies, and is worthy of consideration by researchers in future work studies.
TABLE 5 | Comparison of total cost with reported optimization techniques for 10-unit system.
[image: Table 5][image: Figure 8]FIGURE 8 | Comparison of total cost with reported optimization techniques for 10-unit system.
In order to further demonstrate the good performance of LS-MFA, the 20,40,60,80,100-unit systems are used to verify. The 20, 40, 60, 80, and 100-unit data are obtained by duplicating the base case (ten units), whereas the load demands are adjusted in proportion to the system size. And the comparisons of the larger systems are shown in. Meanwhile, for a more intuitive comparison, the methods are sorted. Figures 9–13 visualize the comparison, ranking several methods using operating costs as the primary axis (black) and cost differences (blue) as the secondary axis. Figures 10, 12 present that LS-MFA acquires the best data in 40-unit and 80-unit.
TABLE 6 | Comparison of total cost with reported optimization techniques for 20-unit system.
[image: Table 6]TABLE 7 | Comparison of total cost with reported optimization techniques for 40-unit system.
[image: Table 7]TABLE 8 | Comparison of total cost with reported optimization techniques for 60-unit system.
[image: Table 8]TABLE 9 | Comparison of total cost with reported optimization techniques for 80-unit system.
[image: Table 9]TABLE 10 | Comparison of total cost with reported optimization techniques for 100-unit system.
[image: Table 10][image: Figure 9]FIGURE 9 | Comparison of total cost with reported optimization techniques for 20-unit system.
[image: Figure 10]FIGURE 10 | Comparison of total cost with reported optimization techniques for 40-unit system.
[image: Figure 11]FIGURE 11 | Comparison of total cost with reported optimization techniques for 60-unit system.
[image: Figure 12]FIGURE 12 | Comparison of total cost with reported optimization techniques for 80-unit system.
[image: Figure 13]FIGURE 13 | Comparison of total cost with reported optimization techniques for 100-unit system.
As can be seen by the above results, the result obtained by LS - MFA is better than most methods, and in the process of optimization, compared with the mixed-integer nonlinear programming, the use of local search avoids the dimension disaster, and improves convergence speed. Meanwhile, few parameters using the firefly algorithm program and strong randomness make the optimization not too premature and effectively prevent the local convergence. The improvement of the Firefly algorithm itself makes the final results tend to be stable, and the results obtained are well.
6 CONCLUSIONS AND FUTURE WORK
In the process of the optimization problem of the power system, the unit commitment problem is always the top priority. And its economic dispatch power system is efficient, safe, stable, and economic operation indispensable safeguard. By finding the optimum commitment, the electric power industry of a country can not only get considerable income but also alleviate the problems of energy shortage and environmental pollution in today’s era. Meanwhile, it is a powerful catalyst to promote the implementation of sustainable a development strategy.
Unit Commitment of electric power system and the economic dispatch problem is discrete and continuous variables of the nonconvex, nonlinear, multi-dimensional. Besides, the distribution of the process is complex. Therefore, only set up accurate realistic models of the actual working state of the power grid, can we obtain more conducive for the further optimization and development of the power system. The focus of this paper lies in:
1) Use dynamic [image: image] factor to further improve the optimization of the FA.
2) The self-adjustment strategy is used to prevent the target value from deviating from the optimal solution due to iteration.
3) A tolerance mechanism was adopted to modify the infeasible solution to the feasible region and increase the population diversity.
4) Combined with the Local Search method, the “pit-jumping strategy” is adopted to determine the unit commitment, which not only ensures the diversity of unit commitment solutions but also avoids dimension disaster to a certain extent.
5) The Firefly Algorithm combined with the Local Search method can be found through the simulation results that its unit commitment and economic dispatch results are not inferior to other algorithms
In the future, the author will strive to improve LS-MFA and add an integrated energy management system, including combining heat and power generation (CHP), wind and hydropower units, and battery energy storage systems, so as to make it meet the modern energy needs.
In recent years, the living level has continuously improved, and people are no longer taking the environmental problem for granted, we must adhere to the new concept of development, sustainable development. So when solving the UC problem, the power system should not only consider whether or not the operation efficiency, the cost is considerable, and incorporated into the new energy. Beyond that, some uncontrollable factors should be taken into account, such as inaccurate load prediction, failure of output unit start and stop, accidents in the transmission process, and the probability of interference factors that may occur. And finally, the objective function and each constraint probability are calculated to build a scheduling model in line with the actual operation situation. That is, to say, the premise of our pursuit of economic benefits is to protect nature and build an energy-conserving society.
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Intelligent distributed control and protection is a promising route towards flexible and safety operation of distribution network with widespread access of distributed energy resources A fundamental premise of the distributed decision-making is that each smart terminal can identify the topological structure of the feeder and track its changes. This paper proposes a distributed topology identification algorithm with high fault tolerance based on peer-to-peer communication. The smart terminal units (STU) installed on the nodes can dynamiclly track and identify the network topology through local measurement and information exchange with neighboring STUs. The proposed algorithm combines local measurement mutual check with contralateral connectivity predictive correction, and significantly improves the tolerance of measurement errors in topology identification. Test examples are presented to verify the effectiveness of the method.
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1 INTRODUCTION
With the development of distributed generation, power flows in active distribution networks are becoming increasingly complex and unpredictable, and the equipments that need to be automatically monitored and regulated is increasing rapidly. Therefore, distributed control and protection of distribution network are becoming more and more intelligent. State perception and decision making are realized through smart terminal units (STUs) set at key nodes of the network. The adjacent STUs can carry out interactive communication and information exchange, so that the distribution network can operate flexibly under complex conditions without all kinds of disturbances (Zhang et al., 2015).
One of the preconditions for STU to make control decisions such as fault recovery and voltage regulation is to capture the topological structure of the network, identify its location in the distribution network. Taking the reactive power-voltage control in (Šulc et al., 2014; Keqiang et al., 2019; Zhong, 2020) as an example, the control strategy is designed according to the upstream and downstream connection relationship between the nodes. In (Kaijun et al., 2015; Mengyou et al., 2015), the distributed feeder automation algorithms are designed for specific feeder topological structure and the location of tie-switch. The design of protection function of distribution network has similar requirements. For the distribution network with ring structure, operations such as open-loop operation and power supply transfer are frequent, resulting in frequent changes in upstream and downstream relationship. In order to achieve distributed current protection, STUs need to dynamically identify their upstream and downstream connection relationship in two ways: centralized topology identification (Ang et al., 2017) by dispatching master station, and distributed autonomous tracking by peer-to-peer communication and information exchange between distributed control terminals.
The centralized topology identification is carried out according to the switch status and the network operation mode, which require the accurate static structure of distribution network should be stoted in the dispatching master station in advance. The centralized identification algorithms can be divided into two categories: adjacency matrix method and tree search method (Hong, 2008; Guozheng and Bingyin, 2011; Yiming et al., 2012).
Compared with the centralized scheme, the distributed topology identification does not need to perceive the static structure of all the feeders, and has high robustness and anti-disturbance ability. In (Kaijun et al., 2015; Mengyou et al., 2015; Yitong, 2019), each feeder switch is configured with an intelligent terminal (STU), which only needs to pre-store the communication address of its neighbor STU. STU at the source side of the feeder is responsible for sending the switch status and the power supply capacity of the feeder to the adjance STU. The status query is transmitted step by step between STUS until the switch in the off state is found. The upstream and downstream relationship and topological connection information in feeder operation is obtained. STU distributed control is adopted for the cable network in (Guofang et al., 2018), and the control range of each STU covers all switches of each node of cable feeder.
In this paper, a new distributed topology identification algorithm based on peer-to-peer communication is proposed for medium voltage cable distributed network with loop connection and open loop operation. Its characteristics include: 1) Make full use of the current and power measurement information of the network nodes, as well as the switch status, to improve the tolerance of measurement errors. 2) Each STU can predict the switching status of the other side of the line by analysing the analog variables and switch variables, and further check the local topology by exchanging and comparing with the topology identified by the other side. 3) Peer-to-peer communication is used for information exchange. There is no master STU, and each STU only communicates with its neighbor STU. 4) Each STU can track and obtain the complete topology of the feeder. The static topology of feeder groups does not need to be stored in advance. 5) Topology identification and upstream/downstream relationship identification are not affected by distributed generators access and bidirectional power flow.
The process of topology identification, fault tolerance criterion and topology checking scheme are introduced in this paper. The effectiveness of the proposed method is verified by an example of active distribution network with distributed generators.
2 APPLICATION SCENARIOS AND DEPLOYMENT REQUIREMENTS FOR DISTRIBUTED TOPOLOGY IDENTIFICATION
2.1 Distributed smart terminals
Taking the cable-based distribution network shown in Figure 1 for example. It is a single loop with two 10 kV feeders. The smart terminals are configurated on the loop network nodes. Each terminal is responsible for the monitoring of the bus voltage, branch current and switch status of one loop network node.
[image: Figure 1]FIGURE 1 | STUs in the cable-based distribution network.
In distribution network with open-loop operation, the substation bus can be treated as power supply source of the feeders, which is the basis for judging the upstream and downstream relationship. Therefore, a special label is given for the switch of substation bus. In this paper, ST represents the intelligent terminal corresponding to the substation bus, while other intelligent terminals in the feeders are identified as SA, as shown in Figure 1. They are collectively called STU.
No matter active or passive distribution network, in open-loop operation, there is only one branch of each STU- configured node, connect to the main supply substation. The other side of this branch is called the upstream node. Taking Figure 1 for example, if the open-loop point is on the right switch of SA3, both SA1 and SA2 are upstream nodes of SA3. Obviously, changing the open-loop point will change the upstream and downstream relationship between SAs.
In this paper, the nodes with STU and connecting to the main substation are regarded as upstream nodes, regardless of the power flow direction. If the open-loop point is at the right-side outlet switch of SA3, then SA1 and SA2 are both upstream nodes of SA3. Obviously a different open-loop point will lead to a different upstream/downstream relationship between SAs.
The topology identification method proposed in this paper does not require complete static topology information that is preset and stored in the ST or SA. Each ST or SA only needs the identification information of its neighboring terminals. Here, SAj is the “neighboring terminal” of SAi, the distribution branch connecting SAi and SAj does not need to pass through the supervisory bus of any other smart terminal. Table 1 summarizes the basic topology and communication information that needs to be stored in the SA.
TABLE 1 | Basic topology information stored in STU.
[image: Table 1]Preset topology information connection can greatly reduce the maintenance workload in operation and management. When the topological structure changes, for example, a new loop network node is inserted between SA1 and SA2 in Figure 1, only information of adjacent terminals of SA1 and SA2 needs to be changed, without any modification of other terminals.
2.2 Real-time measurements of smart terminal unit
STUs are responsible for monitoring and protecting the operation of the distribution network. Therefore, one of their basic tasks is to collect real-time data on the electric parameters of the loop network node and the switch status. The topology identification algorithm proposed in this paper functions during the steady-state operation, and the required real-time monitoring data are shown in Table 2.
TABLE 2 | Monitoring data required in topology identification.
[image: Table 2]The operating information mentioned above can be obtained by calculating the bus voltage and branch current data are collected regularly by STU.
It is worth noting that the method proposed in this paper is designed for active distribution networks. The STU power supply branches may contain power load, distributed power source and energy storage devices, and the power flows can be bi-directional.
3 DISTRIBUTED TOPOLOGY IDENTIFICATION
3.1 Flow of the algorithm
In this paper, STU and its neighbors regularly communicate peer-to-peer and exchange information. The identification period is equal to the sampling period. In one cycle, each STU completes one local measurement, one information exchange with neighbor, multiple information analysis and topology identification logic. Each STU independently makes the judgment of the topological relationship of the distribution network. The topology identification process for each cycle is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Flow chart of topology identification algorithm.
The technical solutions of each link of topology identification are described below.
3.2 Connectivity judgment
According to the updated real-time information, STU performs the first prediction based on the switching state of the branches. Moreover, STU can make a preliminary judgment about the branch connectivity between itself and neighboring STUs, as well as the switch state of the opposite side of the branch. The two STUs can exchange their information, and each STU can use the information from the STU on the opposite side to correct judgments about the status of the switch, thus improving the accuracy of topology identification and fault-tolerant of measurement faults.
Note that the STU in the loop network node is x, the branch that requires connectivity judgment is k, the switch number on the local side is (x, k), the neighbor STU on the opposite side of the branch is y, and the switch number on the y side of the branch is (y, k). The preliminary judgment of connectivity include {S’x,k, cx,k} and {S’y,k, cy,k}. Table 3 shows the meanings and value ranges of variables S’ and c. In the table, confidence c represents the credibility of the judgment. The confidence degree is divided into three grades, which are: 1 - confident; 0 - Untrusted; 0.5 - guess. There are also three feasible values for the judgment of switch on/off state S’: 0/1/Null corresponding to switch off, closed and unknown state respectively. ε is a small positive integer slightly larger than the normal measurement error.
TABLE 3 | Connectivity status of STU.
[image: Table 3]Figure 3 shows the rules for initial connectivity judgment based on local measurements, and the measurement symbols are shown in Table 2.
[image: Figure 3]FIGURE 3 | Decision tree for connectivity judgment.
It can be seen that the absolute value of current and active power is used to construct the rule tree, which is not affected by current direction and power supply direction. Therefore, it is suitable for both the active distribution network with distributed generators and the passive distribution network with unidirectional power flow.
Check the switch status by measuring switch status g, which is the root node in Figure 3. Considering the measurement errors, the mutual checking logic of analog quantity is designed to increase the fault tolerance, as follows:
1) If the branch current measurement is consistent with the switch state measurement logic, the local connectivity is judged as confidence value 1, i.e., the leftmost and rightmost branches in Figure 3. At the same time, if the switch is on and current is detected in the branch, it can predict that the opposite switch is on. On the contrary, when the switch is off and there is no current in the branch, the opposite switch state cannot be predicted.
2) If the switch state is off but the branch detectes current, calculate whether the sum of the active power flowing into the bus through all branches is zero (power balance) to assist judging whether the measurement has an error. If the power and current criteria are logically consistent, change the judgment to connect and express the confidence as 0.5. Otherwise, the disconnection is judged as confidence value 0.5. See the second and third left leaf nodes in Figure 3.
3) If the switch status is closed but the branch current is zero, it may be because the switch on the opposite side of the branch is off, there is no logical conflict. Therefore, the confidence degree 1 represents that the switch of the local side is on, while the confidence value 0.5 represents that the switch of the opposite side is off.
3.3 Information exchange with neighboring smart terminal units about connectivity judgment
Based on preliminary judgment on switch status of branch, each STU forms an overall judgment on the connectivity between itself and its neighboring STUs according to the following rules:
Rule 1: If the value of switch status on either side is 1, then the value of branch status is 1 (connected), and the confidence takes the smaller value c of the two switches.
Rule 2: If the value of switch status on the two sides is 1 and 0 respectively, then the value of branch status is 0 (disconnected) and the confidence of the branch status takes the value corresponding to the switch status value of 0.
Rule 3: If the switch status on the opposite side is unknown (Null), then the branch status and the confidence are determined by the local switch status, i.e., the connectivity status and confidence level of the branch are consistent with the closed/open state and the confidence of the local switch.
Topological relationship between the STU and the feeder is described as shown in Table 4, one row for one branch.
1) The branch name represents the name of the branch between two adjancent STUs, and the name of the switch is represented by the SA number and the switch number.
2) The branch status records the judgment of the branch’s connectivity status (0/1) and the confidence level.
3) The switch status records the switch status (0/1) on each side of the branch and the confidence level.
4) The label gives the source of information, i.e., offering the SA number that provides the information.
TABLE 4 | The topology information table in STU.
[image: Table 4]After finishing the information record in Table 4, the STU sends the record to all neighboring STUs. At the same time, it waits to receive exchange information from its neighboring STUs.
3.4 Modification and expansion of topology
After the STU receives topology information from its neighbors, it modifies and expands its own topology information record table according to the following rules.
Rule 1: If the STU’s table does not include information of a certain branch that is recorded by a neighboring STU, it expands the table by copying the information of that branch. Otherwise, it updates the record according to rules 2-4.
Rule 2: If the STU’s judgment confidence value of the local switch status is 1, it continues to use its own judgment on the local switch status and the confidence.
Rule 3: If a neighboring STU’s confidence value of its judgment on the switch status on the opposite side of the branch is 1, the STU updates its own record of the opposite side switch by adopting the neighboring STU’s judgment on the switch status and the confidence.
Rule 4: If a neighboring STU’s judgment on the local switch’s status is different from that of this STU and its confidence value is also higher than that of this STU, then the STU uses its own judgment on the switch status and takes the smaller one of the two confidence values as the final judgment confidence.
Rule 5: If the STU’s judgment on the opposite switch status is different from that of the opposite STU and its confidence value is higher, it uses its own judgment on the opposite switch status and takes the smaller one of the two confidence values as the final judgment confidence.
After updating the information about the switch status according to the above rules, the STU starts to update the information about the branch status according to the same rules in Section 3.3. It can be seen that the topology information sent by the neighboring STUs can expand this STU’s topological horizon until the topology identification covering the whole feeder group is completed.
3.5 Integrity check of the topology information and updating of the topology record
The STU performs an integrity check of the topological information recorded in the previous step. First, a breadth-first search is carried out starting with the record of this labeled STU itself. If the branch that connects the nodes is shown to be connected, the STU on the opposite side of the branch is added to the labeled nodes to be searched next, until the search of an undirected topology tree is completed. Then, another record not included in the topology tree will be randomly selected, whose labeled STU will be taken as the starting point of a new topology tree search until all topology trees are searched.
If a topology tree has one and only one ST-typed node, then the topology tree passes the integrity check. Otherwise, it fails to pass the integrity check.
If the topology tree containing the STU node passes the integrity check, the topology identification module will output all the topology records that have passed the integrity check to the shared data area of STUs for other control and protection function modules to use the topology information as required.
When the “ST” node in the undirected topology tree is taken as the root node, a directed topology tree will be conveniently generated with upstream and downstream relationships. The upper node becomes the upstream node of the lower node.
If the topology tree containing the STU node fails to pass the integrity check because there is no “ST” node in it, then topology identification will be considered unfinished, and the recorded information will be kept for the next cycle and then expanded.
If the topology tree containing the STU node fails to pass the integrity check because there are several ST nodes in it, topology identification will be considered erroneous. The information of all other labeled STUs in the topology tree will be deleted and topology identification will restart.
4 ALGORITHM TEST AND RESULT ANALYSIS
As is shown in Figure 4, the effectiveness of the proposed topology identification algorithm is tested in a distribution network with eight nodes. The simulation model of the system is created. In the initial state, all branch switches in the network are on. It is assumed that at 0.4s, the switch K3-2 changes from on to on. Line parameters, node load, and characteristic quantities such as switch status, branch current and the sum of branch active power collected by each SA under this operation mode are shown in Supplementary Appendix S1. Then, one scenario is designed to verify the topology tracking capability and fault tolerance of the method.
[image: Figure 4]FIGURE 4 | Schematic diagram of 8-node distribution network and its STU deployment.
4.1 Topology identification process
Taking SA1 as an example to illustrate the topology identification process. Preliminary judgment of SA1 in Round 1 on its connectivity with neighboring branches based on information from its neighbors are shown in Table 5.
TABLE 5 | Preliminary judgement of SA1 in Round 1.
[image: Table 5]Next, SA1 exchanges judgment information with the neighboring terminals SA2, SA4, and SA6. The topology information SA1 receives from SA2 is respectively expressed in Table 6.
TABLE 6 | Exchange information from SA2 in Round 1.
[image: Table 6]Based on the exchange information, SA1 expands its topological record as is shown in Table 7.
TABLE 7 | Topology table of SA1 in Round 2.
[image: Table 7]SA1 then performs a topology tree search and an integrity check according to this table and concludes that there is no ST node in the topology tree so it fails to pass the integrity check and topology identification is not yet finished. It keeps the record till the next cycle of topology identification. After 3 cycles, SA1 obtains complete topology information and outputs the current topology information that has passed the integrity check. The topology information stored in SA1 at this point is shown in Table 8.
TABLE 8 | Topology table of SA1 in Round 5.
[image: Table 8]Based on Table 8, a directed topology tree is generated as shown in Figure 5.
[image: Figure 5]FIGURE 5 | The directed topology obtained by SA1.
As the test example shows, all STUs in this scheme can obtain the complete topology of the whole feeder group, not only limited to the topology tree of their feeder in the current open-loop operation mode. The scheme can provide technical support for distributed control, such as distributed self-healing in distribution network.
4.2 Topology identification in the case of measurement error
The confidence and interactive verification rules in this paper improve the STU’s fault tolerance for measurement errors. In the initial state, switches Ktra, K1-1,K1-2,K2-1,K2-2,K3-1,K3-2,K4-1,K4-2,K5-1,K5-2,K5-3, K6-1, K6-2 are closed. Switch K3-2 disconnects at 0.4s, and a measurement error of current data occurs, which exceeds the measurement error value and makes the sum of absolute values of active power of each switch on node 3 exceed the error value. In this case, the topology information stored in SA1 in Round 2 is shown in Table 9.
TABLE 9 | Topology table of SA1 in Round 2 with measurement error.
[image: Table 9]Correspondingly, errors also occur in SA1’s judgment on the local switch status and the branch status. However, after exchanging information with SA2, SA1 implements correct topology identification by replacing its lower-confidence judgment information with SA2’s higher-confidence judgment. The topology information stored in SA1 in Round 5 is shown in Table 10.
TABLE 10 | Topology table of SA1 in Round 5 with measurement error.
[image: Table 10]If a communication failure occurs among some STUs, the affected STUs will lose the neighbor’s information check and lose confidence in the connectivity judgment. Meanwhile, it is hard to update the upstream or downstream topology status of the corresponding communication failure area. As analyzed in Section 3.5, short-term communication interruption only affects topology update, does not affect the topology records exchange and STU control functions. However, if the communication interruption lasts for a long time, it is recommended to lock the distributed protection logic which requires accurate upstream and downstream relation criterion.
In addition, each STU gradually expands the sensing domain through the information exchange between its neighbors, so STU at different locations in the power grid would obtain the complete topology of its feeder and other feeder groups at different times. For any STUx, the time it takes to implement a complete topology update is the product of two parameters. One is the identification period Ts, and the other is the maximum number of STU through different ST to STUx paths in the feeder group, nmax. As the identification process in Section 2 is mainly based on logical judgment, less computing resources are occupied. Information exchange is state exchange, less communication resource consumption, so identification cycle mainly depends on sampling rate and communication mode. Considering that the purpose of this paper is to track changes in power grid topology and normal operation mode, the refresh cycle should not be too small, so Ts = 100 ms is recommended. In general, the typical number of trunk ring nodes of a single feeder in the cable network is 6, and the total number of STUs on the main channel connected by two feeders is 12. If nmax = 12, the refresh period for different STUs in feeder groups to obtain a complete topology is 0.6–1.2 s. It can meet the topology refresh requirement of distributed control including self-healing control.
5 CONCLUSION
In this paper, a highly fault-tolerant topology identification algorithm based on distributed control is proposed. The proposed algorithm gives full play to the STU’s ability to make flexible rule-based judgment, expand its scope of observation, and adjust its judgment through information exchange with the neighboring STUs. The proposed algorithm does not require pre-set static topology information of the distribution network and can implement fast operational topology identification and updating. The design takes into account adaptability to bi-directional currents of the active distribution network and fault tolerance to measurement errors. Different terminals can implement distributed updating of topology information about the entire network without relying on the master station. The proposed algorithm provides topology information support for the implementation of application functions such as distributed operation control and protection of the distribution network
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The large-scale grid connection of new energy wind power generation has caused serious challenges to the power quality of the power system. The hybrid energy storage system (HESS) is an effective means to smooth the fluctuation of wind power and improve the economy of the system. In order to determine the optimal capacity configuration of the hybrid energy storage system, first, a decomposition method which combines ensemble empirical mode decomposition (EEMD) and empirical mode decomposition (EMD) is proposed, and a series of intrinsic mode functions are obtained, the grey correlation analysis method is used to analyze the similarity, and the components with similar correlation values are reconstructed to obtain high-frequency and low-frequency components; second, considering the battery life loss of the hybrid energy storage system, with the goal of minimizing the entire life cycle cost, the optimal configuration model of hybrid energy storage capacity is established, and different energy storage schemes are analyzed to obtain the energy storage configuration scheme with the best economy; finally, based on the typical daily historical data of a wind farm, the effectiveness and economy of the proposed method are verified.
Keywords: hybrid energy storage system, ensemble empirical mode decomposition, grey relational analysis, life cycle cost, optimal configuration of energy storage
1 INTRODUCTION
In the renewable energy power generation system, wind power generation and photovoltaic power generation have the advantages of economy, environmental protection, and cleanliness and will become the main body of new energy power generation in the future (Sun et al., 2019). Since wind power generation is characterized by intermittency, volatility, and uncertainty, the safe and stable operation of the power system will be greatly challenged by large-scale wind power grid connection (Samiet al., 2018; Tabart et al., 2017). The configuration of energy storage at the wind farm can smooth the output fluctuation of wind power, reduce the influence of wind power grid-connected system on the power system (Lou et al., 2014), significantly improve the power quality of the system, and greatly improve the economic benefits of wind power (Han et al., 2017). With the improvement in the economic benefits of the combined wind storage system and the promotion of the economic value of the energy storage system to smooth wind power fluctuations, it is necessary to study the capacity optimization of energy storage at wind farms (Gan et al., 2019).
Due to good complementarity, the hybrid energy storage system can smooth the wind power fluctuation and better guarantee the stability and economy of wind power grid-connected system compared with the single energy storage system (He et al., 2020). There are mainly two types of energy storage media: one is energy-based energy storage and the other is power-based energy storage, and the combination of the two can achieve complementary advantages (Mamun et al., 2018). Battery energy storage belongs to energy-based energy storage, supercapacitor belongs to power-based energy storage, and combining the two forms a hybrid energy storage type, which is used to not only improve the output characteristics of the energy storage system but also greatly reduce the output frequency of the battery energy storage, prolong its service life, and give full play to the advantage of hybrid energy storage, thus making up for the inherent defect in a single energy storage system. However, at the current technology level, the cost of the energy storage system is still high in capacity configuration. On the premise of meeting the requirements of wind power fluctuation suppression, the capacity of the hybrid energy storage system and the ratio of internal energy storage components in the system are the key issues to be solved when hybrid energy storage technology is applied to practical projects.
The optimal allocation of hybrid energy storage system capacity has been widely and deeply studied by scholars at home and abroad. In Bitaraf et al. (2015), discrete Fourier transform (DFT) and discrete wavelet transform (DWT) are proposed to deal with wind power, but the processing effect is still not ideal due to the non-stationarity of wind power. Guo et al. (2020) use the wavelet packet principle to decompose the hybrid energy storage system, so as to determine the number of decomposition layers of the wavelet packet. The low-frequency and high-frequency components obtained by wavelet packet decomposition can be assigned to batteries and supercapacitors as charge and discharge power commands. Since the number of decomposed layers needs to be determined independently, the results of energy storage optimization configuration are greatly affected. In Yuan et al. (2015) and Han et al. (2014), the empirical mode decomposition method is proposed to decompose the wind active power, but directly using the EMD method will cause problems such as large noise and mode aliasing. Fu et al. (2019) and Guo et al. (2020) use the ensemble empirical mode decomposition method to process the active power of wind farms and design spatiotemporal filters to obtain high-frequency power components and low-frequency power components, respectively. However, due to the instability of wind power signals, the difficulty of order selection of the spatiotemporal filter and the noise of EEMD make the accuracy of the decomposed high–low frequency power signal not high.
The EEMD method is effective for blasting signals, intermittent signals, and other sudden situations, and EMD is effective for eliminating the general signals mentioned previously (Zheng et al., 2013). Through the study of various improved empirical mode decomposition methods, almost all the improved empirical mode decomposition methods have to add EMD processing in the last step of their basic principle formula derivation. Therefore, in order to reduce mode confusion, in the first stage of this paper, EEMD is used to deal with the original wind power which contains a large number of gap signals and random signals; in order to ensure the completeness and orthogonality of signals, mixed energy storage power is processed by EMD in the second stage, which can allocate high- and low-frequency power reasonably and further improve the economy of the system.
The life loss of batteries and supercapacitors always exists in engineering application because the service life of supercapacitors is long and can operate stably in the planning cycle. Generally, in the capacity configuration, the service life can be set to a fixed value according to practical experience. Due to the limited cycle life of the lithium battery, frequent charge and discharge and high rate charge and discharge will sharply reduce its service life, increase the number of replacements in the whole life cycle, and affect the economy of the hybrid energy storage system. Therefore, the impact of battery life loss is mainly considered (Hemmati et al., 2017). In Han et al. (2018), a hybrid energy storage system is constructed using the battery and supercapacitor, and the battery discharge depth is calculated using the rain-flow counting method to obtain the equivalent cycle life of the battery so as to establish a hybrid energy storage capacity configuration model. Li et al. (2018) show that whether the battery life loss considered in the planning period will affect the investment returns of energy storage when calculating the economy, resulting in a misjudgment of the economy of the integrated energy system. Guo et al. (2021) analyze the relationship between the complementary characteristics of the hybrid energy storage system and battery life loss and conclude that the hybrid energy storage configuration result of the comprehensive energy system in the park is affected by battery life loss, and the complementary characteristics can effectively delay battery decay.
The determination of boundary frequency is related to the economy of system capacity allocation and also affects the effect of the hybrid energy storage system on wind power fluctuation suppression. Zhang et al. (2016) and Ge et al. (2017) propose to use the instantaneous frequency–time curve to find the cutoff frequency, but the more the components of power decomposition, the more complex the energy aliasing on the curve, which brings difficulties to find the cutoff frequency. Guo et al. (2020) put forward the method of selecting the filtering order successively, aiming at minimizing the annual comprehensive cost, and determining the optimal filtering order by sorting, but the workload is too large. Therefore, it is very important to select the dividing frequency point to reduce the workload and calculate the accuracy.
Therefore, this paper comprehensively considers the problems existing in the aforementioned literature studies and proposes a wind farm hybrid energy storage system capacity optimal allocation model based on the combined application of modal decomposition method of EEMD and EMD and gray relational degree analysis. First, the output power signal of the wind farm is decomposed by EEMD to obtain the target grid-connected power and hybrid energy storage power that meet the grid-connected requirements. Second, hybrid energy storage power using the EMD method is decomposed into different frequency bands of the subcomponent, and grey correlation analysis method is used to determine these subcomponent division frequency points, classifying a component into high-frequency power signal and low-frequency power signal, with the high-frequency signal as the reference power of the power-based energy storage type and low-frequency signal as the reference power of the energy-based energy storage type. A mathematical model of HESS life cycle cost (LCC) is constructed. In order to improve the economic and operational benefits and to smooth the wind power fluctuation in real time, an optimal allocation method of HESS power and capacity is proposed with the goal of minimizing LCC. Finally, the model and method proposed in this paper are used to analyze the real data of a wind farm.
2 RAW WIND POWER ALLOCATION BASED ON ENSEMBLE EMPIRICAL MODE DECOMPOSITION
2.1 Ensemble empirical mode decomposition
Due to the nonlinear and non-stationarity characteristics of wind power output signals, the traditional frequency-domain method for decomposition wind power signals is prone to modal aliasing, while the EEMD method can solve the modal aliasing problem. The principle of EEMD is described in the literature.
The process of decomposition of the original wind power signal by the EEMD method is as follows:
(1) The white Gaussian noise signal ω(t) is added to the original power signal PW(t) to obtain a common signal, i.e.,
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(2) Through EMD decomposition of the signal P(t), the intrinsic mode function (IMF) component is
where rn(t) is the afterwave signal and ci(t) is the IMF component of the natural mode function of the i (i = 1,2, … ,n) layer, whose distribution order is from high to low frequency.
(3) The white Gaussian noise signal is added to the original power signal PW(t) for the j time, and Step 1 and Step 2 are repeated to calculate acquirability:
[image: image]
where cji(t) is the ith IMF component (3) obtained by EMD after white Gaussian noise is added for the jth time.
(4) When cji(t) is averaged, the power signal value of the ith IMF component is
[image: image]
where N is the overall average times of adding the Gaussian white noise signal.
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(5) The reconstructed signal PW(t) obtained after EEMD is
2.2 Adaptive ensemble empirical mode decomposition of wind power
According to the EEMD method, the wind power signal is decomposed into a series of IMF components and a residual component according to the frequency distribution order. The spatiotemporal filter is designed to obtain the grid-connected power which is smooth and meets the requirements of the national grid connection standard. The structure diagram of the wind storage power generation system is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Structure diagram of the wind storage power generation system.
The low-frequency part (grid-connected power) is given as follows:
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The high-frequency part (power of the hybrid energy storage system) is given as follows:where Pg(t) is grid-connected power, PHESS(t) is hybrid energy storage power, and k is the filtering order of the spatiotemporal filter.
At time t, the maximum power volatility of wind power output in 1 min or 10 min can be calculated according to Eqs 8, 9.
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where Po is the installed capacity of the wind farm, and the 1 min/10 min volatility of the grid-connected power of wind power should meet the national standards for wind power grid-connected at any time. In this paper, the installed capacity of the 50-MW wind farm is selected, and its volatility requirement is given as follows:
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First, judge whether the original output power PW(t) of wind power meets the standard of wind power grid-connected volatility. If PW(t) meets the standard, it can be directly connected to the grid. If the standard is not met, the EEMD method is used to decompose PW(t), with n = k and the value of k increasing in cycles, and Pg(t) is judged according to Eq. 10. When the volatility exceeds the grid-connected standard for the first time, the filtering order k = k + 1 can be determined as the optimal value, and then the adaptive decomposition of wind power is completed.
3 ACTIVE POWER DISTRIBUTION OF HYBRID ENERGY STORAGE BASED ON THE EMPIRICAL MODE DECOMPOSITION METHOD
3.1 Active power decomposition of hybrid energy storage by empirical mode decomposition
Empirical mode decomposition (EMD) is an adaptive time–frequency processing method for non-stationary and nonlinear signals. The empirical mode decomposition method in the case of no pre-determined basis function can use its time scale characteristics of the signal processing, the essence of which is to process signal into frequency from high to low in a series of intrinsic mode functions, after EMD being a child of the modal number far less than a child of the modal number wavelet algorithm and has good practicability. The hybrid energy storage power of HESS is decomposed by EMD to obtain a series of natural mode functions of frequency distribution. By choosing the dividing frequency, the aforementioned decomposed signals are reconstructed into high-frequency components and low-frequency components. The high-frequency component is used as the reference power of power-based energy storage, while the low-frequency component is used as the reference power of energy-based energy storage, i.e.,
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where PHESS(t) is the power of hybrid energy storage, Pb(t) is the power of the lithium battery, and Psc(t) is the power of the supercapacitor. Pi(t) is the IMF components of each order processed by the EMD method, i = 1,2,⋯,n. Pr(t) is the aftereffect component. Phigh(t) is the high-frequency component, which is used as the reference power of supercapacitor energy storage. Plow(t) represents the low-frequency component which is used as the reference power of lithium battery energy storage.
3.2 Active power reconstruction of the hybrid energy storage system based on grey correlation analysis
The grey relational analysis method has the advantage of clearly showing the power signal of the hybrid energy storage system with nonlinear and non-stationary characteristics, which are not only simple to calculate but also widely applied in engineering (Zheng et al., 2021). The EMD hybrid energy storage system uses a list of each order power signal output power components and the aftermath of the IMF. Grey correlation analysis was used to determine the IMF components, and aftermath similarity analysis was used to determine the correlation values and similar correlation degrees were segregated for reconstructing them into high-frequency and low-frequency parts. The supercapacitor was used to smooth the output of the high-frequency part, and the smoothening of the output of the low-frequency part was carried out by the lithium battery. The specific steps of grey correlation analysis are as follows (Wang et al., 2017; Lin et al., 2021):
(1) Determine the comparison sequence
An analysis matrix consisting of IMF components and aftereffect components after EMD is constructed.
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(2) Normalize the comparison sequence, also known as dimensionless processing. In this paper, Eq. 16 is used to normalize the IMF component and the afterwave component of each order power signal, respectively, so that they can be transformed into data at an interval of (0,1). Then, the dimensionless processing formula is as follows:
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The resulting dimensionless matrix is:
[image: image]
The first behavior is a reference sequence, whose formula is (18). The reference sequence is composed of the maximum value of each column of the comparison sequence. In this sequence, i (1⩽i⩽m) elements are denoted as [image: image], and [image: image] is the maximum of n items.
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(3) Generate difference matrix
Through Eq.19, matrix Z=(zij)m×n can be obtained, and the difference matrix is formed according to Eq. 20.
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(4) Determine the target reference sequence and comparison sequence, and the grey correlation coefficient formula of the reference sequence and comparison sequence is
[image: image]
where ξij is the correlation coefficient and ρ is the grey discrimination coefficient, usually 0.5; i = 1,2,3 … ,m; j = 2,3, … ,n.
(5)3510915613918000 Substitute Eq. 21 into the correlation degree formula Eq. 22 to obtain the correlation degree between each comparison sequence and the reference sequence, i.e.,
[image: image]
where ri is the correlation degree.
(6) Divide those with similar correlation degrees into two groups and reconstruct them into high-frequency part and low-frequency part, respectively, as shown in Eq. 14.
4 OPTIMAL CAPACITY CONFIGURATION OF HYBRID ENERGY STORAGE SYSTEM RESOURCE IDENTIFICATION INITIATIVE
4.1 Rated power configuration
Assuming that the rated power of the energy-type energy storage lithium battery is Prate, taking into consideration the energy conversion efficiency of the converter and the charge and discharge efficiency of the energy storage device, then
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where t0 is the initial moment; ηDC-AC and ηDC-DC are the conversion efficiencies of two converters, DC-AC and DC-DC, respectively; and ηc and ηd are the charging efficiency and discharge efficiency of the energy storage device, respectively. The calculation method of the power-type energy storage supercapacitor is similar to that of the energy-type energy storage lithium battery.
4.2 Rated capacity configuration
Set the rated capacity of the energy-type lithium energy storage battery as Erate and set the initial state of charge of the energy-type energy storage lithium battery at time 0 as SOC0, then the state of charge SOCk at time k is
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where ΔT is the output time interval of the energy-type energy storage lithium battery and Pn(t) is the power of energy-type energy storage after considering the conversion efficiency and charge and discharge efficiency, and its formula is
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where T is the research duration, and the rated capacity Erate of the energy-type energy storage lithium battery can be calculated as follows:
[image: image]
When SOC0 satisfies Eq. 27 and is equal to Eq. 26, the rated capacity of the energy-type energy storage lithium battery is of the minimum value. The calculation method of the power-type energy storage supercapacitor is similar to that of the energy-type energy storage lithium battery.
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4.3 Battery life estimation model by the rain-flow counting method
The life of the lithium battery is mainly related to the depth of discharge (DOD) and the number of charges and discharges, which affect the life of the battery. In this paper, the discharge depth and cycle life of the lithium battery in each cycle are calculated by the rain-flow cycle counting method. The mathematical model between cycle life and discharge depth can be expressed by formula (28) (Li et al., 2020; Han et al., 2018).
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where DOD is the discharge depth of the lithium battery and Nctf is the cycle life at the corresponding depth.
The rain-flow counting method can be used to obtain n cycles of DOD during the battery working cycle according to the battery SOC curve, denoted as DOD (1)、DOD (2)、…、DOD(n), where Nm (DOD(i)) is denoted as the maximum number of charge–discharge cycles corresponding to the ith discharge depth, then the decay rate of battery life can be expressed as
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where γ is the battery decay rate.
If the battery has gone through N working cycles, the remaining battery life can be expressed as
[image: image]
where R is the remaining battery life. When R = 0, the battery life reaches its limit.
[image: image]
where Tb is the service life of the energy storage lithium battery (unit: year a) and λ is the annual utilization rate of the energy storage lithium battery.
4.4 Economic model of the hybrid energy storage system
The theory meaning of whole life cycle cost CLCC is produced in the whole life cycle period of the sum of all direct or indirect costs, including the hybrid energy storage system life cycle for T years, the discount rate for i, and hybrid energy storage component replacement for n times. The target is a hybrid energy storage system for the minimum whole life cycle cost, and the full life cycle cost model is determined as follows:
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where Cinv, Crep, Com, Cscr, and Cres are the initial investment cost, regular replacement cost, operation and maintenance cost, waste treatment cost, and recovery and utilization residual value of the hybrid energy storage system, respectively; Cpinv, Ceinv, Cprep, Cerep, Cpom, Ceom, Cpscr, and Cescr represent the unit initial investment power coefficient, unit initial investment capacity coefficient, unit periodic replacement power coefficient, unit periodic replacement capacity coefficient, unit operations and maintenance power coefficient, unit operations and maintenance capacity coefficient, unit waste-processing power coefficient, and unit waste-processing capacity coefficient, respectively; Prate and Erate are rated power and rated capacity of the energy storage element, respectively; (P/F,i,t)=(1 + i)−t; Qess(t) is the annual charge and discharge amount; σres is the recovery salvage value rate, which is 3%–5%; n = ceil (T/Tx-1), x = b or x = sc; the function ceil(z) is the smallest integer at least z; [image: image].
5 ALGORITHM FLOW
The detailed flow chart of the algorithm used in this paper is shown in Figure 2. This process is mainly composed of three stages: EEMD and filtering order selection stage, EMD and grey relational degree analysis power reconstruction stage, and optimization configuration result stage.
[image: Figure 2]FIGURE 2 | Flow chart of hybrid energy storage capacity optimization configuration algorithm.
Step 1:. Since the EEMD decomposition method has strong adaptability for nonlinear or non-stationary signal processing, the original wind power PW(t) is decomposed by EEMD.
Step 2:. The wind power signal is decomposed by EEMD into a finite number of IMF components with different frequency broadband and a residual component. By determining the order k of the spatiotemporal filter, the smooth grid-connected power Pg(t) and the high-frequency partial power PHESS(t) for hybrid energy storage suppression can be obtained.
Step 3:. Determine whether the obtained power meets the requirements of grid-connected by the maximum power fluctuation of 1 min or 10 min. The grid-connected power smoothing effect is closely related to the selection of the k-value. When the k-value increases, the wind power smoothing effect will be better, but the capacity of the hybrid energy storage system will increase. On the contrary, the standard for wind power grid connection will not be met.
Step 4:. The decomposition of EEMD requires a large amount of calculation, and the decomposition will have many false components and other defects, while the reconstruction error of EMD is small. Therefore, the decomposition of hybrid energy storage power by EMD can achieve the purpose of reasonable power distribution.
Step 5:. hybrid energy storage power by the EMD, to get a list of each order power signal components and the aftermath of the IMF, degrees of the grey relation analysis method were used to determine the IMF components and aftermath similarity analysis was used to determine the correlation values and similar correlation degrees were segregated for reconstructing them into high-frequency and low-frequency parts. The supercapacitor was used to smooth the output of the high-frequency part, and the low-frequency part was smoothed by the lithium battery.
Step 6:. Obtain the hybrid energy storage power configuration and capacity configuration scheme, and calculate the system life cycle operation cost.
6 ANALYSIS OF EXAMPLES
In this paper, a wind farm with 50 MW installed capacity is taken as an example (Ding et al., 2019). Its typical daily wind power curve and grid-connected power curve after adaptive EEMD are shown in Figure 3, with a sampling interval of 1 min. The SOC upper and lower limits are 0.1–0.9, and the charge and discharge efficiency is 0.90.
[image: Figure 3]FIGURE 3 | Raw wind power and grid-connected power.
6.1 Determining the order of the spatiotemporal filter
The original wind power signal was decomposed by EEMD, and nine layers of IMF components with different frequency bands and one layer of aftereffect component were obtained, respectively. IMF components are, respectively, expressed as IMF1–IMF9, where IMF1 is the highest frequency part, IMF9 is the lowest frequency part, and the afterwave part is represented by IMF10. The decomposition results are shown in Figure 4. According to Eqs 8, 9, the maximum power volatility of 1 min or 10 min is calculated, and according to Eq. 10, the filtering order of the space-time filter k = 4 is selected when the volatility meets the requirements of grid connection.
[image: Figure 4]FIGURE 4 | Decomposition of raw wind power by EEMD.
It can be seen from Figure 3 that the wind-power grid-connected curve after leveling can well track the original wind-power curve. On the premise of meeting the grid-connected requirements, the smoothing effect is good and the fluctuation amplitude is small, which is reflected in the obvious change at the peak.
Figure 4 shows that the original wind power is decomposed by EEMD to obtain IMF components and aftereffect component, among which IMF8 and IMF9 are omitted and not drawn. As can be seen from the decomposed figure row, the high-frequency IMF1–IMF4 components fluctuate rapidly, but the fluctuation amplitude is small, and the variation range is −5 to 5 MW. The variation of IMF5–IMF10 components in the low-frequency part is relatively gentle, and the variation of the IMF10 component is the most gentle, but the fluctuation amplitude gradually increases. Therefore, the high-frequency part is suppressed by the hybrid energy storage system, and the low-frequency part enters the grid as the grid-connected power for load use.
6.2 Decomposition and reconstruction of hybrid energy storage
After EMD, the hybrid energy storage power PHESS(t) obtained by the method in this paper is decomposed into seven IMF components and one aftereffect component from high to low according to the frequency range, and the aftereffect is represented by RS8, as shown in Figure 5.
[image: Figure 5]FIGURE 5 | EMD decomposition hybrid energy storage power.
The components decomposed by EMD are analyzed based on the grey correlation degree. Figure 6 shows the similarity analysis of each component of IMF and the residual component using the grey correlation degree analysis method. The results show that the components with similar correlation degrees in the comparison sequence are IMF1, IMF2, and IMF3, and the correlation degree is all greater than 0.4. In the other group, IMF4, IMF5, IMF6, IMF7, and RS8 had similar correlation degrees, and the correlation degrees were all less than 0.3. Therefore, the high-frequency part is composed of IMF1 + IMF2 + IMF3, and the low-frequency part is composed of the sum of IMF4–RS8 components, and the reconstructed power is allocated to the supercapacitor and lithium battery, respectively.
[image: Figure 6]FIGURE 6 | Grey correlation analysis of each component.
According to Figure 7, the supercapacitor bears the smooth output of the high-frequency part, and the charging and discharging times of the high-frequency part are frequent. The lithium battery undertakes the smooth output of the low-frequency part, and the low-frequency part charges and discharges gently, which is conducive to prolonging the service life of the lithium battery. The amount of power that needs to be suppressed is exactly in line with the technical characteristics of the two energy storage components.
[image: Figure 7]FIGURE 7 | Power instruction of hybrid energy storage after reconstruction.
Figure 8, for supercapacitor power distribution, with histogram representing the supercapacitor in the power of a typical day number distribution, blue curve representing power distribution fitting, and fitting curves representing the supercapacitor at 0 MW with normal symmetric distribution on both sides, shows that the supercapacitor in the calm wind power can complete charge and discharge of normal function.
[image: Figure 8]FIGURE 8 | Power distribution diagram of the supercapacitor.
6.3 Comparison and analysis of different methods
Supercapacitors and lithium batteries have their own characteristics and advantages and are widely used in engineering. Therefore, combining the advantages and complementary characteristics of the two types of energy storage, this paper adopts two different configuration schemes for comparative analysis. Scheme 1 uses the lithium battery as a single energy storage scheme; Scheme 2 adopts a hybrid energy storage scheme composed of lithium batteries and supercapacitors. According to different decomposition methods, the rated power and rated capacity under different schemes are configured. Assuming that the full life cycle of energy storage is 20 years, the investment cost of HESS under the two configuration schemes can be calculated according to the aforementioned methods. The specific calculation results are shown in Table 1.
TABLE 1 | Capacity configuration results of HESS.
[image: Table 1]According to the analysis in Table 1, except that the rated capacity of the supercapacitor determined by the EEMD method in Scheme 2 is lower than that determined by the proposed method, the rated power and rated capacity determined by the proposed method are significantly lower than those configured by the EMD method and the EEMD method. In terms of the cost of configuration results, the EMD method has the highest cost, followed by the EEMD method. The economy of the proposed method is far better than that of the other methods, and the economy of the hybrid energy storage scheme is also far better than that of the single energy storage scheme. Hybrid energy storage system can utilize the advantages of two kinds of energy storage to reasonably configure the energy storage capacity and can reduce the system cost to the greatest extent under the premise of meeting the requirements of grid connection. It can be analyzed from Table 1 that the life cycle cost of the hybrid energy storage system decreases by 10% compared with that of the single energy storage system using the method in this paper.
6.4 Total cost analysis considering fixed life and cycle life
The fixed life setting of the energy storage battery is usually based on engineering experience. In this paper, the fixed life is 10.5 a. The cycle life calculated in this paper is 5.6 a. The growth curves of the total cost of fixed life and total cost of cycle life in the whole life cycle are shown in Figure 9. When the planning period is 10 A, the total cost of fixed life is 76, 074, 800 ¥, while the total cost of cycle life is 763, 30, 300 ¥, which decreases by 255,500 ¥ compared with the total cost of cycle life. Therefore, it is easy to reduce the investment amount by using the fixed life model to carry out the optimal allocation of hybrid energy storage. As the type of calculation cost increases, the gap between the total cost considering fixed life and the total cost considering cycle life becomes larger. If the total cost is calculated on a fixed lifetime basis, investors will be able to reduce the allocation of hybrid energy storage, resulting in excessive charging and discharging of existing energy storage equipment. Not only will the life of energy storage devices be reduced, but also the replacement of energy storage devices will be accelerated. Instead, the total cost of hybrid energy storage tends to increase. Therefore, it is not economical to calculate the total cost using the fixed-life model.
[image: Figure 9]FIGURE 9 | Total cost growth curve considering fixed and cycle life.
7 CONCLUSION
Aiming at the economic problem of capacity allocation in the hybrid energy storage system and the impact of battery energy storage life decay on system cost, this paper proposes a capacity optimal allocation model for the wind farm hybrid energy storage system based on the combined application of EEMD and EMD. Through the analysis of the example, the following conclusions are drawn:
1) Based on the power decomposition method combined with EEMD and EMD, the complementary characteristics between supercapacitors and lithium batteries are realized. The numerical example results show that the proposed method has better configuration effect than the traditional method using EEMD and EMD alone. The configuration capacity of lithium batteries and supercapacitors is reduced, which indirectly prolongs the service life of lithium batteries. The economy of system operation has been improved.
2) The frequency distribution rate is determined based on the grey correlation degree, so as to reconstruct the hybrid energy storage power. The high-frequency component is smoothly produced by the supercapacitor, and the low-frequency component is smoothly produced by the lithium battery. Through the calculation method of rated power and rated capacity of the energy storage system, the optimal value is determined, and a better effect of high- and low- frequency power distribution is obtained.
3) By comparing the two energy storage configuration schemes, it is further verified that the hybrid energy storage system scheme has more advantages in technology and economy than the single energy storage scheme, which is worthy of promotion and application.
4) The cycle life model considering battery life loss has higher battery capacity allocation than the fixed battery life model, and its investment cost is also very high, which is easy to make investors expect too high return on investment.
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With the continuous increase of the grid-connected proportion of intermittent renewable energy, in order to ensure the reliability of smart grid operation, it is urgent to improve the operational flexibility of thermal power plants. Electric heat storage technology has broad prospects in terms of in-depth peak shaving of power grids, improving new energy utilization rates and improving the environment. It is an important means to promote electric energy substitution. In this study, the economics of technical application scenarios are compared and analyzed, the principle of solid heat storage technology is discussed, and its application in heating fields such as industrial steam, district heating, and deep peak regulation of congeneration units is expounded. The results indicate that in the scenario where the peak shaving subsidy and the heat storage duration are the same, as the unit output increases, the investment recovery period increases. Moreover, the results also indicate that in the 0.3 yuan/kW power market peaking subsidy scenario, only when the unit output is 0 and the heat storage time is greater than 8 h, the investment can be recovered in 5 years, while in the 0.7 yuan/kW power market peaking subsidy scenario, except for the scenario where the unit output is 40% and the heat storage time is 7 h, the investment cannot be recovered; in other scenarios, the investment can be recovered within 5 years.
Keywords: smart grid (SG), high temperature, thermal energy storage (TES), economic analysis (EA), thermal power plant (TPP)
1 INTRODUCTION
In 2000, a smart power system concept was established with the primary goal of integrating two-way communication into the infrastructure of a standard grid system (Riaz et al., 2020; Fu et al., 2020; National Energy Administration, 2021). In order to achieve the goal of carbon neutrality, clean, efficient, and flexible operation has become an important goal of the transformation and development of the thermal power industry, and more and more attention has been paid to the flexibility transformation technology of thermal power plants (Fu et al., 2015; Riaz et al., 2020). Among them, the cost of the flexible retrofit, operating costs, and peak shaving benefits under the market rules of electric auxiliary services are the keys to choosing the most suitable retrofit technology (State Grid Corporation, 2013).
The summarized literature overview is tabulated in Table 1Ahmad et al., 2020, Long et al., 2022, National energy administration, 2019, Pasta et al., 2012. This is explained in greater detail as follows. In the recently released “Northeast Electric Power Auxiliary Service Market Operating Rules (Interim)” (Yang et al., 2011; Pasta et al., 2012; National energy administration, 2019; Ahmad et al., 2020; Long et al., 2022), the market rules have been further improved and upgraded (Hughes, 2010; Singh et al., 2015). The new rules design a day-head bidding mechanism for the peak rotating reserve market to achieve full coverage of the auxiliary service market “trough lows and peak peaks” (Fu et al., 2017). Only the two-way peak shaving units that can “go up and down” can obtain all the benefits of auxiliary services (Chinese Government, 2020) and put forward a complete flexibility standard for thermal power units, which can motivate and guide thermal power plants to adopt appropriate flexibility transformation technologies and comprehensively improve the peak shaving capacity of units (Rong et al., 2008; Deng et al., 2016). Among many energy storage technologies, thermal energy storage is one of the most promising large-scale energy storage technologies (Singh et al., 2016). Compared with other energy storage technology routes such as electrochemical energy storage and electrical energy storage, thermal energy storage has obvious advantages in terms of installed capacity, energy storage density, technology cost, service life, etc., (Huang et al., 2021). Compared with these two mechanical energy storage technologies, thermal energy storage technology has many advantages, such as small footprint, low cost, high energy storage density, small impact on the environment, and is not restricted by geographical and environmental conditions; it has obvious scale effects (Desrues et al., 2010). According to the needs of users, it can realize the combined supply of cold, heat, electricity, and steam of various energy grades; it can realize peak shaving and valley filling, two-way adjustment, and absorb the installed output of intermittent new energy (wind power, photo voltaic, etc.,) for the regional power grid (Rodríguez et al., 2009). The best solution is to balance the peak-to-valley difference; a large number of cycles, long life, and the bidirectional regulation function of the energy storage power station will not lead to a decrease in efficiency with long-term heat storage cycles (Suárez et al., 2015); no chemical reaction in the storage and storage processes and technical parameters and processes can be controlled, with high system security (Wang et al., 2015). Thermal energy storage technology can be applied to the power supply side, the grid side, and the user side (Hall et al., 1979). On the user side, thermal energy storage technology can be applied to user cooling, heating, electricity-integrated energy services, seawater desalination, and other occasions; in the direct utilization of thermal energy, thermal energy storage technology has higher energy utilization efficiency than electricity storage technology (Yang et al., 2018a; Yang et al., 2018b; Zhang et al., 2020); thermal technology also includes the storage and utilization of thermal energy below ambient temperature, that is, cold storage technology has been maturely applied in cold chain-related fields, and the market size is also expanding (Tao and He, 2015). For the power supply and grid side, the current power system presents a “double-high” characteristic of a high proportion of renewable energy and a high proportion of power electronic equipment, the system’s moment of inertia continues to decline, and the frequency and voltage regulation capabilities are insufficient, posing severe challenges to grid security; solar thermal energy storage power generation can effectively realize frequency regulation through the rotational inertia of the steam turbine generator set; in the flexibility transformation of thermal power plants (Yaqub et al., 2016), the thermal energy storage power generation technology converts the excess steam heat that occurs when the unit operates with variable loads into a heat storage medium (Quan et al., 2013; Zhang et al., 2021b). The thermal energy is stored and released when needed, which can not only increase the peak shaving depth of the unit but can also increase the peak load capacity, with lower investment and operating costs, which has obvious advantages (Andersen, 2009). The Shapley value (SV) has been calculated to estimate the benefits of cooperative power suppliers (Tao et al., 2012). The presented case studies have verified that the proposed algorithm and the established bidding strategy exhibit higher effectiveness (Baños et al., 2011).
TABLE 1 | Comparative analysis of literature.
[image: Table 1]1.1 Motivation
From the aforementioned discussion, it is concluded that thermal energy storage already exists in a wide spectrum of applications. Sensible heat storage is used in pebble beds, packed beds, or molten salts for thermal solar power plants (Zhao and Wu, 2011; Li et al., 2017; Yin et al., 2020), in water heater storage (Denholm and Kulcinski, 2004; Denholm and Holloway, 2005; Sun et al., 2008; Zheng and Chen, 2008), and in blast or glass furnace regenerators (Carrasco et al., 2006), and it is the most used technology for heating and cooling of buildings Latent heat storage is used in buildings for passive storage systems such as phase change material walls, wall boards, and shutters (Bejan et al., 1996; Laing et al., 2006; Kuravi et al., 2013). As far as we know, solid heat storage devices with a thermal storage temperature of 900°C have not been considered for peak shaving in thermal power plants, and this study considers different peak shaving subsidy scenarios and peak shaving benefits of thermal power plants with high-temperature solid heat storage devices.
1.2 Contributions
The contributions of this study are summed up as follows.
1) A new type of high-temperature heat storage material is proposed, and its heat storage performance is compared with that of current main heat storage materials.
2) In the proposed model, according to the characteristics of the new heat storage material, THERMOFLEX simulation software was used to establish the deep peak-regulating model of the thermal power plant with a high-temperature heat storage device. The feasibility of applying the new heat storage material to deep peak regulation in thermal power plants is proved.
3) An economic analysis model is established considering the scenario of the peak-regulating subsidy, considering different load rates of units, heat storage duration, subsidies, and the corresponding capital recovery period. It provides a reference for the application of heat storage technology in practical projects.
1.2 Study organization
This study is organized as follows: Section 1 introduces the smart power system, its elements, and related research contribution, while Section 2 covers the architecture and flexible peak shaving technology for typical thermal power plants. The mathematical model and economic analysis of the high-temperature solid heat storage system are discussed in Section 3. The rest of the study is organized as follows. Simulation results are discussed in Section 4. Section 5 provides a brief summary of the whole article with concluding remarks.
2 FLEXIBLE PEAK-SHAVING TECHNOLOGY FOR TYPICAL THERMAL POWER PLANTS
At present, the flexibility of thermal power plants is mainly limited by the operation flexibility of “determining electricity by heat.” Therefore, improving the peak-shaving capacity of the heating unit is the main content of flexibility transformation. The flexibility transformation of the heating unit is mainly divided into three categories (Bai et al., 2019). One is to increase the heating capacity of the unit, reduce the boiler output, and reduce the forced output of the unit under the condition of meeting the heating load (Verda and Colella, 2011). Second is the electric heating peak regulation technology, which converts the electric energy generated by the unit into heat energy for external heating, such as the electrode boiler technology and electric boiler solid heat energy storage technology; third is the thermal energy storage peak shaving technology, which converts excess steam thermal energy in steam turbines into thermal energy of energy storage medium for storage, such as the hot water tank energy storage technology, phase change thermal energy storage technology, concrete thermal energy storage technology, and molten salt thermal energy storage technology (Tyagi and Buddhi, 2007; Morisson et al., 2008; Cao et al., 2019; Wang et al., 2019; Xing et al., 2019; Ling et al., 2020).
2.1 Increasing the unit heat supply peak regulation technology
The peak-shaving technology to increase the heating capacity of the unit is mainly to reduce the work share of the steam inside the steam turbine and convert it into heat energy for external heating, which can reduce the forced output of the steam turbine unit and show a strong peak-shaving capacity (Kocak and Paksoy, 2020). The steam turbine bypass heat supply extracts the high-temperature and high-pressure steam with a strong performance for heating and shows great potential for peak shaving, but there is a lot of thermal economic loss and higher operating cost. Used for heating, the loss of cold source is eliminated, and the operating cost is low; however, they generally need to replace the special low-pressure cylinder rotor, and the cost of transformation is high (Sowmy and Prado, 2008).
2.2 Electric heating peak regulation technology
Electric heating peak regulating technology mainly includes the electrode boiler and electric boiler solid thermal energy storage technology, which does not involve the transformation of the main equipment of the thermal power plant and has little influence on the normal operation of the thermal power plant (Lizarraga⁃Garcia and Mitsos, 2014). The solid electrode boiler and electric boiler thermal energy storage lead to electric consumption directly, external power supply, reduce the thermal power plant to increase the load capacity, low load with a load, and the large depth operation flexibility, which are good advantages, but the disadvantages are the high investment cost, operation cost is high, and suit the market early gains’ high load of the depth of the market demand, with the addition of more and more power plant auxiliary service markets (Miao et al., 2019). The demand for deep peak shaving is becoming less and less (Yin et al., 2020). In the market competition of cost sharing, it will be difficult for the heat supply peak-shaving technology with electric energy as the heat source to gain a competitive advantage (Laing et al., 2006).
2.3 Thermal energy storage peak regulation technology
The thermal energy storage peak-shaving technology is a peak-shaving technology that converts the excess steam heat that occurs when the unit is running at variable loads into thermal energy of the thermal energy storage medium and releases the heat energy when needed, thereby increasing the flexibility of the unit (Reboussin et al., 2005; Wu et al., 2015; Hao et al., 2019). For example, when there is an excess of heating steam in the heating season, the excess heat energy is stored in the thermal energy storage equipment (Jian et al., 2015). When the power load is at a low valley, the boiler load and steam turbine output are reduced to meet the low-load peak regulation requirements of the unit (Zhang et al., 2021a). Part of it is supplemented by thermal energy storage equipment; when the power load is at its peak, the boiler load is increased, the external heat supply of the steam turbine is reduced, the peak load capacity of the unit is enhanced, and the insufficient heat supply is supplemented by thermal energy storage equipment (Igreen, 2019).
To sum up, there is no high-temperature thermal energy storage technology that uses the deep peak-shaving period of thermal power plants to combine the high-temperature steam of the system with valley electricity for cascade storage and utilization.
3 MODELING AND ECONOMIC ANALYSIS OF THE HIGH-TEMPERATURE SOLID HEAT STORAGE SYSTEM
3.1 System model composition
A subcritical intermediate reheating self-heating cycle drum furnace is used, and the furnace type is HG1025/17.4-YM28. The steam turbine has a capacity of 300MW, is of subcritical intermediate reheat type, possesses a high- and medium-pressure cylinder, and is of double-cylinder double-exhaust steam single-shaft condensing type (Igreen, 2019; Zhang et al., 2021a; Thermoflow, 2021). The unit model is N300-16.7/538/538. The external supply of industrial steam by the unit is mainly divided into two specifications, namely, 1) 4.2 MPa, 420°C, 60–70 t/h; and 2) 1.8MPa, 320°C, 240 t/h.
3.2 Thermal storage system materials and performance
In this study, carbon-based high-temperature heat storage materials are used, which have the following characteristics (Soprani et al., 2019; Zhang et al., 2020; Fu, 2022; Zhang et al., 2022): 1) good heat storage and thermal conductivity (as shown in Table 2); 2) excellent high-temperature resistance characteristics, can be used under oxygen-free conditions, and the temperature can be up to 3,000°C; also, it has thermal shock resistance at high temperature and good mechanical strength; and 4) good self-lubricating performance (Duan et al., 2018; Liu et al., 2018).
TABLE 2 | Performance comparison of typical heat storage materials.
[image: Table 2]3.3 System simulation and economic analysis model
3.3.1 Simulation model
THERMOFLEX software is a process simulation software application, especially developed for thermodynamics (Carrasco et al., 2006; Soprani et al., 2019; Zhang et al., 2020; Zhang et al., 2022). In terms of simulating steam balance, THERMOFLEX can complete the basic material and energy balance, and set up various logic controls integrated into the steam balance model usually.
3.3 2 System economic analysis model

[image: image]
Here, Y is the net income, yuan/y;M is the income, yuan/y; and C is the cost, yuan/y.
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Here, M1 is the peak-shaving subsidy, yuan/y;M2 is the heat sales revenue, yuan/y; andM3 is the peak electricity revenue increase, yuan/y.
[image: image]
Here, C1 is the electricity cost, yuan/y;C2 is the financing charges, yuan/y; andC3 is the operation and maintenance cost, yuan/y.
4 RESULTS AND DISCUSSION
In the proposed framework, the overall framework is presented in Figure 1.
[image: Figure 1]FIGURE 1 | Proposed flow chart.
According to the new high-temperature solid heat storage system designed in this study, it can be seen from the following Figure 2 that the minimum load of the unit is effectively reduced under the condition of the constant heating load. It can increase the low-load peak load capacity of the unit but cannot increase the peak load capacity of the unit during peak load, and even the high back pressure circulating water heating transformation will reduce the unit’s peak load capacity. According to the latest auxiliary service market rules, it belongs to the flexible transformation technology of “can go down but not go up” that cannot bring comprehensive peak-shaving benefits. High-temperature thermal energy storage enables thermal power plants to have “two-way” peak-shaving capabilities, which can increase the low-load operation capacity of thermal power plants and increase the top-load capacity during peak periods and can obtain complete peak-shaving benefits. Light (valley electricity) as a heat source and thermal energy storage have a good thermal economy and low operating costs. Therefore, the thermal energy storage peak-shaving technology has the best technical and economic competitive advantage.
[image: Figure 2]FIGURE 2 | Output curves of units before and after adding high-temperature thermal energy storage devices.
The relative economic analysis is carried out using the static investment income. It calculated the return on investment years under the different outputs and heat storage time of the unit under the peak-shaving subsidy scenarios of 0.3 yuan/kW and 0.7 yuan/kW. It can be seen from Figure 3 that when the scenario of the peak-shaving subsidy in the power market is of 0.3 yuan/kW, all scenarios have static benefit years over 5 years, except that the output of the unit is 0 and the heat storage time is greater than 9 h. In addition, as shown in Figure 4, when the scenario of the peak-shaving subsidy in the power market is of 0.7 yuan/kW, all scenarios have static benefit years of less than 5 years, except that the output of the unit is 40% and the heat storage time is 7 h. Comparing Tables 3, 4, it can be seen that under the scenario of the peak-shaving subsidy in the power market of 0.3 yuan/kW, the investment can be recovered in 5 years only when the output of the unit is 0 and the heat storage time is greater than 8 h. In the scenario of the peak-shaving subsidy in the/kW power market, except for the scenario where the unit output is 40% and the heat storage time is 7 h, the investment cannot be recovered, and the investment can be recovered within 5 years in the other scenarios. Subsidies have a great impact on the payback period. In addition, in the scenario where the peak-shaving subsidy and the heat storage duration are the same, as the unit output increases, the investment recovery period increases.
[image: Figure 3]FIGURE 3 | Comparison of investment returns under different outputs and heat storage duration of units (the peak-shaving subsidy is calculated at 0.3 yuan/kW).
[image: Figure 4]FIGURE 4 | Comparison of investment returns under different outputs and heat storage duration of units (the peak-shaving subsidy is calculated at 0.7 yuan/kW).
TABLE 3 | Investment recovery period under different outputs and heat storage time of the unit (the peak-shaving subsidy is calculated at 0.3 yuan).
[image: Table 3]TABLE 4 | Investment recovery period under different outputs and heat storage time of the unit (the peak-shaving subsidy is calculated at 0.7 yuan).
[image: Table 4]5 CONCLUSION
In this work, we have presented a mathematical model for simulation and economic analysis of a new high-temperature heat storage system for thermal power plants oriented to the smart grid.
1) In the flexible transformation technology of thermal power plants, the methods of increasing the heating capacity of the unit can effectively reduce the forced output of the unit and improve the power plant low-load operation flexibility, but it will reduce the peak load capacity of the unit during the peak load and face the loss of peak-shaving revenue under the new ancillary service rules. The thermal power plant adopts thermal energy storage peak regulation technology, which can not only increase the low-load operation capacity of the unit but can also increase the peak load capacity when the load is at its peak.
2) Simulation and comparison of actual data based on a thermal power plant is determined by THERMOFLEX thermal simulation software. The preliminary results show that in the model where the peak-shaving subsidy and the heat storage duration are the same, as the unit output increases, the investment recovery period increases.
3) The power market peak-shaving subsidy has a great impact on the investment recovery period. In the 0.3 yuan/kW power market peaking subsidy scenario, only when the unit output is 0 and the heat storage time is greater than 8 h, the investment can be recovered in 5 years, while in the 0.7 yuan/kW power market peaking subsidy scenario, except for the scenario where the unit output is 40% and the heat storage time is 7 h, the investment cannot be recovered; in other scenarios, the investment can be recovered within 5 years.
4) From the aforementioned discussion, we can conclude that there are still certain research gaps that need to be filled in the future. The proposed scheme is based on the simulation method. In the future, this work can be extended to integrated energy, such as cold, hot, and compressed air. More comprehensive power consumption is considered, and the proposed scheme was implemented to contribute to grid stability and better utilization of the grid energy. Similarly, in the proposed mathematical model, we did not consider the cold and compressed air; therefore, the addition of them is another research direction. Moreover, our proposed peak-shaving subsidy is based on data given for 0.3 Y/kWh and 0.7 Y/kWh; however, it can be extended for real-time scenarios.
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Large-scale wind power integration brings great challenges to power system operation. The use of large-scale wind power in the electricity market has become a concern for many researchers. Demand response (DR) and energy storage systems (ESSs) play crucial roles in the consumption of large-scale wind power. In this paper, a detailed DR model is established, including price-based demand response (PBDR) and incentive-based demand response (IBDR). IBDR contains load shifting (LS) and load curtailment (LC). The IBDR model in this study not only includes its bidding and market clearing but also contains relevant constraints: maximum/minimum duration time, shifting/curtailment gap time, and shifting/curtailment frequency. A two-stage trading method, including a day-ahead (DA) market and a real-time (RT) market, is proposed. The method contains various market participants: conventional units (CUs), rapid adjustment units (RAUs), wind power, ESS, and multiple types of DR. The roles and economic benefits of various market participants in the consumption of large-scale wind power are analyzed in an IEEE 30 bus system, verifying the accuracy and validity of the model. The best DR scale and the suggestions of ESS are given. The results show that the proposed method can effectively utilize wind power and decrease system costs.
Keywords: wind power, electricity market, price-based demand response, incentive-based demand response, energy storage system
1 INTRODUCTION
Renewable energy sources such as wind power are playing an increasingly significant role worldwide to address energy shortages and the environmental problems caused by fossil fuels (Jamali et al., 2020; Khaloie et al., 2022). Due to the intermittency and inverse peak regulation characteristics of wind power, large-scale wind power integration brings great challenges to the balance of supply and demand in the power system. The demand response (DR) and energy storage system (ESS) play crucial roles in coping with the intermittency and inverse peak regulation characteristics of renewable energy (Yousefi et al., 2013; Le et al., 2021). The development of high-percentage renewable energy power systems is difficult without flexible load and storage systems (Saberi et al., 2019). The consumption of large-scale wind power in an electricity market environment has become a concern for many researchers (Wei and Zhong, 2015).
There have been many studies on the use of DR to assist in source-load balancing in an electricity market environment. Yousefi et al. (2013) considered a price-based demand response to construct a production model of the user. Bottieau et al. (2020) investigated the problem of optimal hourly electricity consumption scheduling considering real-time electricity prices, and a dynamic price-based DR model was proposed. Agrali et al. (2020) studied the operation of an integrated energy system in the presence of DR. The abovementioned studies only consider the price-based demand response (PBDR) but not the incentive-based demand response (IBDR).
Due to the very important role of incentive-based demand response, a two-stage data-driven unit combination scheduling scheme based on IBDR is proposed by Child et al. (2018), and the commercial air conditioner is modeled as incentive-based demand response to wind power changes. A day-ahead power market clearing model considering DR is proposed by Li and Hong (2016), and the proposed IBDR approach provides flexible load profiles and reduces the ramping need for a conventional generator. Samal and Tripathy (2019) propose a stochastic bidding strategy for virtual power plants, considering IBDR to improve the profitability of wind farms in the electricity market. Asensio and Contreras (2015) proposed a stochastic framework accounting for IBDR for an offer strategy. In the abovementioned literature, only IBDR is considered and not PBDR. In practice, IBDR and PBDR exist simultaneously. Sadati et al. (2019) propose a two-layer framework containing PBDR and IBDR, and the operational scheduling of smart distribution companies is studied. Kim et al. (2021) propose a two-stage stochastic robust optimal energy trading management for microgrids to reduce the peak hour load while ensuring the reliability of the microgrid. The potential of PBDR and IBDR in power systems is investigated by Hajibandeh et al. (2019). Neda et al. (2018) propose a DR-based operation method to cope with the uncertainty and intermittency of wind power generation. The main role of DR in the operation of future power markets is presented. In the abovementioned literature, the model of IBDR is relatively simple, only including its offer model. The amount of load shifting/curtailment and its price are obtained through market clearing. Table 1 is a summary of previous studies considering DR.
TABLE 1 | Summary of previous studies considering DR.
[image: Table 1]In addition, some studies have explored the impact of energy storage systems (ESSs) on wind power consumption. A robust scheduling framework is proposed to obtain an optimal unit commitment in the system, which includes a large-capacity ESS, wind power, conventional units, and DR (Heydarian-Forushani et al., 2015). Arteaga and Zareipour (2019) established a model of ESS participating in the electricity market and studies the potential profit of ESS in providing multiple services. Khaloie et al. (2020) presented multistage electricity market trading strategies, taking environmental factors, ESS, thermal units, and wind power into account. According to the policy of promoting wind power development (Guangdong Provincial People’s Government, 2021), to ensure effective wind power consumption, encouraging the installation of energy storage systems for wind power generation is required. At present, few studies have analyzed the effects and economic benefits of energy capacity and power rating of ESS for wind power consumption.
Much literature has studied the supply–demand balance in power systems containing renewable energy using energy management. Ahmad et al. (2020a) presented the joint energy management and energy trading models, which provides low-cost electricity consumption to the distribution system. Ahmad et al. (2020b) proposed a demand side management (DSM) model to reduce electricity costs and minimize distribution losses. A heuristic algorithm is proposed by Ahmad et al. (2018) to develop an autonomous system, which can manage photovoltaic panels and wind turbines effectively and efficiently. Different DSM schemes are employed for consumer demand management by Yaqub et al. (2016) to optimize energy consumption with minimum consumer interaction. Ahmad et al. (2019) proposed a novel residential energy management approach for efficient energy consumption. Different from the abovementioned studies, mainly making use of active load resources through the DSM method, our research uses price signals (PBDR) and DR trading (IBDR) to assist supply–demand balance.
In this paper, a detailed DR model is established in the electricity market with large-scale wind power integration. Market trading includes two stages: day-ahead (DA) market and real-time (RT) market. DR includes PBDR and IBDR, of which IBDR is further divided into load shifting (LS) and load curtailment (LC). Different types of DR enable active consumers to play a flexible role in a two-stage electricity market. The main contributions of this study can be summarized as follows:
1) A detailed DR model is established, including PBDR and IBDR. The IBDR model not only contains its bidding and market clearing but also contains relevant constraints: maximum/minimum duration time, shifting/curtailment gap time, and shifting/curtailment frequency.
2) The effects of ESS energy capacity and power rating are investigated.
3) The influence of different wind power scales on system operation is analyzed.
4) The effects and economic benefits of different market participants for wind power consumption are analyzed.
2 ELECTRICITY MARKET TRANSACTION MECHANISM
2.1 Market participants
DA market participants include conventional units (CUs), rapid adjustment units (RAUs), wind power, and LS, whereas RT market participants include RAUs, wind power, ESS, and LC.
2.2 Market transaction process
Considering PBDR, the system load will change in response to PBDR, followed by DA market and RT market transactions. The market transaction process is shown in Figure 1. The DA market is to clear 1 day in advance of the operation day to obtain the relevant resources operating status of the operation day. RT market transactions are conducted 15 min before the actual operation of the system, and rolling clearing is carried out to obtain the scheduling resource operating condition for the next 15 min.
[image: Figure 1]FIGURE 1 | Market transaction process.
Consumers usually participate in PBDR based on price signals and do not directly participate in market transactions. LS only participates in the DA market to reduce the system peak–valley difference and ramping need for units. LC and ESS only participate in the RT market to reduce wind curtailment and load shedding. CUs have a slow adjustment speed, while RAUs have a rapid adjustment speed; therefore, CUs only participate in the DA market and RAUs participate in both DA and RT markets.
2.3 Market expense settlement
After the operation day, the relevant market participants will be charged through the DA and RT clearing electricity prices.
PBDR does not need to be settled. LS is settled according to the load shifting quantity and the DA price obtained from DA market clearing, while LC and ESS are settled by the RT price.
CUs are settled by the DA price and their power quantity, which is obtained by DA market clearing. When the RT market clearing power quantity of RAUs is greater than or equal to the DA market, the DA power quantity is settled by the DA price, and the excess part is settled by the RT price. On the contrary, when the clearing power quantity of RAUs in the RT market is less than the DA market, the RT power quantity will be settled by the DA price. The reduced power quantity will be subsidized to RAUs by the difference between DA price and RT price. It means that RAUs make room for wind power generation to utilize excess wind power in the RT market.
Like the RAUs, when the output of wind farms in the RT market is greater than the DA market, wind farms are settled by the DA price, and the excess part is settled by the RT price. On the contrary, when the output of wind power in the RT market is less than the DA market, the wind power is settled by the DA price. It means that the RT output of wind farms is less than the DA output, the wind power is insufficient, and the insufficient output is punished by the penalty coefficient.
3 MODEL INTRODUCTION
3.1 Price-based demand response
The time-of-use (TOU) price is used to divide the peak–valley–flat periods of electricity consumption. The price signal is used to guide the consumers to change the power curve. The formula of PBDR is as follows:
[image: image]
where [image: image] and [image: image], respectively, represent the load power demand before and after PBDR, [image: image] and [image: image] are, respectively, the electricity prices before and after PBDR in time [image: image], and the prices are parameters set in advance. It relies on price difference to adjust consumers’ power consumption. [image: image] is the elasticity coefficient of power demand between time t and [image: image]. Before PBDR, the electricity price for a whole day is the same; after PBDR, TOU prices are set up, and a day is divided into peak–valley–flat periods with different prices. The aforementioned formula embodies “self-elasticity” and “mutual -elasticity” of the consumer. The “self-elasticity” means that if [image: image], the load power demand of period [image: image] will decrease, while if [image: image], it will increase. The “mutual-elasticity” means that if [image: image], the load power demand of period t ([image: image]) will increase, while if [image: image], it will decrease. Cutting the peak and filling the valley of the power curve can be realized by the consumers participating in PBDR. It is worth mentioning that PBDR is for all consumers, and its power changes have uncertainty; the analysis of PBDR uncertainty is beyond the scope of this study.
3.2 Incentive-based demand response
The IBDR discussed in this study can be divided into two types: LS and LC. Both types need to declare the shifting/curtailment quantity and price to the system operator. The declared quantity and price have a piecewise linear curve as shown in Figure 2, which shows a stepwise rise. The higher the compensation, the greater the LS/LC shift/curtail. According to Li and Hong (2016) and Neda et al. (2018), the bidding in this study is divided into four segments.
[image: Figure 2]FIGURE 2 | Demand response bidding curve.
3.2.1 Load shifting
LS participates in the DA market. Figure 3 shows the schematic of load shifting. The green parts represent load shifting, while the blue parts represent load recovery.
[image: Figure 3]FIGURE 3 | Schematic of load shifting.
The total load shifting quantity and its constraint are:
[image: image]
[image: image]
where [image: image] is the total load shifting quantity of DR aggregator ls in time t, [image: image] is the initial minimum shifting quantity, [image: image] is the binary status indicator of DR aggregator ls in time t, [image: image] is the subsequent segmental load shifting, and [image: image] is the segmental maximum load shifting.
The total cost of load shifting is:
[image: image]
where [image: image] is the total cost and [image: image] and [image: image] are the offering prices of initial shifting quantity and the subsequent segmental shifting quantity, respectively.
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Eq. 5 is the constraint of shifting time, Eqs. 6–7 are the maximum/minimum duration shifting time limit, and Eq. 8 is the constraint of load shifting time interval. [image: image] is the period allowing to shift, [image: image]/[image: image] is the maximum/minimum duration shifting time, and [image: image] is the minimum time interval.
The constraints of load shifting times are:
[image: image]
[image: image]
where [image: image] is an auxiliary variable used to record the shifting times within the scheduling periods and [image: image] is the maximum transfer time of DR aggregator ls.
The constraints of power recovery quantity and recovery time are:
[image: image]
[image: image]
[image: image]
where [image: image] is the recovery quantity, [image: image] is the recovery coefficient; [image: image] is a binary status indicator of power recovery in time t, [image: image] and [image: image] are the upper and lower limits of recovery power in each t, respectively, and [image: image] is the recoverable time period.
3.2.2 Load curtailment
LC participates in the RT market. Figure 4 shows the schematic of load curtailment; the blue parts represent the load curtailment. The total load curtailment quantity and its curtailment quantity are:
[image: image]
[image: image]
where [image: image] is the total load curtailment quantity of DR aggregator lc in time t, [image: image] is the initial minimum curtailment quantity, [image: image] is the binary status indicator of DR aggregator lc in time t, [image: image] is the subsequent segmental load curtailment, and [image: image] is the segmental maximum curtailment load.
[image: Figure 4]FIGURE 4 | Schematic of load curtailment.
The total cost of load curtailment is:
[image: image]
where [image: image] is the total cost [image: image] and [image: image] are the offering price of the initial curtailment quantity and the subsequent segmental curtailment quantity, respectively.
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Eq. 17 is the constraint of curtailable time, Eqs. 18–19 are the maximum/minimum duration curtailment time limits, and Eq. 20 is the constraint of load curtailment time interval. [image: image] is the period allowing to curtail, [image: image] and [image: image] are the maximum and minimum duration curtailment time, respectively, and [image: image]is the minimum time interval.
The constraints of load curtailment times are:
[image: image]
[image: image]
where [image: image] is an auxiliary variable used to record the curtailment times within the scheduling period and [image: image] is the maximum curtailment times of DR aggregator lc.
3.3 Day-ahead market clearing model
The objective function of the DA market is to minimize the total cost:
[image: image]
where [image: image] is the generation cost and start-up/shutdown cost of CUs i; [image: image] is the generation cost and start-up/shutdown cost of RAUs if; [image: image] is the cost of LS, and the LS model is described in detail in Section 3.2.1; [image: image] and [image: image] are the wind power curtailment penalty coefficient and the network power flow constraint penalty coefficient, respectively; [image: image] is wind power curtailment in the DA market; and [image: image] and [image: image] are slack variables for forward and reverse power flow of line l in the DA market, respectively. The decision variables are [image: image] subject to the following constraints. The meaning of the symbols can be obtained from the nomenclature table.
3.3.1 Day-ahead system power balance constraints

[image: image]
where [image: image] is the power generation of CUs, [image: image] is the power generation of RAUs, [image: image] is DA wind power consumption, [image: image] is the maximum wind power that is predicted in DA, and [image: image] is the load power demand at bus n after PBDR.
3.3.2 System power flow constraints

[image: image]
where [image: image] is the N-dimensional column vector of injected power of bus n. The first and second rows of Eq. 25 represent the DC power flow, and the third and fourth rows represent the maximum forward and reverse flow of the branch between bus j and k, respectively.
3.3.3 Unit constraints
The related constraints of CUs and RAUs are similar, which include power generation upper and lower limit, ramp up/down limit, and minimum start-up/shutdown duration time limit. For brevity, only the CU model is presented here.
1) Constraints of power generation
[image: image]
where [image: image] is the initial minimum power generation, [image: image] is the binary status indicator of CU i in time t, [image: image] is the subsequent segmental power generation, [image: image] is the segmental maximum power generation, and [image: image] and [image: image] are the offering price of initial power generation and the subsequent segmental power generation, respectively.
2) Constraints of ramp up/down
[image: image]
where [image: image]([image: image]) is the ramp-up (ramp-down) rate of CU I, [image: image]([image: image]) is the startup (shutdown) ramp rate of CU i, and [image: image]([image: image]) is the startup (shutdown) binary status indicator of CU i in time t.
3) Constraints of minimum start-up/shutdown duration time
[image: image]
[image: image]
where [image: image]([image: image]) represents the period during which CU i must be on/off at the beginning of the scheduling cycle; it is determined by the state of CU i at the end of the last scheduling cycle. [image: image]([image: image]) is the period of the minimum on/off time of CU i.
The relevant constraints of LS are given in Eqs. 2–13.
3.4 Real-time market clearing model
RT market transactions are conducted 15 min before the actual operation of the system, and rolling clearing is carried out to obtain the scheduling resource operating condition for the next 15 min.
[image: image]
where [image: image] is the generation cost of RAU if in the RT market, [image: image] is the cost of load curtailment; the LC model is described in detail in Section 3.2.2, [image: image] is the degradation cost of ESS, [image: image],[image: image] are the wind power curtailment and load shedding in the RT market, respectively, [image: image],[image: image],[image: image] are penalty coefficients; and [image: image] are slack variables for forward and reverse power flow of line l in the RT market, respectively. The decision variables are [image: image] [image: image], subject to following constraints. The meaning of the symbols can be obtained from the nomenclature table.
3.4.1 Real-time system power balance constraints
[image: image]
where [image: image] is the power generation of CUs, which is given by the DA market clearing results, [image: image] is the power generation of RAUs in the RT market, [image: image] is the RT wind power consumption, [image: image] is the maximum wind power, which is predicted in RT, [image: image] and [image: image] are the discharge and charge power of ESS, respectively, and [image: image] is the load power demand at bus n after LS.
3.4.2 Energy storage system constraints
[image: image]
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where [image: image] and [image: image] are the maximum discharge and charge power, respectively, [image: image] and [image: image] are binary status indicators ESS, [image: image] is the stored power energy of ESS in time t; [image: image] is the stored power energy of ESS, [image: image] and [image: image] are charge and discharge efficiency coefficients, respectively, and [image: image] is the ESS degradation coefficient.
For the relevant constraints of LC, refer to Eqs. 14–22, and for the other constraints (power generation upper and lower limit for RAUs and ramp up/down limit for RAUs), refer to the day-ahead market model.
4 RESULTS AND DISCUSSIONS
In this section, the numerical results are presented to validate the effectiveness of the proposed model. Case studies, carried out in the IEEE 30 bus system, are shown in Figure 5. The IEEE-30 bus system is a typical power grid, and the studies in a typical power system can verify the accuracy and effectiveness of the proposed models. There are three conventional units, one rapid adjustment unit, four wind farms, and four IBDR aggregators. A day is divided into 96 periods. PBDR parameters such as peak–valley–flat periods division and corresponding electricity price are shown in Table 2. The self-elasticity coefficient and mutual-elasticity coefficient are set as -0.12 and 0.012, respectively (Aalami et al., 2010). There are four IBDR aggregators in the bus, 5, 7, 21, and 30, where the power demand is large. The total aggregated load of aggregators accounts for 7% of the total system load. The predictive DA and RT wind power are shown in Figure 6. The proportion of wind power to the total load of the system is 50%. The real wind power historical data of Belgium in Elia are scaled down and used as the wind power DA forecast output and RT forecast output in this study. In DA market clearing and RT market clearing, the objective of wind power is to reduce the amount of wind curtailment as much as possible, and the wind power consumption does not exceed the predicted output.
[image: Figure 5]FIGURE 5 | IEEE 30 bus system.
TABLE 2 | TOU electricity price for PBDR.
[image: Table 2][image: Figure 6]FIGURE 6 | Day-ahead and real-time wind power.
The DA and RT two-stage market clearing model are MILP problems essentially, which can be efficiently solved by GAMS using the CPLEX solver. The solution flowchart is shown in Figure 7.
[image: Figure 7]FIGURE 7 | Solution flowchart.
4.1 Day-ahead market and real-time market clearing results
Figure 8 shows the comparison between the original load of the system and the load considering PBDR and LS. After PBDR and LS, the load decreases in the peak periods (29–48 and 61–84) and increases in the valley periods (1–24 and 85–96), making the peak–valley difference of the load curve smaller. It can enhance the reliability and security of system operation.
[image: Figure 8]FIGURE 8 | Original load and load with PBDR and LS.
Figure 9 shows the curtailment of LC in the RT market. Load curtailment takes place during the peak demand periods (29–48, 61–84). Figure 10 shows one of the ESS’s charge power, discharge power, and stored energy. ESS discharges when the RT wind power is lower than DA and charges when the RT wind power is higher. LC and ESS are used to solve the uncertainty problem of wind power. Each wind farm is equipped with ESS. ESS does not participate in bidding in the RT market directly, and the charge/discharge power are obtained by solving the RT model.
[image: Figure 9]FIGURE 9 | Load curtailment in the RT market.
[image: Figure 10]FIGURE 10 | ESS’s charge power, discharge power, and stored energy.
4.2 Effects of incentive-based demand response relevant constraints and different incentive-based demand response scales
The IBDR model in this study not only includes its bidding and market clearing but also contains relevant constraints: maximum/minimum duration time, shifting/curtailment gap time, and shifting/curtailment frequency. The IBDR model does not contain these constraints in many reports in the literature. The effects of IBDR relevant constraints are analyzed in this section, and the results are shown in Table 3. Without relevant constraints, the maximum duration time and shifting/curtailment frequency are 28 and 3, respectively, which are not adjustable. With relevant constraints, the maximum duration time and shifting/curtailment frequency are 16 and 2, respectively, which are adjustable. There is a limit on load shifting or load curtailment; too long duration time and too high frequency for IBDR will have a great impact on the production and life of IBDR providers. Therefore, relevant constraints are considered for the IBDR model in this study.
TABLE 3 | Effects of IBDR with or without relevant constraints.
[image: Table 3]To obtain the best scales of DR, we analyzed the effects of different DR scales. The results are shown in Table 4. The proportion of DR in the total system load increased from 1 to 10%. When the DR scale increases, system cost, wind power curtailment, and the system total ramping need (including ramp up/down) of the unit show a decreasing trend. However, the marginal benefit brought by the DR per scale is constantly decreasing. When the proportion of DR increases to 7%, the system cost and wind power curtailment no longer decrease significantly. Therefore, in the following studies, the DR scale is set at 7%.
TABLE 4 | Effects of different DR scales.
[image: Table 4]4.3 Effects of energy storage system energy capacity and power rating
The effects of ESS energy capacity and power rating are investigated. Figure 11 and Figure 12 respectively show the system cost and wind power curtailment under different energy capacities and power ratings. When energy capacity and power rating are improved, the total system cost and wind power curtailment can be reduced effectively. This is because the ESS with a large capacity and large charge, discharge power rating can store more excess wind power, making full use of wind energy, and reducing the generation cost of units. It is worth noting that due to the investment cost and operation maintenance cost of the ESS, when the energy capacity and power rating are too large, the total system cost will increase. When the energy capacity/power rating is 50 MWh/25MW, the cost of the system is higher than when it is 30 MWh/15 MW.
[image: Figure 11]FIGURE 11 | System cost.
[image: Figure 12]FIGURE 12 | Wind power curtailment.
The system cost and wind curtailment at the lowest power rating and maximum capacity (50 MWh/5 MW) are larger than the highest power rating and minimum capacity (10 MWh/25 MW), respectively. Although these two conditions are not the most conducive to wind power consumption, the combination of high capacity and low power rating negatively affects wind consumption more. Therefore, if the budget of the ESS is limited during the system planning, a relatively high power rating should be given priority. The same conclusion can also be drawn from the variation trend in Figure 11 and Figure 12. As the power rating increases from small to large, the reduction trend of the system cost and wind power curtailment becomes more intense than the capacity increases.
4.4 Effects of wind power scale
The effects of the wind power scale were analyzed, and the proportion of wind power in the total load changed from 10 to 70%. The results are shown in Table 5. With the increasing proportion of wind power, the system cost is constantly decreasing, and the ramp need of unit is increasing. When the proportion of wind power is 70%, the wind curtailment is 323 MWh, which is 1.4% of total wind power, indicating that it is difficult for the system to utilize such a high proportion of wind power completely. However, the proportion of wind curtailment is acceptable.
TABLE 5 | Effects of different wind power integrations.
[image: Table 5]Figure 13 shows the DA and RT market clearing price and the variation of the total load shifting and load curtailment within a day. With the increasing wind power, the average DA and RT price reduces. The DA price reduces from $60 to $30, and the RT price reduces from $50 to $20. RT price is lower than DA price because when wind curtailment appears in some periods, there will be some negative electricity, and it is more likely to appear in the RT market. Therefore, the RT price will be lower. The total load curtailment decreases (from 900 to 300 MWh) with the increasing wind power output because when the proportion of wind power is small, the power generation of CUs and RAUs is large, the market clearing price will be high, and LC will curtail more load. With the increasing wind power, the power generation of CUs and RAUs gradually reduces, the system clearing price decreases, and LC will curtail less load. Compared with the load curtailment, the overall trend of the load shifting does not change much with the increase of the wind power output.
[image: Figure 13]FIGURE 13 | Market clearing price, total load shifting, and load curtailment.
4.5 Effects of different market participants
The effects of different market participants are analyzed. The market participants in various cases are shown in Table 6.
TABLE 6 | Different cases of market participants.
[image: Table 6]Figure 14 shows the comparison of PBDR and LS in cases 1–4, and Table 7 shows the related results in each case. According to cases 1–4 in Figure 14 and Table 7, both PBDR and LS can reduce the load in peak periods (29–48 and 61–84) and increase the load in valley periods (1–24 and 85–96). It can help to reduce the peak–valley difference of the system, the ramping need of units, and the system cost. Considering LS alone is more effective than considering PBDR alone; the combination of PBDR and LS works best.
[image: Figure 14]FIGURE 14 | Comparison of PBDR and LS.
TABLE 7 | Comparison of different cases.
[image: Table 7]Figure 15 shows the comparison of wind curtailment and load shedding in each case. There are large wind curtailments in cases 1–4; this means that cases 1–4 cannot utilize wind power efficiently. Cases 1–4 show load shedding which is unacceptable. Case 5 curtails little wind power and shows load shedding. Case 6 shows wind curtailment but does not cause load shedding. Case 7 does not curtail wind power and does not show load shedding. According to the previous analysis, ESS can effectively avoid wind curtailment, but each ESS has a charge power and discharge power limit. When the RT wind power is much smaller than the DA wind power, a serious shortage of the system supply will appear. The system supply shortage will not be solved just by relying on the RAUs and ESS, which will cause load shedding. LC provides additional regulation capacity to the system, which makes the system appear less or no load shedding and enhances the reliability of the system’s power supply to consumers. The combination of ESS and LC works best.
[image: Figure 15]FIGURE 15 | Wind curtailment and load shedding.
Case 7, the method adopted in this study, is better than cases 1–6 in terms of system cost, wind curtailment, load shedding, and ramping need.
5 CONCLUSION
Large-scale wind power integration has brought great challenges to the balance of supply and demand in the power system. DR and ESS play crucial roles in the consumption of large-scale wind power. This study designs a DA and RT two-stage electricity market trading method including various market participants: wind power, ESS, and multiple types of DR. An innovative DR model is established considering PBDR and IBDR. The IBDR model not only includes its bidding and market clearing but also contains relevant constraints: maximum/minimum duration time, shifting/curtailment gap time, and shifting/curtailment frequency. Some examples are studied in the IEEE-30 bus system. The roles and economic effects of various market participants in the consumption of large-scale wind power are analyzed. The conclusions are as follows:
1) It makes more sense to take relevant constraints of IBDR into account than not. The optimal proportion of DR in this study is about 7%.
2) Increasing the energy capacity and power rating of ESS can effectively reduce the total system cost and system wind curtailment, and the power rating increase should be given priority.
3) It can achieve the best effect when PBDR and LS are considered in the DA market, while ESS and LC participate in the RT market. Minimum system cost, wind curtailment, and load shedding can be attained.
For future research, the uncertainty of DR can be considered, and relevant stochastic optimization techniques will be studied.
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NOMENCLATURE
Indices and sets
t, t' (T) index (set) of time periods, each period represents 15 mins
n, j, k (N) index (set) of buses
ls (NLS), lc (NLC) index (set) of LS, LC aggregators
m(M) index (set) of bidding segments
i (NG), if (NGf) index (set) of CUs, RAUs
w(NW) index (set) of wind farms
l(NL) index (set) of system branches
ib (NB) index (set) of ESS
Parameters
[image: image]([image: image]) load power demand before (after) PBDR
[image: image]([image: image]) electricity price before (after) PBDR
[image: image] elasticity coefficient
[image: image]([image: image]) initial minimum load shifting (curtailment) quantity
[image: image] initial minimum power generation
[image: image]([image: image]) the segmental maximum load shifting (curtailment) quantity
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Power battery test equipment is widely used to produce and test new energy vehicles and storage containers. To address the problem of DC bus voltage fluctuations that affect the accuracy of output voltage and current, a high-accuracy bus voltage control strategy is based on nonlinear extended state observation (NLESO) and terminal silding mode controller (TSMC) load current estimation. Simulation and experimental results show that the control strategy has a good suppression effect on the DC bus voltage fluctuation and can effectively improve the accuracy of the DC side output voltage and current. Grid voltage differential feedforward is adopted, which can achieve fast suppression of DC bus voltage fluctuations in power battery test equipment and meet the high precision output requirements of the system DC bus.
Keywords: power battery test equipment, AC/DC, DC bus voltage controller, ESO, second order differential feed-forward
1 INTRODUCTION
In response to China’s “2030 Carbon Peak” policy, new energy technologies have been developed rapidly. Electrochemical energy storage technology has become mainstream, covering the three major energy consumption fields of transportation, industry, and buildings, and has been widely applied in electric vehicles and energy storage and power generation systems (Wang et al., 2014; Ali et al., 2021). However, with the expansion of market capacity, the safety of power batteries and energy storage containers is being widely considered. The production, operation, and maintenance of power battery packs must go through perfect high-precision performance testing to ensure system safety and reliability. Therefore, the power battery testing system has been developed rapidly. The main components of the power battery testing system are high-precision and high-power energy storage and power battery professional testing equipment, which can simulate energy storage power stations, electric vehicles, and other operating conditions. Combined with international and domestic testing standards, a comprehensive test of the electrical performance parameters for power batteries can be carried out to obtain complete and accurate data for a comprehensive assessment of battery quality, which provides a scientific basis for the research, production, and application of energy storage and power batteries.
High-precision power battery testing equipment is mainly used for electric vehicle packs, energy storage container packs, and DC charge and discharge operation condition testing of energy storage containers. Tests include battery pack condition-simulation tests, charge and discharge characteristics tests of the battery pack, battery pack capacity tests, battery cycle life tests, and BMS performance verification tests. The controlled object during the test involves the test equipment’s input and output characteristic parameters. Test equipment must be equipped with high-precision detection and control, high-quality power feedback, high-standard operation condition simulation tests, a wide range of DC voltages and sizeable current output performance (Huang et al., 2016; Zhang and Ruan, 2019; Zhou et al., 2019; Ma et al., 2019; Cao et al., 2018; Zhou et al., 2015).
Figure 1 shows 1600 V high-power, high-precision power battery test equipment with a two-level topology. An NPC-type three-level topology is adopted in the AC/DC module, a two-level topology is adopted in the DC/DC module, and a DC bus capacitor connects the multiple DC modules (Aksenov et al., 2016; Leal, 2017; Zhao et al., 2017; Wu et al., 2019). The control accuracy is less than 0.1% under the condition of high voltage and large current on the DC side. A dynamic DC output response time of less than 20 ms is required at an instantaneous full load. Some conditions include sudden changes in DC side load, output power, and AC/DC power disturbances. This will cause a significant impact on the bus voltage, making the DC bus voltage unable to operate within the set range, which in turn affects the measurement accuracy of voltage and current on the DC output side. This can seriously affect the entire simulation process, resulting in the severe distortion of test data (Jamma et al., 2017; Geng et al., 2018). Therefore, the stable control of the DC bus voltage plays a significant role in the high accuracy characteristics of the DC side of the test equipment. The bus voltage control must have a high level of immunity to interference to improve the output accuracy on the DC side.
[image: Figure 1]FIGURE 1 | Two-stage topology with multiple DC modules for test equipment.
At present, the system accuracy is optimized by improving the control strategy of the bidirectional AC/DC converter and the suppression of disturbance voltage fluctuations and harmonics. The traditional control strategy uses proportional integration (PI) double-loop control, which cannot wholly solve the changes and shocks of the bus voltage at instantaneous full load, nor can it effectively suppress the disturbing harmonics on the grid side. For this reason, many scholars have proposed a dual closed-loop control strategy that adds feedforward and observers to improve the response rate of tracking external disturbances by varying the feedforward value of the current inner loop (Li et al., 2018; Hui et al., 2019; Wang et al., 2020). To some extent, power feedforward and current feedforward control can improve the bus voltage fluctuation response. Nevertheless, since the feedforward is obtained from the current inner loop regulation, the output can lag behind the given value of the current. Adding a DC bus current transformer to collect real-time information can solve the feedforward control problem when the busload changes (Baazoug et al., 2018; Isik et al., 2018). This adds extra cost and makes selecting high-current DC transformers more difficult. A nonlinear disturbance observer is chosen to make virtual measurements of the load current and synchronize the bus voltage control to solve this problem. At the same time, other grid voltage second-order differential feedforward loops are needed to address the DC bus power fluctuations introduced by the grid’s harmful sequence components and suppress the high-frequency oscillation-type changes in the DC bus voltage caused by uncertain grid distortions (Xiong and Ye, 2019).
The expansion state observer in the nonlinear perturbation observer enables accurate estimation of each of the nonlinear state variables in the system. An accurate real-time estimate of the system state variables without building a mathematical system model makes it difficult to quantify the gain in control quantities (Changchao and Zhongjian, 2020; Fu et al., 2022). The state observer and the TSMC combination can realize the system state variables to converge quickly in a finite time. The problem of asymptotic convergence of common sliding mode control is solved. This has the property of jitter elimination without switching terms (Liang et al., 2019; Ding et al., 2020; Henao-Bravo et al., 2020).
This paper optimizes the control strategy of a bidirectional AC/DC converter for medium-voltage high-precision power battery test equipment by an expansive state observer and grid voltage second-order differential feedforward control. Based on the traditional double closed-loop control strategy, a load current and grid voltage second-order differential feedforward control are added to avoid increasing hardware costs and to provide real-time tracking of external disturbances and grid uncertainties. Bus voltage fluctuations in the test system are quickly suppressed, and the DC high-precision output requirement of the system is met. This paper verifies that the controller optimized with this control strategy can stop DC bus voltage fluctuations, improve the dynamic response characteristics, ensure the operational stability of the two-stage system and effectively improve the output accuracy of the DC side. Simulations and platform tests were implemented with 1600 V 800 kW power battery test equipment.
The rest of the paper is organized as follows. The influence of grid voltage imbalance and its harmonic components on bus voltage fluctuations are derived and analysed in Section 2. The effect of load current and grid voltage disturbances on bus voltage control through closed-loop transfer functions is investigated and gives the corresponding feedforward control expressions in Section 3. Section 4 presents the load current observation method based on nonlinear expansion state observation and terminal sliding mode control. Section 5 offers a simulation comparison between the proposed control strategy and the conventional PI double closed-loop control strategy under different charging and discharging conditions. An experimental certification analysis of the control effect of the control strategy proposed in this paper on high-power energy storage test equipment is described in Section 6. The conclusions are provided in Section 7.
2 DISTURBANCE ANALYSIS OF GRID VOLTAGE
The equipment circuit topology is shown in Figure 2. The buck/boost topology is adopted in the DC-DC converter, and the neutral point clamped three-level topology is adopted in the AC-DC converter. ex and ux represent the three-phase inverter voltages and three-phase grid voltages on the AC side of the converter, respectively, where x is equal to a, b, and c. L1, L2, and C1 indicate the inductors and capacitors of the LCL filter on the AC side. L3, L, and C2 denote inductors and capacitors of the LCL filter on the DC side. iinv and ig represent the inverter current and grid current, respectively. C, Vdc, Vbat, and ibat indicate the filter capacitor, bus voltage, output voltage, and current, respectively. ii, io, and ic represent the input current, output current, and capacitor current, respectively.
[image: Figure 2]FIGURE 2 | Equipment circuit topology.
When distortions occur in the grid after an imbalance, in addition to the fundamental component, there are harmful sequence components and corresponding harmonic components in the grid voltage. The harmonic part is most commonly found in the 5th and 7th order. The presence of harmonic components in the traditional Dq control algorithm will cause fluctuations in power on the DC side, which will lead to changes in the bus voltage and affect the accuracy of the control of the battery voltage and current at the output of the device.
In the case of grid imbalance, the grid voltage and current vectors can be decomposed into the sum of the positive sequence components and the corresponding harmful sequence components, as shown in (1).
[image: image]
where [image: image] and [image: image] are the grid voltage and current values at the[image: image] coordinates. [image: image], [image: image], [image: image], and [image: image]are the grid voltage and current positive and negative sequence component values at the DQ coordinates.
According to the theory of AC instantaneous power calculation, the expression for the transmitted power under grid unbalance can be obtained as
[image: image]
The superscript "∗" in (2) indicates the conjugate complex, and the active power P and reactive power Q can be expressed as
[image: image]
In (3), P0 and Q0 are the DC components of active and reactive power, and Pc2, Ps2, Qc2, and Qs2 are the amplitude of active and reactive power two times the frequency fluctuation.
When the grid contains the 5th and 7th harmonics, the active power transmitted by the AC/DC converter can be obtained by the same analysis.
[image: image]
In (4), Pc6, Ps6, Qc6, and Qs6 are the amplitudes of the 6 times frequency pulsation of active and reactive power, Pc12, Ps12, Qc12, and Qs12 are the amplitudes of the 12 times frequency pulsation of active and reactive power.
The power loss on the AC and DC sides of the test equipment is ignored. Energy conservation for AC and DC power transfer is given when there is a grid voltage imbalance or a significant harmonic content.t
[image: image]
In (5), Pcn and Psn indicate the n times frequency active power pulsation amplitude. As seen from (5), the charge and discharge currents of the electrical test equipment remain constant. Fluctuations in the DC bus voltage are caused when the grid voltage is unbalanced or contains harmonic components.
To analyse the impact of bus voltage fluctuations on the accuracy of the voltage and current control on the device’s output side, the converter circuit topology of the DC-DC side is analysed by a mathematical model. The equation of state of the bidirectional buck/boost converter can be expressed as
[image: image]
where d1 and d2 denote the turn-on duty cycle of switch tubes Q1 and Q2, respectively.
Linearize the small signal of (6).
[image: image]
Udc, Ubat, IL, Io, and Ii represent the steady-state values of Vdc, Vbat, iL, io, and ii, respectively. Vdc, △Vbat, △iL, △io, and △ii denote the small signal disturbance values of the corresponding variables.
Substitute (7) into (6). The small-signal model of the linearized bidirectional DC/DC converter can be obtained.
[image: image]
From (8), it can be seen that unbalanced input and output currents on the bus capacitor cause bus voltage fluctuations. The fluctuations in bus voltage will further lead to changes in voltage and current on the output side, which affects the accuracy of charging and discharging voltage and current control of the equipment. To solve the influence of grid voltage and load–current disturbance on the bus voltage control accuracy and improve the equipment charging and discharging voltage and current control accuracy, this paper proposes a voltage and current feedforward control method based on grid voltage differential feedforward and ESO load current feedforward estimation.
3 FEEDFORWARD PRINCIPLE OF VOLTAGE AND CURRENT
The AC/DC converter of equipment supports bidirectional energy flow. The current inner loop uses AC feedback ig to improve the quality of the grid-connected current. The dual closed-loop control block diagram of the LCL-type AC/DC converter is shown in Figure 3(Wang et al., 2014).
[image: Figure 3]FIGURE 3 | Block diagram of the double closed-loop control of the LCL converter.
According to the conservation of power on the AC side and the DC side, (9) is given.
[image: image]
Ud and id are the d-axis components of the grid voltage and grid current in the DQ transform. idc = ic.
From (9), the relation between the active component of the inverter current and the DC can be obtained.
[image: image]
where[image: image].
The dual closed-loop control block diagram for the AC/DC converter shown in Figure 3 is simplified by moving the node equivalents.
The output bus voltage of the AC/DC converter can be obtained from Figure 4.
[image: image]
[image: Figure 4]FIGURE 4 | Simplified dual closed-loop control block diagram of the LCL converter.
Gref, Gu and Gi represent the bus command voltage’s closed-loop transfer function, the grid voltage disturbance’s closed-loop transfer function, and the load current disturbance’s closed-loop transfer function. Vdcref is the command value of bus voltage, and Gv and Gc are voltage loop and current loop controller transfer functions, respectively.
[image: image]
It can be seen from (11) that the bus voltage fluctuation is affected by the bus voltage command change and is related to the grid voltage disturbance and DC load current disruption. The bus voltage fluctuations are suppressed by adding feedforward control to eliminate the effect of grid voltage and load–current disturbances on the bus voltage.
The block diagram of the dual closed-loop control of an AC/DC converter with the addition of feedforward control can be expressed as follows.
The dual closed-loop control block diagram for the LCL converter shown in Figure 5 with the addition of feedforward control is simplified by moving the nodes equivalently.
[image: Figure 5]FIGURE 5 | Block diagram of double closed-loop control with the addition of feed-forward control.
The output bus voltage of the AC/DC converter after the addition of feedforward control can be obtained from Figure 6.
[image: image]
where [image: image] and [image: image] denote the grid voltage disturbance closed-loop transfer function and load current disturbance closed-loop transfer function after adding feedforward control, respectively, and they can be expressed as
[image: image]
[image: Figure 6]FIGURE 6 | Simplified double closed-loop control block diagram with the addition of feedforward control.
To eliminate the influence of load current and grid voltage disturbance on bus control accuracy. The voltage–current feedforward control transfer function can be obtained from (14).
[image: image]
Based on the equipment parameter information provided in the article and Eqs 11–14, the open-loop Bode diagrams of the bus voltage loop before and after the addition of grid voltage and load current feedforward control can be plotted.
Figure 7 shows that the system margin of magnitude and phase margin are greatly improved, and the system is more stable after adding grid voltage and load current feedforward control.
[image: Figure 7]FIGURE 7 | (A, B) shows the system margin of magnitude andphase margininthe traditional double closed-loop control strategy and the control strategy proposed in this paper, respectively.
Based on the above theoretical analysis, this paper proposes a control strategy of grid voltage differential and output current double feedforward. The output current is predicted by a method based on NLESO and TMSC. The system central circuit topology and loop control block diagram are shown in Figure 8.
[image: Figure 8]FIGURE 8 | System primary circuit topology and loop control block diagram.
4 ESTIMATION OF LOAD CURRENT DISTURBANCE
4.1 Design of a nonlinear expansion state observer
Multiple DC-DC charging and discharging control channels are usually for high-precision battery charging and canning equipment. In the above current feedforward control method, the AC/DC side requires simultaneous sampling of multiple channels of real-time battery current data, increasing the system’s cost and significantly impacting the system’s reliability. An expansion state observer and terminal-sliding-mode control techniques are used to solve the above problems to achieve a real-time estimation of load current and feedforward control.
On the DC side of the AC/DC converter, Kirchhoff’s current law is given by (16).
[image: image]
PI controls the current inner loop, and the transfer function Gc of the current loop controller is shown in (17).
[image: image]
Combining (15) and (17), and according to the load current feedforward control block diagram, the feedforward current value can be calculated as shown in (18).
[image: image]
The Laplace inverse transformation of (18) is given by (19).
[image: image]
Combined with (19) and the derivation of (16), (20) is derived as
[image: image]
(20)can be expressed in the form of the equation of state.
[image: image]
Combining Equations (20) and (21), the corresponding system state variable x1 in the state equation, the system external disturbance signal w(t), the system control quantity gain coefficient b, and the system control action quantity u(t) are obtained as shown in (22).
[image: image]
The system shown in (21) is a second-order system, so only a third-order expansion state observer needs to be designed to estimate the states x1 and x2 and the system’s uncertainty factor w(t). The third-order expansion state observer is designed as
[image: image]
In (23), β1, β2, and β3 indicate the observer gains, which can be determined by the zero-pole configuration method. z1, z2, and z3 denote the outputs of the expansion state observer.[image: image],[image: image], and [image: image] represent the real-time estimates of the corresponding system state variables x1 and x2 and the estimates of the uncertainty factor w(t), respectively. g(e1) denotes a nonlinear function related to the observation error due to the classic continuous power function fal(e1,α,δ) having the fast convergence characteristic of minor error, significant gain, large error, and small gain, which can effectively reduce the high-frequency vibration phenomenon. Therefore, the nonlinear state observer constructed by this nonlinear function has the advantages of fast error decay, high observation accuracy, and real-time automatic adjustment of the observation bandwidth. This paper chooses the nonlinear function g(e1), as shown in (24).
[image: image]
where δ denotes the interval length of the linear segment near the origin and δ > 0, α is the amplification factor, and 0 < α < 1.δxi = zi-xi, where i = 1,2,3, (25) is obtained from the difference between (23) and (21).
[image: image]
Since the nonlinear function g(e1) is smooth and g(0) = 0, according to Taylor’s formula, (25) can be rewritten as
[image: image]
Assuming[image: image], then (26) can be written as a state space equation.
[image: image]
where [image: image], [image: image], [image: image]
If the system is to remain stable under the effect of unknown disturbances and reach a sound balance quickly, the eigenvalues of compensation matrix A must fall in the left half-plane of the complex plane. According to the zero-pole configuration method, the desired pole pi(i = 1,2,3) is selected such that the parameter li(i = 1,2,3) in the parameter compensation matrix A satisfies (28).
[image: image]
According to (28), the values of parameters l1, l2, and l3 can be found, and the system expansion state observer shown in (23) can be rewritten as
[image: image]
4.2 Design of sliding mode controllers
Assuming the system is a single-input and single-output nonlinear system, the mathematical model of the system is shown in (30).
[image: image]
where xi, f(x), g(x), and u(x) denote the state variables of the system, the nonlinear function, the nonlinear function associated with the system error, and the amount of control action of the system, respectively.
For any n-order system, a global fast sliding mode with a recursive structure [25] can be chosen, as expressed in (31).
[image: image]
where αi, βi>0 and pi, qi (pi > qi) (i = 0,1...,n-2) are positive odd numbers. S means slip surface.
From (31), where i = 1,2...,n-1, the n-order differential of si can be expressed as
[image: image]
A recursive calculation based on (30) can be expressed as
[image: image]
Assuming that the trace instruction value is r, [image: image] can be obtained. Since the instruction value is a constant, [image: image]
[image: image]
(35) is obtained by substituting Eqs 34, 30 into Eq. 33:
[image: image]
Taking the global fast sliding mode control law as
[image: image]
(37) can be derived by (36) and 35.
[image: image]
Defining the Lyapunov function as [image: image], the derivative of V is given by
[image: image]
From (38), it can be seen that V is less than 0. According to Lyapunov stability theory, the sliding mode control system is stable, and sliding mode sn-1 will converge to zero in a finite time.
It can be seen that the system in this paper is a second-order system by (21), and according to the above global sliding-mode-controller design principle, the sliding mode surface is selected, as shown in (39).
[image: image]
The fast terminal sliding mode is constructed as
[image: image]
where p0 and q0 are both positive odd numbers. If 1 < p0/q0 < 2 is satisfied, α and β are positive values, and by combining (29), (39), and (40), (41) is given.
[image: image]
The values of u0 and c1 are taken as follows:
[image: image]
The final control law of the load current feedforward value is obtained, as shown in (43), by substituting Eq. 42 into Eq. 41.
[image: image]
5 ANALYSIS OF SYSTEM SIMULATION
5.1 Simulation model
To observe the stability of DC bus voltage control of medium-voltage high-power high-precision power battery test equipment based on an expansion state observer and second-order differential feedforward grid voltage control, a simulation model of the power battery test system is established for analysis.
A 1600 V 800 kW power battery test system is shown in Figure 9. The model contains the grid, AC/DC converter, DC/DC converter, power battery pack of electric vehicles, AC output isolation transformer, and AC load. The load power battery pack module parameters are shown in Table 1. The DC/DC converter is connected to the AC/DC converter by a bus capacitor. The DC output voltage of the DC/DC converter can be controlled from 50 to 1600 V. The DC voltage range at the AC/DC and bus capacitor connection is from 1300 to 1650 V. A rated power of 850 kW could be obtained for the AC-DC converter, which meets the rated efficiency losses.
[image: Figure 9]FIGURE 9 | Model of the power battery test system.
TABLE 1 | Parameters for each Pack module of the system.
[image: Table 1]The parameters of each Pack module in the simulation model are shown in Table 1.
A conventional two-loop control strategy and a second-order differential feedforward control strategy based on an expansive state observer and grid voltage are applied in the simulation model of the AC/DC converter. The controller parameters used in the simulation model are shown in Table 2, the parameters l1, l2, and l3 are the parameters of the ESO, and α, β, p0, and q0 are the parameters of the TMSC.
TABLE 2 | Controller parameters
[image: Table 2]5.2 Simulation analysis under grid imbalance conditions
Based on the simulation model in Figure 9, simulation analysis is carried out under grid unbalance conditions. The system is charged and discharged, and each module, in turn, is run at its rated power to measure the stability and accuracy of the bus voltage and DC/DC converter output voltage and current during the charging and discharging of the different running power modules. The simulation conditions are as follows.
The four battery packs are rated at 50 V, 500 V, 1000 V, and 1600 V, respectively. When the DC/DC module is not running, the AC/DC is soft-started so that the bus voltage reaches 1650 V. The AC/DC runs continuously without output for 1 and 2 s. After 1 s, the phase voltage of one phase of the grid (phase B) is changed from 220 to 200 V to simulate a grid voltage imbalance. The following operation condition simulation tests are carried out.
1) The four DC-DC modules of the system are discharged at 350, 350, 200, and 125 A simultaneously for 1 s. After 3 rds, they are switched to −350, −350, −200, and −125 A simultaneously for 1 s. After the fourth second, DC-DC modules 1, 2, and 3 maintain the charging operation. DC-DC module 4 runs from −125 A discharge mode to 125 A charge mode for 1 s. The simulation waveform is shown in Figure 10A.
2) The battery packs of different voltage levels are charged and discharged several times under the above conditions. The steady-state bus voltage and current waveforms in charging and discharging mode on the output side are compared in Figure 10B.
[image: Figure 10]FIGURE 10 | (A, B) Image A and B shows transient response and Steady-state control accuracy for each operating condition under grid imbalance in Figures 10 and grid normal in Figures 11, respectively.
Compared to the traditional PI double closed-loop control strategy, the control strategy proposed in this paper is less affected by grid imbalance and has better control accuracy. It also has better transient and steady-state characteristics. From the comparative analysis in Figure 10, under the grid unbalance condition, when the charging power is more significant, the corresponding bus voltage and battery voltage and current fluctuations on the output side become more extensive, which is consistent with the theoretical analysis.
5.3 Simulation analysis under normal grid conditions
Based on the simulation model in Figure 11, simulation analysis is carried out under grid normal conditions. The test methods are similar under normal and unbalanced conditions on the grid. The simulation conditions are as follows.
[image: Figure 11]FIGURE 11 | (A, B) shows the transient response under grid imbalance in the traditional double closed-loop control strategy in Figures 14 and under grid normal in the control strategy proposed in this paper in Figures 16, respectively.
The AC-DC module runs continuously without output for 1 s, and after 2 s, the following operating conditions are simulated and tested. When the DC/DC module is not running, the AC/DC is soft-started so that the bus voltage reaches 1650 V. The four battery packs are rated at 50 V, 500 V, 1000 V, and 1600 V, respectively.
1) The four DC-DC modules of the system are discharged at 350, 350, 200, and 125 A simultaneously for 1 s. After 3 rds, they are switched to −350, −350, −200, and −125 A simultaneously for 1 s. After the fourth second, DC-DC modules 1, 2, and 3 maintain the charging operation. DC-DC module 4 runs from −125 A discharge mode to 125 A charge mode for 1 s. After the fifth second, DC/DC modules 1 and 2 remain in charge operation, DC/DC module 4 remains in discharge operation and DC-DC module 3 runs from −200 A discharge mode to 200 A discharge mode for 1 s. The simulation waveforms are shown in Figure 11A.
2) The battery packs of different voltage levels are charged and discharged several times under the above conditions. The steady-state bus voltage and current waveforms in charging and discharging mode on the output side are compared in Figure 11B.
Steady-state characteristics compared to the traditional PI double closed-loop control strategy. The bus voltage, output-side voltage, and current control accuracy are higher during steady-state operation, which has a better transient. As seen from the comparative analysis in Figure 11, under the control strategy proposed in this paper, the bus voltage fluctuations are more minor during charging and discharging switching.
From the above simulation analysis, the voltage-current feedback control strategy proposed by this paper can be seen to effectively improve the suppression of bus voltage fluctuations and real-time tracking of external disturbances and grid uncertainties. Thus, it ensures that the requirements of high-precision voltage and current output under different operating conditions on the DC side are met.
6 ANALYSIS OF EXPERIMENTAL RESULTS AND CONCLUSION
6.1 Experimental platform
To verify the effectiveness of the voltage–current feedforward control strategy proposed in this paper, the experimental platform is shown in Figure 12, and the practical system and control parameters are shown in Table 3.
1) The grid simulator as the AC source is adopted on the AC side, and it outputs 3-phase AC power connected with the DC-AC side of the high-precision power battery test equipment. The three-phase AC voltage with different voltage amplitudes, frequencies, and harmonic contents can be set according to the test conditions.
2) The three-level LCL topology is adopted on the DC-AC side of the high-precision power battery test equipment. The traditional bidirectional buck-boost topology, including four charge and discharge control channels, is assumed on the DC side. They could be connected independently or in parallel according to the load power needs.
3) PC1 represents the computer software supporting the high-precision power battery test equipment, which can edit the test steps related to different working modes according to the test needs. PC2 denotes the Modbus debugging interface of the DC-AC side, which can display the relevant operating information of the DC-AC side in real time and adjust the suitable control and protection parameters on the DC/AC side online.
[image: Figure 12]FIGURE 12 | Experimental platform.
TABLE 3 | Experimental system and controller parameters.
[image: Table 3]6.2 Grid voltage imbalance conditions
According to the three-phase voltage unbalance national standard, the negative sequence voltage unbalance should not exceed 2% during regular grid operation and should not exceed 4% for short periods [26]. The AC side of the experimental platform is connected to the grid simulator, and the grid voltage unbalance test condition is simulated by setting the output three-phase unbalanced AC voltage. The AC input voltage waveform under the unstable situation is shown in Figure 13. The DC side is connected to a Li-ion battery pack, and the battery is charged and discharged by setting the constant current charge and discharge test step through the host computer software. The current command is set to ±125 A. Under the grid voltage unbalance test condition, the bus control strategy is compared with the traditional PI double closed-loop bus control strategy and the proposed bus strategy of voltage-current feedforward. The output voltage and current and bus voltage waveforms are shown in Figure 14.
[image: Figure 13]FIGURE 13 | AC input voltage waveform under unbalanced grid conditions.
[image: Figure 14]FIGURE 14 | Output voltage, current waveforms, and bus waveforms during charging and discharging switching under unbalanced grid conditions ((A, B) shows the transient response under grid imbalance in the traditional double closed-loop control strategy in Figures 14 and under grid normal in the control strategy proposed in this paper in Figures 16, respectively, and (C, D) show the Steady-state control accuracy in the traditional double closed-loop control strategy and the control strategy proposed in this paper, respectively).
From the experimental waveform in Figure 14A, it can be seen that the traditional PI double-closed-loop bus control strategy leads to 2-fold frequency fluctuations in the bus voltage when the grid voltage is unbalanced, which is consistent with the theoretical analysis. The bus voltage fluctuation is approximately 40 V at the instant of charge and discharge switching. Figure 14B shows that there is no low-frequency fluctuation when the bus control strategy proposed in this paper is used during steady-state operation of the bus voltage, and the bus voltage fluctuation is approximately 10 V at the instant of charging and discharging switching.
As shown in Figure 14C, under the conventional PI double closed-loop bus control strategy, the charging current is set to −125 A. The peak steady-state bus voltage is 1.6 V (with 0.97‰ control accuracy), the peak output voltage is 1.35 V (with 0.84‰ control accuracy), and the peak output current is 0.11 A (with 0.88‰ control accuracy) during stable operation. At a particular moment, 124.86 A of the actual current value measured by Agilent’s high-precision existing test equipment (current sampling with an amplification ratio of 3530:1) could also be obtained.
Similarly, the charging current is set to −125 A in Figure 14D under the proposed bus control strategy. The peak steady-state bus voltage is 0.75 V (with 0.45‰ control accuracy), the peak output voltage is 0.55 V (with 0.34‰ control accuracy), and the peak output current is 0.05 A (with 0.40‰ control accuracy) during stable operation. At a particular moment, 124.972 A of the actual current value measured by Agilent’s high-precision existing test equipment (current sampling with an amplification ratio of 3530:1) could also be obtained.
The experimental results show that the bus control strategy proposed in this paper is used under unbalanced grid conditions. The bus voltage fluctuation amplitude is smaller during charging and discharging switching, and the bus voltage and output side voltage and current dynamic response performance are better. In steady-state operation, less than 0.5‰ control accuracy can be achieved.
A comparison of the steady-state control accuracy of each parameter under grid imbalance conditions is shown in Table 4.
TABLE 4 | Steady-state control accuracy of each parameter under grid imbalance conditions.
[image: Table 4]6.3 Normal grid voltage conditions
Based on the experimental platform in the previous section, the grid voltage symmetrical operation condition is simulated by setting up the output of three proportional 380 V AC voltages. The AC input voltage waveform under balanced operation conditions is shown in Figure 15. The battery is charged and discharged using work steps edited by the upper computer software. The current command is set within a range from −125 A to +125 A.
[image: Figure 15]FIGURE 15 | AC input voltage waveform under symmetrical grid conditions.
The output voltage and current and bus voltage waveforms during the grid voltage symmetrical test condition under the conventional PI double closed-loop bus control strategy and the proposed bus strategy based on voltage-current feedforward are shown in Figure 16.
[image: Figure 16]FIGURE 16 | Experimental waveforms of output voltage, current, and bus during charging and discharging switching under symmetrical grid conditions ((A, B) shows the transient response under grid imbalance in the traditional double closed-loop control strategy in Figures 14 and under grid normal in the control strategy proposed in this paper in Figures 16, respectively. and (C, D) show the Steady-state control accuracy in the traditional double closed-loop control strategy and the control strategy proposed in this paper, respectively)..
In Figure 16A, when the traditional PI double closed-loop bus control strategy is used, the bus voltage fluctuation at the instant of charge and discharge switching is approximately 20 V. In Figure 16B, the bus control strategy proposed in this paper is used. The bus voltage fluctuation at the instant of charge and discharge switching is approximately 10 V, as seen in Figure 16C when the conventional PI double closed-loop bus control strategy with the current discharge command set to 125 A is used. The peak steady-state bus voltage is 1.3 V (with 0.79‰ control accuracy), the peak output voltage is 1.08 V (with 0.68‰ control accuracy), and the peak output current is 0.089 A (with 0.71‰ control accuracy) during stable operation. At a particular moment, 124.926 A of the actual current value measured by Agilent’s high-precision existing test equipment (current sampling with an amplification ratio of 3,530:1) could also be obtained. The discharging current is set to 125 A in Figure 16D under the proposed bus control strategy. In all, 0.65 V of the peak steady-state bus voltage, 0.45 V of the peak output voltage with 0.28‰ of the control accuracy, and 0.04 A of the peak output current with 0.32‰ of the control accuracy could be obtained during stable operation. At a particular moment, −124.990 A of the actual current value measured by Agilent’s high-precision existing test equipment (current sampling with an amplification ratio of 3,530:1) could also be obtained.
In Figures 16A,B in the experimental part of this paper, it can be seen that under the normal condition of the grid with the traditional PI control method, the response time of battery charging is approximately 60 ms. The response time of battery discharging is approximately 80 ms, while the response time of battery charging is approximately 20 ms, and the response time of battery discharging is approximately 20 ms under the bus voltage control method proposed in this paper.
The experimental results show that the bus control strategy proposed in this paper is used under normal grid conditions. The bus voltage fluctuation amplitude is smaller during charging and discharging switching. The dynamic response performance of the bus voltage, output-side voltage, and current improves. The bus voltage, output voltage, and current ripple are smaller during steady-state operation, resulting in a higher steady-state control accuracy of less than 0.5‰. Less ripple in bus voltage, output voltage, and current during steady-state operation could result in higher steady-state control accuracy, and the control accuracy is less than 0.5‰.
A comparison of each parameter’s steady state control accuracy under normal grid conditions is shown in Table 5.
TABLE 5 | Steady-state control accuracy of each parameter under regular grid operating conditions.
[image: Table 5]7 CONCLUSION
To address the impact of the dynamic response and steady-state control accuracy of the DC bus voltage during grid voltage unbalance and sudden changes in load current. This paper proposes a bus control strategy based on an expansive state observer with load current feedforward plus grid voltage second-order differential feedforward. The theoretical analysis and experimental results show that the system has the following characteristics.
1) By analysing the mechanism of bus voltage fluctuations caused by grid voltage imbalance and its harmonic components, a second-order differential feedforward of grid voltage is added to offset the impact of grid voltage disturbances on bus voltage fluctuations. Finally, the adaptability of the system to the grid is improved.
2) The load current observer based on a nonlinear expansion state observer with terminal sliding mode control features a simple design and no additional hardware sampling circuitry.
3) The theoretical analysis proves that the nonlinear expansion state observer can estimate the uncertainties and external disturbances of the system in real time, and the introduction of terminal sliding mode control enables the observation error to converge quickly to the specified sliding film surface. The rapidity and accuracy of the system for load current estimation are significantly improved.
4) Compared with the traditional double closed-loop control strategy under grid unbalanced or normal operating conditions, simulation and experimental results show that the proposed control method has the features of better control accuracy and transient and steady-state characteristics. Ma et al., 2018, Cao. and Ming, 2015.
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Random Excurions Variant 0.710216 pass.
Rank 0.122325 pass.
Runs 0911413 pass
Serial 0.834308 pass
Uiversal 0.350485
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Solution before optimization 440.3697 322034
Extreme solution 1 3845517 27.4912
Extreme solution 2 4120183 21.3654
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Sources

Real power, kW Rated capacity, kW Real power, kW Rated capacity, kW
HT 0 0 300 350
BG 350 550 3094 550
WECS 200 400 200 400
SPVS 150 2002 150 200
Total generation 700 1150 9594 1500
Local load 1000 kW 650 kW

AC line 40.6 kW -50 kW
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Author

Lietal. (En-Wen
and Bin (2014)

Cui et al. (2016)

Li et al. (2018)

Islam et al.
(2018b)

Year

2014

2016

2017

2018

Method

Analytical method

Bayesian network

Bayesian belief
network

General regression
neural network
approach

Used state
parameter

Including 13 state parameters, such as GO,
€02, He, CH4, micro-water, and acid value

Including 12 stat parameters, such as core
earthing current, moisture, unbalanced DG
resistance of winding, and partial discharge

Including 14 state parameters, such as
lightning capacity, overvoltage times, and
short circuit capacity

A dataset of 345 power transformer
including insulation condition, impurity
analysis, and bushing condition

Advantage

Simple and convenient

Visual presentation
Inferring using conditional
probabiity

Convenient; visual
presentation; inferring using
conditional probabilty

Improving the acouracy

Limitation

Heavy workload; neglecting the
differences of transformers; only
considering part of state parameters

Only considering part of state
parameters; cannot adapt to al
transformers with different voltages

Weighting calculation is subjective and
complex

Network structure and parameters are
difficult to determine
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Controllers PI controller FOPI controller FPI controller FFOPI controller

Parameters KP KI KP KI A K1 K2 K3 K1 K2 K3 A
Controller 1 02 1 02 1 i 7692 03947 0013 7692 03947 0013 099
Controller 2 -40 -84 -50 -18.4 0.99 5555.6 00139 00663 55556 0.0051 01923 098
Controller 3 02 1 02 1 1 7692 03947 0013 7692 03947 0013 0999
Controller 4 ~140 -3 150 -3 0.965 5555.6 00111 00635 55556 0.0046 0.1895 09653
Controller 5 604 236 604 236 0.98 7692 00127 00307 7692 0.0127 00307 1
Controller 6 -3.15 -25.60 -3.15 -25.60 0.999 500 01591 00512 500 01591 00512 1

M,

Controllers PI controller FOPI controller FPI controller FFOPI controller

Parameters KP KI KP KI A K1 K2 K3 K1 K2 K3 A
Controller 1~ 0.2 1 02 1 1 7692 03947 0.013 7692 0.3947 0.013 098
Controller 2 -340 -350 -15 0.98 76.92 1099 x 107 4745 7692 55x 107 1385 0.889
Controller 3 02 1 02 1 | 7692 03947 0013 7692 03947 0013 1
Controller 4 240 230 -15 0 7692 0.0428 4745 76.92 0.0078 1385 0
Controller 5 376 1851 376 1851 096 7692 00205 02406 7692 0.0205 02406 0.899
Controller 6 -154 3268 -154 3268 0978 3333 02195 0.098 3333 02195 0.098 1

AC tie line

Controllers PI FOPI controller FPI controller FFOPI controller

controller

Parameters KP KI KP KI A K1 K2 K3 K1 K2 K3 A
Controller § 02 1 02 1 1 76.92 03947 0013 7692 0.3947 0013 1
Controller 9 -40 -84 -50 -184 0899 55556 00139 0.0663 55556 00051 01923 098

Controller 10 -340 -5 -350 -15 0.897 76.92 1.099 x 107 4745 76.92 55% 107 1385 0.9868
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Year

2016

2011

2016

2017

Method

ANN (lias et al., 2016)
Fuzzy logic (Flores
etal., 2011)

SWM (L et al., 2016b)

DBN (Dai et al., 2017)

Method introduction and
advantage

ANN is characterized by strong data processing and learning abilty, which is
widely used in classification and prediction problems

Fuzzy logic method uses the fuzzy set methods to enable fuzzy comprehensive
judgment

SVM is a widely used binary classification algorithm, which can use the kermnel
method to done non-linear classification

DBN is a deep neural network composed of restricted Boltzmann machines,
with strong feature extraction and fault tolerance

Limitation

Depending on data samples; easy to fallinto local
optimum

Several human factors involved

It may lead to overiapping or indvisible classification for
multiple classification problems

Depending on data samples
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Group Thermal conductivity (W/m-K) Percentage (%)

A 029 100
B 032 110
C 037 130
D 043 150
E 057 200
F 0.86 300
G 143 500
H 286 1,000

573 2,000
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Group Percentage of the maximum Percentage of activation

electric field energy (%)
A 100 100
B 86 88
C 74 77
D 71 73
E 53 54
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Transient time constant
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d axis transient reactance
Generator voltage
Generator voltage

Gain coefficient

Gain coefficient

Virtual inertia constant
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Unit value
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Angle
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Unit value

09777
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0.0179 + 0.5
1





OPS/images/fenrg-10-907790/fenrg-10-907790-t002.jpg
Quantity

Generator voltage
Angle

Line impedance
Line impedance
Line impedance
Angle

Unit value

09777
-1.342
0.05 + 0.5
0.05 + 0.5
0.0179 + 0.5
0





OPS/images/fenrg-10-907790/math_20.gif
AP, = E,(Gyycosd,; + Byysind,) AE',

. (20)
+E E (~G,,sind,, + B,,cos8,,) AS, . @





OPS/images/fenrg-10-907790/math_17.gif





OPS/images/fenrg-10-907790/math_18.gif
=K (w-w,).





OPS/images/fenrg-10-907790/math_19.gif
a9





OPS/images/fenrg-10-907790/math_2.gif





OPS/images/fenrg-10-907790/math_13.gif
" °G,, + E,E,

(13)






OPS/images/fenrg-10-907790/math_14.gif
(14





OPS/images/fenrg-10-907790/math_15.gif
ol

By =

15





OPS/images/fenrg-10-907790/math_16.gif
(16)






OPS/images/fenrg-10-907790/math_12.gif
E E,(G,,cosd,, + B,,sind,,), (12)





OPS/images/fenrg-10-1005577/fenrg-10-1005577-g009.gif





OPS/images/fenrg-10-1005577/fenrg-10-1005577-g008.gif





OPS/images/fenrg-10-1005577/fenrg-10-1005577-g007.gif





OPS/images/fenrg-10-1005577/fenrg-10-1005577-g006.gif





OPS/images/fenrg-10-1005577/fenrg-10-1005577-g005.gif
s et ) ”






OPS/images/fenrg-10-1005577/fenrg-10-1005577-g004.gif





OPS/images/fenrg-10-1005577/fenrg-10-1005577-g003.gif





OPS/images/fenrg-10-1005577/fenrg-10-1005577-g012.gif
‘ nuIHIIH” I





OPS/images/fenrg-10-1005577/fenrg-10-1005577-g011.gif
|-|-|--|~|--|-|m’l'lm =





OPS/images/fenrg-10-1005577/fenrg-10-1005577-g010.gif





OPS/images/fenrg-10-1005784/math_9.gif
mmz[ 3 ) Z ponss( o)

(9)





OPS/images/fenrg-10-1005784/math_8.gif





OPS/images/fenrg-10-1005784/math_7.gif
e S e €T
DS mrt < b € S# g € T. @






OPS/images/fenrg-10-1005784/math_6.gif
Pras = Priay = - (mst}™)
P = P =
vb € $"* nl

®






OPS/images/fenrg-10-1005784/math_5.gif
2 T L mals g myt- g mphieSTeeT
’Z"'”"m);. i = ):»f Z.;'r“t”" viestier
. - - ©)





OPS/images/fenrg-10-1005784/math_4.gif
LpAll
e = (5 ) ep| -2 AR





OPS/images/fenrg-10-1005577/fenrg-10-1005577-g002.gif
S 1]
S
Saat

paiver}

T a6 e w m w
e sumbers of fteration





OPS/images/fenrg-10-1005577/fenrg-10-1005577-g001.gif





OPS/images/fenrg-10-1005577/crossmark.jpg
©

|





OPS/images/fenrg-10-1005784/math_qu1.gif
= (R -

L@ s eT





OPS/images/fenrg-10-1005577/inline_14.gif





OPS/images/fenrg-10-1005577/inline_13.gif





OPS/images/fenrg-10-1005577/inline_111.gif





OPS/images/fenrg-10-1005577/inline_110.gif





OPS/images/fenrg-10-1005577/inline_11.gif
a: (/MW?), b; (/MW)<i()





OPS/images/fenrg-10-1005577/inline_109.gif





OPS/images/fenrg-10-1005577/inline_108.gif





OPS/images/fenrg-10-1005577/inline_107.gif





OPS/images/fenrg-10-1005577/inline_10.gif





OPS/images/fenrg-10-1005577/inline_1.gif





OPS/images/fenrg-10-1005577/inline_12.gif





OPS/images/fenrg-10-1005577/fenrg-10-1005577-t010.jpg
Methods

BGOA
ELR
LRGA
ALR

GAUC
GA
DPLR

Total production
costs ($)

5,596,414
5,605,678
5,613,127
5,615,893
5,623,885
5,626,514
5,627,437
5,640,488

Cost ditference
(%)

~0.1380
0.0273
0.1603
0.2096
0.3522
0.3991
0.4156
0.6485

Methods

LR
ABEMO
BDEr
BGWO
BCS
BPSOGWO
LS-MFA

Total production
costs ($)

5,657,277
5,660,087
5,776,923
5,786,794
5,788,367
5,812,001
5,604,146

Cost difference
(%)

09481
09982
3.0830
32592
32872
37090
0.0000
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Methods

BGOA
LRGA
ELR
EP
GAUC
ALR
GA
DPLR

Total production
costs ($)

2240277
2,242,178
2,244,237
2,249,093
2249715
2,249,790
2251911
2,256,195

Cost ditference
(%)

0.0000
0.0849
0.1768
0.3935
0.4213
0.4246
0.5193
0.7105

Methods

LR
ABEMO
BDEr
BGWO
BCS
BPSOGWO
LS-MFA

Total production
costs ($)

2,258,503
2,265,867
2,291,992
2,298,588
2,305,632
2,311,725
2240277

Cost difference
(%)

08136
1.1423
23084
26028
29173
31892
0.0000





OPS/images/fenrg-10-1005577/fenrg-10-1005577-t006.jpg
Methods

BGOA
LRGA
ELR
EP
GAUC
GA
ALR
DPLR

Total production
costs ($)

1,120470
1,122,622
1,123,297
1,125,494
1,125,516
1,126,243
1,126,720
1,128,098

Cost ditference
(%)

-02517
-0.0601
0.0000
0.1956
0.1975
0.2623
0.3047
0.4274

Methods

LR
ABEMO
BDEr
BGWO
BCS
BPSOGWO
LS-MFA

Total production
costs ($)

1,130,660
1,131,551
1,132,763
1,140,027
1,142,930
1,145,016
1,123,297

Cost difterence
(%)

06555
07348
0.8427
14894
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Methods

BGOA
SFLA
HPSO

ELR
GAUC
BDEr
DPLR
BPSOGWO
BGWO

EP

Total production
costs ($)

563,027
563,937
563,942
563977
563977
563,989
564,049
564,402
564,549
564,551
564,673
564,800

Cost ditference
(%)

-0.1684
-0.0071
-0.0062
0.0000
0.0000
0.0021
00128
00754
0.1014
0.1018
0.1234
0.1459

Methods

BF
ABFMO
ALR
DPSO
LR

GA
PSO-LR
ICGA
BCGA
ABC
LS-MFA

Total production
costs ($)

564,842
565,136
565,508
565,804
565,825
565,825
565,869
566,404
567,367
641,303
563,977

Cost difterence
(%)

01534
02055
02715
03239
03277
03277
03355
04303
0.6011
137108
0.0000
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COST/h
HOUR
COST/h
HOUR
COST/h
HOUR
COST/h

1368312975
7
232619795
13
30057.5503
19
2415034075

14554.49975
8
24150.34075
14
27251.056
20
30547.5503

17709.4485
9

28111.056
15
24150.34075
21
27251.056

18597.66775
10
30117.5503
16
21513.6595
2
22735.521

20580.0195
11
31976.0611
17
20641.8245
23
17684.6935

23487.0445
12
33950.22152
18
22387.0445
24
1542741975
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UNIT

Hour

10

245

455
455
455
455
455
455
455
455
455
455
455
455
455
455
455
455
455
455
455
455
455
455
455
455
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370
455
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25
40

25
25
25
30
85

130
130
130
130
130
130
130
130
130
130
130
130
130
130
130
130
130

130
130
130
130
130
130
130
130
130
130
130
130
130
130
130
130

360
410
455
455
455
455
455
455
455
455
310
260
360
455
455
455
455
420
345

25

20
33
73
80

10
10
43

25
25
25
25

162
162
162
162
85

10
11
12
13
14
15
16

10
10

10

10

33
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30
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25
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18
19
20
21
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20
20
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25
25

145
25

22
23
24
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Load UNIT

Hour

(MW)

10

700
750
850
950

1,000
1,100
1,150
1,200
1,300
1,400
1,450
1,500
1,400
1,300
1,200
1,050
1,000
1,100
1,200
1,400
1,300
1,100
900

800

10
11
12
13
14
15
16

18
19
20
21

22
23
24
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Unit
parameters

Pimax/ MW

P min/ MW

ai/ (Ih)

bil (MWHh)

cil (MW? — h)
min up (h)

min down ()

hot start cost ($)
cold start cost ()
cold start hours (h)

initial status (h)

UNIT

455
150
1,000
16.19
048

4,500
9,000

455
150
970
17.26
031

5,000
10000

130
20
700
16.60

550
1,100

130
20
680
16.50
211

560
1,120

162
25
450
19.70
398

900
1800

80
20
370
2226
7.12

170
340

85
25
480
27.74
7.9

260
520

55
10
660
25.92
413

30
60

55

10
665
27.27
222

30
60

10

55

10
670
27.79
173

30
60
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Methods

BGOA
ELR
ALR
EP
LRGA
GA
GAUC
DPLR

Total production
costs ($)

4,475,407
4,485,633
4,494,487
4,498,479
4,501,844
4,504,933
4,505,614
4,512,391

Cost ditference
(%)

0.0000
0.2285
0.4263
0.5155
0.5907
0.6597
0.6750
0.8264

Methods

LR
ABEMO
BDEr
BGWO
BCS
BPSOGWO
LS-MFA

Total production
costs ($)

4,526,022
4,531,605
4,616,190
4,622,671
4,625,838
4,645,223
4,475,407

Cost difference
(%)

11310
12557
3.1457
32905
33613
37944
0.0000
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Methods

BGOA
ELR
LRGA
ALR

GAUC
GA
DPLR

Total production
costs ($)

3,356,574
3,363,491
3,371,079
3,371,188
3,371,611
3,375,065
3,376,625
3,384,293

Cost ditference
(%)

~02056
0.0000
0.2256
0.2288
0.2414
0.3441
0.3905
0.6185

Methods

LR
ABEMO
BDEr
BGWO
BCS
BPSOGWO
LS-MFA

Total production
costs ($)

3,394,066
3,397,162
3,451,346
3,460,080
3,464,932
3,478,950
3,363,491

Cost difference
(%)

0.9090
1.0011
26120
28717
30159
34327
0.0000
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Detail model

Average
model

Advantage

It accurately reflects the steady state performance and grid-side waveform quality
of the photovoltaic power station component; it can perform grid-side harmonic
analysis

It does not need single PWM generation unit; the requirement for the simulation
sampling rate s not high, which can effectively improve the simulation speed; andit
retains ood static and dynamic performance

Disadvantage

The requirement for the simulation sampiing rate is very high; the
simulation operation time is too long

Unable to perform harmonic analysis on the voltage and current of the
grid side





OPS/images/fenrg-10-935156/fenrg-10-935156-g020.gif
IV VN

w— T

Outowt samel Srithont higtvlow volioen contel .. Duutiat eswlt ol highiowr voltags contes! 2ae adopted





OPS/images/fenrg-10-935156/fenrg-10-935156-g019.gif
Ot sosil wilbiet bidiviow voltide controll_ Duitpetiasuit 6CMiGh/Iow voltabe conteol sc adoied





OPS/images/fenrg-10-935156/fenrg-10-935156-g018.gif
e."
|
i s
R ke

Output rosilt without highAow volage cootial  Oulpet resai of bighviow voltage contril are adopted





OPS/images/fenrg-10-935156/fenrg-10-935156-g017.gif
N

|
Ot onceit withenst Ktk ou veltos comeal

Oowant mvl o Mialificor vt omisct are skled





OPS/images/fenrg-10-1005784/inline_37.gif
H?





OPS/images/fenrg-10-1005784/inline_44.gif
AF





OPS/images/fenrg-10-1005784/inline_43.gif





OPS/images/fenrg-10-1005784/inline_42.gif





OPS/images/fenrg-10-1005784/inline_41.gif
e





OPS/images/fenrg-10-1005784/inline_40.gif
fDOTLER
i





OPS/images/fenrg-10-1005784/inline_4.gif
mr!’

PLPE





OPS/images/fenrg-10-1005784/inline_39.gif





OPS/images/fenrg-10-1005784/inline_38.gif





OPS/images/fenrg-10-935156/fenrg-10-935156-g016.gif
Pk

Ot Somuls sithont bishiew veligs contiol

Craout resull of hitASow vomeas dontrcl assadonted





OPS/images/fenrg-10-935156/fenrg-10-935156-g015.gif
[ HL

Outmat sk withoat hidhiow veluscontl  ‘Cidiout emnlt el iows valtags costral are adouiad





OPS/images/fenrg-10-935156/fenrg-10-935156-g014.gif





OPS/images/fenrg-10-935156/fenrg-10-935156-g013.gif





OPS/images/fenrg-10-935156/fenrg-10-935156-g012.gif
)} I—






OPS/images/fenrg-10-935156/fenrg-10-935156-g011.gif





OPS/images/fenrg-10-935156/fenrg-10-935156-g010.gif
L

Vo dpa)





OPS/images/fenrg-10-935156/fenrg-10-935156-g009.gif





OPS/images/fenrg-10-935156/fenrg-10-935156-g008.gif





OPS/images/fenrg-10-935156/fenrg-10-935156-g007.gif
TR el St tosr dhiom. . ERVS madel emmmater vocsor ikt





OPS/images/fenrg-10-1013585/math_10.gif
Rer O+ X

JXeVes
+a—7"

Re+ j(Xr+ Xo)]

JABVas
eEyieaya)

(0





OPS/images/fenrg-10-1013585/math_11.gif
AL
ey

Yoo o0 0 vugva) | ve

R ] A N e

Faw Fuw Yo vy Vi) | Ve
[y






OPS/images/fenrg-10-1013585/inline_99.gif
AR





OPS/images/fenrg-10-1013585/math_1.gif





OPS/images/fenrg-10-1013585/inline_97.gif
\YT





OPS/images/fenrg-10-1013585/inline_98.gif
XA





OPS/images/fenrg-10-1013585/math_14.gif
X,

__va
Vo

an





OPS/images/fenrg-10-1013585/math_15.gif





OPS/images/fenrg-10-1013585/math_12.gif
Vis =3 (Va+@Vi +aVer) 12)





OPS/images/fenrg-10-1013585/math_13.gif
a3





OPS/images/fenrg-10-941985/fenrg-10-941985-t004.jpg
Symbol Quantity Value
Ry shortrcuit resistance 2.4390 @
X; short-circuit reactance 17.8340 Q
Lr short-circuit inductance 0.0868H
B magnetic resistance 169490 0
- magnetic reactance 47775 0
L magnetic inductance 166.5677H
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Changed parameter(s)

Fault(s)

Leakage resistance
Winding resistance and
leakage resistance

Excitation resistance
Winding resistance

Winding deformation

Turn-to-turn short circuit or

turn-to-turn short circuit and poor tap changer
contact

Short ciruit between core chips

Poor tap changer contact
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Parameter

Fault

Judging standard(s)

Leakage resistance

Winding DC resistance

No-load loss
Tap changer contact resistance

Winding deformation

Turn-to-turn short circuit

Short circuit between core chips
Poor tap changer contact

1)Relative change is greater than 2%

2Maximum relative mutual difference of three  single-phase
parameters is greater than 2.5%

1)The difference between phases is greater than or equal to 4% of
the average value of the three phases

2JThe difference between lines is greater than or equal to 2% of the
average value of the three phases

3)Change greater than or equal to 2% compared to the previously
measured value at the same site

4)Unbalance rate: the difference between phases is greater than
4%, the difference between lines is greater than 2%

Significant change compared to previous test value

Generally no more than 500
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1.0 X, has the same importance s X,

12 X, 1S slightly more important than x,

1.4 X, is significantly more important than x,
16 X,y is strongly more important than x,
1.8 X, is extremely more important than x,
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Method 1 2 3 4 5

G1 method 74.53 82.53 90.91 67.62 82.88
G1-EWM 76.25 85.84 90.80 67.37 82.86
G1-EWM combined with variable weight method in Du and Sun (2020) 70.25 = 90.78 67.19 82.17
Method in this paper 61.40 44.47 70.72 52.34 79.52
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No. Method 1 2 3 4
G1 method 0.30 0.46 0.25 0
. G1-EWM 0.32 0.40 0.28 0
G1-EWM combined with variable weight method in Du and Sun (2020) 0.29 0.57 0.14 0
Method in this paper 0.03 0.95 0.03 0
G1 method 0.19 0.29 0.15 037
> G1-EWM 0.22 0.28 0.20 0.30
G1-EWM combined with variable weight method in Du and Sun (2020) 0.13 0.16 0.11 0.60
Method in this paper -0.07 -0.07 -0.07 1.20
G1 method 0.30 0.46 0.25 0
3 G1-EWM 0.32 0.40 0.28 o
G1-EWM combined with variable weight method in Du and Sun (2020) 0.32 0.39 0.28 0
Method in this paper 0.26 0.26 0.26 0
G1 method 0.30 0.46 0.25 0
4 G1-EWM 0.32 0.40 0.28 0
G1-EWM combined with variable weight method in Du and Sun (2020) 0.35 0.37 0.28 0
Method in this paper 0.26 0.26 0.26 0
G1 method 0.30 0.46 0.25 0
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Unit number Carbon emission Electricity generation Average annual Pre-allocated quota Initial daily

intensity t/(MW/h) in 2020 load rate in 2021 carbon quota
(MWh) in 2020 (t) allocation (t)
(%)
1 088 6280552 73 5314633 14560
2 0.96 4652093 75 3913410 10722
3 112 4086578 60 3593560 9,845
4 098 2918725 65 2530315 6932
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Sample size Mean Minimum Maximum

120 0.001106 ~0.066926 0121388
Standard deviation Skewness. kurtosis Jarque-Bera statistic

0.025704 1.063638 7.811461 138.3773
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Unit type Unit number Pmax (MW)  Pmin (MW)

a; (RMB/MW™h™)

b; (RMB/MWh™)

Slope climbing

rate (MW/h)
CEPGU 1 660 200 182 x 107 0.746 180
2 500 200 29 x 107 0.659 160
3 450 150 34 %107 0733 150
4 300 120 44 % 107 0.698 120
Zero carbon emitting 5 250 0 - - 120
6 350 0 - - 180

Annotation: The exchange rate of RMB, against US, dollar is about 1:0.1482 (19 July 2022).
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Prediction time True value Predicted value Relative error MAPE Theil inequality
(RMB/t) (RMB/t) coefficient
2021-11-29 42.69 4157123 262% 2902670 0.014805
2021-11-30 4295 4268219 0.62% 0.609042 0.003055
2021-12-01 42.93 42.92613 001% 0.186703 0.001292
2022-12-02 43.06 4291196 034% 1670497 0.010896
2022-12-03 4422 43.03683 268% 5244190 0.030629
2022-12-06 46.66 45.03218 349% 7923922 0.043942






OPS/images/fenrg-10-977509/fenrg-10-977509-t007.jpg
Unit Unit Unit Unit Member  Member  Member  Member
1 2 3 4 5 6 7 8
Daily carbon emissions (t) 597357 1176000 1073065 163676 - - - -
Electricity market revenue (RMB) 3909542 6714849 5476399 942780 - - - -
Quota surplus and shortage (t) -8586 1038 886 -5,295 7500 ~1200 9,700 -4,300
Marginal carbon emission abatement cost 45.03 47.90 2372 42.80 4610 4257 45.58 4165
(RMB/1)
Trading decisions Buy Sell Sell Buy Sell Buy Sell Buy
Theoretical carbon cost (RMB) -411290 45381 37906 -244111 319275 54696 404005 -182132
Carbon cost (RMB) -381152 46077 39314 ~235056 332925 53268 430583 ~179423
Saving carbon costs (RMB) 30138 9,055 - 1428 - 2708
Total revenue (RMB) 3498252 6760231 5514305 698670 - - -
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Test method t-statistic Probability Critical value

Test level 1% Test level 5% Test level 10%

ADF test -8316 0.000 - - s
Critical value test - - -4.038 -3.448 -3.149
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Solar energy supplies power at timet

The basic load of the microgrid at time ¢

Maximum climbing power of various power sources
Charging demand for EV i

Unit penalty costs for failing to meet EV’s charging demand
Unit operating cost of energy storage

Unit operating cost of thermal power equipment

Unit cost of fuel for thermal power generation

Unit cost of purchasing electricity from the main grid

The price that the microgrid sells electricity to the main grid
Disposal cost of unit CO, emission
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I EV collectionact
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Symbol Description Unit

P Charging power of EV i at time ¢ kw
PES, ‘The charging power of the energy storage device at time kw
PS, ‘The discharging power of the energy storage device at time ¢ kw
prE Energy supply of thermal power generation at time ¢ kw
prr The microgrid buys power from the main grid at time ¢ W
pll ‘The microgrid sells power to the main power grid at time ¢ kW
Zie Whether the EV i charged at time ¢ Binary
Zich Whether the energy storage is charged at all the time ¢ Binary
Zydch Whether the energy storage device discharges at time ¢ Binary
Zomb Whether to buy electricity from the main grid at time ¢ Binary
Zeme Whether to sell electricity to the main grid at all time ¢ Binary

e Whether to use thermal power during a cycle Binary
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NTD Pattern

Pow(W)

Puax(W)  Poin (W) Poyg (W) STD Piax (W) Puin(W)  Payg(W)  STD
Diagonal 627.3379 63492 6102 605.76 02005 557.08 54036 54372 07815
Outer 600.5703 665.32 553.16 593.88 06154 679.00 671 67152 0702
Centre 6250512 631.96 630.44 6312 03680 63208 6318 63172 0.1966
Random 590.2325 604.72 582.76 587.9 05615 618.00 59232 592.80 0119
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Model Constraint Calculation

quantity time (s)
With Connectivity 24,965 1826
Constraints
Without Connectivity 9,779 —
Constraints

: Indicates that the calculation time has exceeded the maximum setting time of
10000 5, but the convergence accuracy has not decreased to the setting accuracy;
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Method

GWO (Mirjalili et al,, 2014)
WOA (Mirjalili and Lewis, 2016)
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HHO (Heidari et al,, 2019)
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Line No.

2-25
15
5-8
7-8
10-11
14-15
1619
17-18
2223
26-27
28-29
17-27
23-24
2628
12-11

Power flow
betweenness

0413
0.498
0.155
0.174
0.102
0.223
0.085
0.505
0.777
0.152
0.149
0.102
0.223
0.673
0.047
0.000

Line No.

10-32
2235
2-30
23
318
56
611
6-31
20-34
25-37
19-20
1-39
34
4-14
67

Power flow
betweenness

0419
0724
0264
0349
0652
0329
0223
0332
0.134
0.668
0.166
0413
0595
0.109
0225

Line No.

8-9
10-13
15-16
16-21
9-39
13-14
16-17
16-24
2122
2526
26-29
12-13
19-33
23-36
29-38

Power flow
betweenness

0.342
0.19
0.254
0.500
0.342
0.194
1.000
0.509
0.573
0.111

0.064
0.002
0.671
0.652
0.240

The bold values provided in Table 2 highlight that these lines has larger power flow betweenness. The minimum backbone grid model has selected these lines with larger power flow

N
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Method

Heuristic method

Mathematical
programming method

Binary particle swarm
optimization.

Discrete particle swarm
optimization.

Improved biogeography-
based optimization
algorithm.

Improved fireworks
algorithm.

Branch-and-bound method.

Objective

Minimum total number of branches
and most efficient topology
configuration.

Maximum network reconfiguration
efficiency.

‘The smallest line total length and the
largest integrated survivability index.

Minimum comprehensive risk index
and the minimum total line length.

Maximum network restoration
efficiency.

Connectivity method

Check the topological connectivity of particles, and the
topologically infeasible particles are restored to feasible
ones.

After a particle’s initialization or update, sources nodes
and load nodes should be under merge application
through checking the topological relation of
transmission lines.

‘The relative tightness degree and the relative
condensation degree of the grid are introduced to
evaluate connectivity.

Warshall algorithm is used to judge the connectivity of
the network frame formed by each individual in the
initial fireworks population.

It cannot ensure connectivity.
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Yang et al.
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075V 055V 005 A
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Switching frequency fy/Hz
Filter Inductor Lg./mH

Filter capacitor Ca/uF

DC bus capacitor C/uF

Given value of bus voltage V!V

Rated power on the AC side/kW
Rated output voltage V,/V
Switching frequency f,/Hz
Filter Inductor Li/mH
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Voltage loop controller (Ky/Ki,)

Current loop controller (Ky/Ky)

Value

4
50-1,600
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5
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03
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Rated capacity (Ah)

Discharge cut-off voltage (V)
Charge cut-off voltage (V)

Rated capacity (Ah)

Di

harge cut-off voltage (V)
Charge cut-off voltage (V)
Rated capacity (Ah)
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58
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1,125
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Years Intra-provincial Inter-provincial volume National trading amount
transaction volume

2016 - - 8000

2017 13,400 2924 16,324
2018 16,885 3471 20,654
2019 20,268 1,485 21,771
2020 — - 31,663

2021 30,760 1890 37,787
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Bus number Operating value Rescheduling value

Active power (MW) Reactive power (MVar) Active power (MW) Reactive power (MVar)

Gl 233.65 162.47 242585 16247
G2 463.19 148.01 463.19 14801
G3 589.96 17991 589.96 17991
G4 47132 157.56 47132 157.56
G5 61659 217.24 616.59 217.24
G6 52590 242.87 52590 24287
G7 503.62 100.85 503.62 100.85
G8 79115 212.03 79115 21203
G9 999.93 276.63 999.93 27663
G10 235.02 44.71 23502 471

MMC1 550.00 12014 550.00 120.14
MMC2 -300.00 161.26 -300.00 161.26

MMC3 -250.00 321.79 -250.00 32179
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f 60 Hz

N 180

Prase 900 MVA
Vref de 800 kV
Cu 100 uF

R 00080

L 80 mH






OPS/images/fenrg-10-993408/fenrg-10-993408-g007.gif





OPS/images/fenrg-10-993408/fenrg-10-993408-g006.gif





OPS/images/fenrg-10-993408/fenrg-10-993408-g005.gif





OPS/images/fenrg-10-993408/fenrg-10-993408-g004.gif





OPS/images/fenrg-10-993408/fenrg-10-993408-g003.gif
Pt

=

i






OPS/images/fenrg-10-955875/math_38.gif
max ¢, Xos + dyyis + ¥, (%)
(e p) € Dy

8





OPS/images/fenrg-10-955875/math_5.gif
muw(q.l b q,,..“).v., vk

&





OPS/images/fenrg-10-955875/math_45.gif





OPS/images/fenrg-10-955875/math_44.gif
(4)





OPS/images/fenrg-10-955875/math_43.gif
@3






OPS/images/fenrg-10-955875/math_42.gif
O = 57 2 Tk V1, V6V @)





OPS/images/fenrg-10-955875/math_41.gif
<R Nz 9 (b~ Bin) Zm(é‘.. - ﬁm—u)]

(1)





OPS/images/fenrg-10-955875/math_40.gif
min K Ky K RS = 6
B2
o -l W, 20
s
r‘ e- W, 20 o
Vb 49,20
u,;n{f‘ovueo‘f 1
WP W s0





OPS/images/fenrg-10-955875/math_4.gif
(U2, + 5Dk zdiss|






OPS/images/fenrg-10-955875/math_39.gif
maxc, Xis + diyyis + ¥ (%)

t A+ Cay b B, (0.)
Tty 28, =K i = Lol (8,)
i € 0,1)

(39)






OPS/images/fenrg-10-985600/inline_12.gif





OPS/images/fenrg-10-985600/inline_11.gif





OPS/images/fenrg-10-985600/inline_10.gif
oss”





OPS/images/fenrg-10-1002719/math_68.gif
(68)





OPS/images/fenrg-10-1002719/math_67.gif
Il <", ie Nyr





OPS/images/fenrg-10-1002719/math_66.gif
I ..sT"" i€ Npw

(66)





OPS/images/fenrg-10-1002719/math_65.gif
E“"sﬂo( Y ARG Y Ap,"n)sw"" (69





OPS/images/fenrg-10-1002719/math_64.gif
Ql,+ QT + Q) - o‘--n.:.»):[ By =Gy (69





OPS/images/fenrg-10-1002719/math_63.gif
P+ BT 4 P = szz[G.,cu Bysy) (63





OPS/images/fenrg-10-1002719/math_62.gif
Il <l i€ Nyr





OPS/images/fenrg-10-985600/inline_19.gif





OPS/images/fenrg-10-1002719/math_61.gif
Uner (I, PT) = {P, € [PLT - P PT 4 ]|
1)





OPS/images/fenrg-10-985600/inline_18.gif
AP





OPS/images/fenrg-10-1002719/math_60.gif
(60)





OPS/images/fenrg-10-985600/inline_17.gif





OPS/images/fenrg-10-1002719/math_6.gif
0S¢, SCasmax (6)





OPS/images/fenrg-10-985600/inline_16.gif





OPS/images/fenrg-10-985600/inline_15.gif





OPS/images/fenrg-10-985600/inline_14.gif





OPS/images/fenrg-10-985600/inline_13.gif
AP+s





OPS/images/fenrg-10-955875/math_7.gif
@





OPS/images/fenrg-10-955875/math_6.gif
s

by +Sps, VI, VK





OPS/images/fenrg-10-1002719/math_59.gif
Un (™, PY) =P, € [P} - AP, PIY + AP} (59)





OPS/images/fenrg-10-1002719/math_58.gif
(59






OPS/images/fenrg-10-1002719/math_57.gif
Sy

or _
e =
o=

aP,)





OPS/images/fenrg-10-1002719/math_56.gif
(56)






OPS/images/fenrg-10-1002719/math_55.gif
(55





OPS/images/fenrg-10-1002719/math_54.gif





OPS/images/fenrg-10-1002719/math_53.gif
Qs e S 1t | S Qs s





OPS/images/fenrg-10-985600/inline_1.gif
X; € R“*H*W





OPS/images/fenrg-10-1002719/math_52.gif





OPS/images/fenrg-10-985600/fenrg-10-985600-t001.jpg
Assessment method
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AP5
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AP,
ARy
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AR,
ARy
ARy

I0U

0.50-0.95
>0.50

>0.75
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