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Editorial on the Research Topic
Listening with two ears — new insights and perspectives in
binaural research

While advantages of seeing with two eyes (i.e., binocular vision) were noted many
centuries ago by ancient Greek scholars including Klaudios Ptolemaios (c. 100-c. 178CE),
those of hearing with two ears (i.e., binaural hearing) were not reported until the end
of the 18th century (Wells, 1792; Venturi, 1796, 1802). Great strides were made in the
study of binaural hearing after the “Duplex Theory” of sound localization (Strutt, 1907),
i.e., the involvement of both the interaural-level and the interaural-time difference (ILD
and ITD), was established at the beginning of the last century. Major discoveries provided
insight into some important aspects of binaural hearing including neural bases of sound
localization (e.g., Jeffress, 1948; Goldberg and Brown, 1969; Colburn and Durlach, 1978;
Durlach and Colburn, 1978; Moiseft and Konishi, 1981; Yin and Chan, 1990; Blauert, 1996).
These early studies paved the way for addressing a wide range of questions related to
functions and mechanisms of binaural hearing. Among these questions is how spatial cues
can be used to aid in the detection of a sound in a noisy environment. Other important
questions include how speech perception is dependent on the integration of temporal
and spectral acoustic information received by the two ears, and how binaural hearing
can be shaped by auditory experience. Recently, significant progress has been made in
understanding disorders in binaural hearing, i.e., abnormal conditions related to alterations
of central binaural integration rather than peripheral cochlear damage. Some of these latest
findings are highlighted in the eighteen original research articles published on the present
Research Topic.

1. Preview of studies on the present Research Topic

1.1. Binaural hearing in normal systems: spatial release
from masking

One benefit of binaural hearing is that it aids in the recognition of a sound. In a natural
acoustic environment, the detection and perception of a sound of interest can be masked by
a background noise (Gelfand, 2004). A spatial separation between the two sounds can reduce
the effect of masking, resulting in spatial release from masking (SRM) (Plomp and Mimpen,
1981; Saberi et al., 1991). A related phenomenon is the binaural masking-level difference
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(BMLD), in which the detection of a sound is improved when the
phases of the sound at the two ears become different from those of
a masker (Licklider, 1948).

SRM and BMLD were investigated in five studies in this
Research Topic. Asim et al. demonstrated in the rat midbrain
that neurophysiological responses of an ensemble of neurons to a
sound could be suppressed by a preceding sound and the effect
was only mildly dependent on local excitation/inhibition. Such
a suppressive effect could be reduced by a spatial separation
between the sounds, which was reminiscent of SRM. Fan et al.
measured responses to diotic and dichotic tone-in-noise stimuli
from individual neurons in the midbrain of awake rabbits and
revealed that BMLD was related more to interaural correlation
between sounds at the two ears than to ITD or ILD. Using a
modeling/simulation approach, Smith et al. trained an artificial
neural network to yield a BMLD performance that matched the
performance of human listeners. Functions of inner nodes of
the model resembled interaural correlation functions observed
in animal neurophysiological studies, suggesting that BMLD is
dependent on interaural correlation.

Previous investigations of masking and SRM have been
conducted only under anechoic conditions and have not considered
stimulus statistics. Biberger and Ewert extended such investigations
to more complex environments by examining how factors such as
room reverberation affected detection and quality perception of a
target sound in the presence of colocalized or spatially separated
maskers. Encke and Dietz characterized the interaural statistics of
tone-in-noise stimuli, providing a basis for future studies of the
relationship between these statistics and SRM.

1.2. Sound localization in
abnormal/disordered systems

Understanding how sound localization is affected by hearing
loss and other disorders can not only help develop clinical
approaches to deal with such problems, but also provide insights
into mechanisms underlying normal binaural hearing. Four studies
in this Research Topic examined how sound localization was
affected by aging, stroke, tinnitus, and replacement of natural
acoustic stimulation by electrical stimulation generated by cochlear
implants (CIs).

Previous studies have reported worsening of sound localization
abilities in aging populations (see Russell, 2022 for review). In
this Research Topic, Eddins et al. used electroencephalography
to demonstrate that the processing of ITD was more heavily
dependent on the activation of the contralateral than the ipsilateral
auditory cortex. This asymmetry along with across-hemisphere
differences in response waveform over specific time windows was
reduced with age, which may be among the factors affecting
the sensitivity to ITD in older adults. Dietze et al. found that
lesions of specific brain regions caused by ischemic stroke impaired
sound lateralization, with the impairment manifested in different
ways depending on lesion sites. Specifically, brainstem lesions
caused compressed and distorted response choices in lateralization,
thalamic lesions led to a shift of perceived auditory space, and
cortical lesions resulted in strong effects on lateralization of stimuli
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contralateral to the lesion. Long et al.s’ study on sound-localization
abilities in listeners with tinnitus showed that tinnitus percepts
could affect localization of tones but not words. Future work is
needed to determine the structure(s) within the auditory pathway
that is/are responsible for such interference.

The acuity of sound-source localization, especially that based
on ITD cues, is known to be significantly reduced in individuals
with bilateral CIs (see Laback et al., 2015 for review). Miiller
et al. investigated this phenomenon using neurophysiological
recordings and mathematical modeling/simulation. They revealed
that sensitivities of neurons in the lateral superior olivary nucleus
(LSO) to ITD were dependent on the temporal precision of
spiking of inputs to the LSO from lower brainstem structures.
In comparison to neural inputs to the LSO driven by acoustic
stimulation, those driven by electrical stimulation (e.g., generated
by CIs) exhibited hyper precision and low jitter, which led
to reduced sensitivity to ITD in olivary neurons. This finding
suggests that localization ability based on ITD can be improved by
introducing jitter into stimulation generated by Cls.

1.3. Dependence of speech perception on
binaural integration in normal and impaired
auditory systems

A notable gap in literature exists regarding how speech
perception depends on the integration of acoustic (including
spectral) cues received by the two ears. Six studies in this Research
Topic investigated effects of perturbation of this integration on
speech perception.

Two studies used simulation to create asymmetries of inputs
in normal-hearing listeners. Yoon and Morgan revealed that
consonant recognition was possible even if large amounts
of spectral information were missing at individual ears, as
long as complementary information could be integrated across
ears. This finding suggests that effective bimodal hearing (i.e.,
with one ear having a CI while the contralateral ear having
acoustic hearing) can be achieved when the implanted ear
is provided with information within a frequency range that
complements rather than overlaps that of the contralateral ear.
Anderson et al. used a vocoder to simulate CI processing and
manipulate the dynamic range of speech at each ear to create
a “better ear” and a “poorer ear”. Decreasing the dynamic
range in one ear led to increased binaural interference for
single words, whereas for dichotic double word presentations,
this manipulation led to increased word fusion and blending.
These findings suggest that increased binaural fusion due
to dynamic range asymmetry can result in abnormal fusion
and interference.

Abnormal fusion does occur in listeners with hearing loss
and can lead to binaural interference as well as difficulties
with speech understanding in a noisy environment. Oh et al.
demonstrated in listeners with hearing aids that there was
significant inter-subject variation in binaural pitch fusion, i.e.,
fusion of sounds with different pitches across ears. Broad
binaural fusion was correlated with a reduced ability to use
voice fundamental frequency differences in speech recognition
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in the presence of background talkers. This correlation was also
observed in normal-hearing listeners, suggesting that underlying
mechanisms are of central rather than peripheral origin. Burg
et al. examined listening effort in users of bilateral CIs. They
found that listening effort increased when a poorer ear was used
in addition to a better ear, suggesting negative consequences of
binaural integration when asymmetries in hearing are present
between ears.

Two other studies developed new methods with potential
application for future studies of binaural integration.
Dolhopiatenko and Nogueira demonstrated that decoding of
selective auditory attention could be obtained in bimodal CI
users using electroencephalography signals, despite the presence
of stimulus artifacts from the CI in these signals. Chou et al.
developed an algorithm based on a biologically inspired network
to process both special and directional acoustic information
driven by the two ears. This algorithm is able to segregate
sounds based on spatial and spectral information and may also
have applications in the development of hearing devices or
software. Methods used in both studies provide researchers an
opportunity to explore how binaural integration contributes to

neural processing.

1.4. Brain plasticity: auditory training and
the influence of auditory experience

Another emerging area of research is about how binaural
hearing and underlying mechanisms are shaped by auditory
experience. Nisha et al. showed in listeners with hearing loss
that auditory training using stimuli delivered in a virtual
acoustic space improved spatial acuity of sound localization.
Ding et al. examined the detection of a binaural gap, ie., a
period without correlation between acoustic signals received by
the two ears, in listeners with normal hearing. Performance
was correlated with the sensitivity to temporal fine structure of
monaural acoustic stimulation, and this correlation was reduced
by musical training. Sanchez Jimenez et al. used the ferret as
a model system to study plastic changes in sound-localization
behaviors following unilateral conductive hearing loss. They
found that training facilitated recovery of sound localization
abilities. Recovery could generalize to more naturalistic listening
conditions, so long as the target sounds provided sufficient
spatial information.

2. Significance and future directions

The current Research Topic explored some exciting directions
in the field of binaural hearing using both normal and
disordered/clinically relevant systems. These studies provide
new knowledge about functions and underlying mechanisms
of some established binaural phenomena. They also show
how binaural hearing can be shaped by auditory experience
and provide new applications of electrophysiological tools and
computational models. Despite these advances, many important
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questions remain to be answered. For instance, how does the
brain use spatial along with temporal and spectral cues to
stream and group information to form cohesive individual
acoustic images? Conversely, how is this information used to
segregate multiple acoustic images, as in the cocktail party
effect? A multidisciplinary approach is needed to address these
questions and help understand how the auditory scene is
analyzed by the brain. Human psychoacoustical and animal
behavioral experiments can improve our understanding of
binaural hearing at the functional level. Neurophysiological
recordings along with neurostimulation, and neuropharmcological
or molecular/genetic manipulation conducted in normal and
disordered systems may reveal key binaural components through
gain-of-function and loss-of-function analyses. Mathematical
models will be critical for simulating binaural components
not easily measured/manipulated using experimental techniques.
Taken together, multiple approaches integrated across studies as
well as within studies will pave the way for future advances in the
study of binaural hearing.
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Humans can detect the presence of a break in interaural correlation (BIC, also
called binaural gap) even if a large interaural time delay (ITD) is introduced,
which is important for detecting, recognizing, and localizing sounds in
everyday environments. To investigate the relationship between interaural
delay in binaural gap detection and the sensitivity of temporal fine structure
(TFS), 40 young college students with normal hearing took the BIC delay
threshold test, the TFS1 test (the test of monaural TFS sensitivity), and the
TFS-AF test (the test of binaural TFS sensitivity). All participants were asked
whether they had any musical training experience in their childhood. Results
showed that the BIC delay threshold was significantly correlated with the TFS1
test (r =—0.426, p = 0.006), but not with the TFS-AF performance (r =—0.005,
p = 0.997). The correlation between BIC delay threshold and monaural
TFS sensitivity was observed in the non-music training group (r =—0.508,
p = 0.010), but not in the music training group (r =—0.290, p = 0.295). These
findings suggest that the interaural delay in binaural gap detection is related to
the monaural sensitivity of TFS, this significant correlation was mainly found
in young adults without musical training experience.

temporal fine structure, binaural gap, break in interaural correlation, interaural delay,
primitive auditory memory

Introduction

One of the benefits of having two ears is that binaural spatial cues can be obtained,
as the time and intensity of the signal reaching both ears vary depending on the location
of the sound source (Blauert, 1997; Schnupp et al.,, 2011). Extracting and integrating
binaural information not only provides a basis for sound localization but is also crucial
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for target detection and speech recognition in complex
environments (Bronkhorst, 2000; Darwin, 2006; Eramudugolla
et al,, 2008; Maddox and Shinn-Cunningham, 2012). Binaural
information processing involves both the binaural calculation
of the similarity of the acoustic details (mostly temporal fine
structure, TFS) between the two ears (Huang et al., 2009; Li
etal., 2009) and the monaural/binaural sensitivity (Moore, 2014)
of the TFS signal.

Usually, speech signals are decomposed into several
narrowband signals in the cochlea, and these narrowband
signals can be considered as a relatively slow variation in
amplitude over time (envelope, ENV) and the rapid oscillations
with a rate close to the center frequency of the band (TFS)
(Moore and Sek, 2009). There are already many measurement
methods for TFS sensitivity. Among them, monaural sensitivity
to TFS can be measured with the “TFS1” test (Moore and Sek,
2009; Sek and Moore, 2012), while binaural sensitivity to TFS
can be assessed using the “TFS-AF” (TFS-adaptive frequency)
test (Fiillgrabe et al.,, 2017). TFS1 and TFS-AF tests are mature
behavioral measurement methods and have been used in many
studies (Fiillgrabe et al., 2018; Tarnowska et al., 2019).

Listeners are very sensitive to the dynamic changes in
interaural correlation, such as detecting a dynamic break in
interaural correlation (BIC, also called BIAC or binaural gap,
a brief drop of interaural correlation from 1 to 0 and then
return to 1) in a steady-state noise, showing the marked ability
to temporally resolve fast changes in interaural configurations
(Akeroyd and Summerfield, 1999; Boehnke et al, 2002).
Introducing a change in interaural correlation does not change
the monaural energy and spectrum in the sound signals, but
changes the loudness (Moore, 2003) and dichotic repetition
pitch (Bilsen and Goldstein, 1974) of the signals. A study based
on the frequency-following responses (FFRs) of the rat auditory
midbrain found that introducing a BIC causes more reduction
in FFRtps than in FFRg,, (Wang and Li, 2015), and an earlier
study also showed that the ENV is not as important as the TFS
in determining the BIC detection (Boehnke et al., 2002).

Furthermore, even if a large interaural time delay (ITD) is
introduced, humans can still detect the presence of BIC (Huang
et al., 2009; Li et al.,, 2013; Liu et al,, 2016). The past studies
associated with judging sidedness showed that laterality cues
can be discriminated at large ITD, which indirectly measured
the ability to detect interaural correlated sounds (Mossop and
Culling, 1998). Results of early studies have suggested that
the representation of the TFS may persist for up to 9-15 ms
(Cherry, 1954; Blodgett et al., 1956; Langford and Jeffress, 1964;
Mossop and Culling, 1998). The preservation of the sensitivity
to the BIC even when a large ITD is introduced indicates
that the TFS information of noise is maintained for the time
of the ITD (Huang et al, 2008). Measuring the ITD when
the BIC is detectable can provide a way of investigating the
temporal storage of acoustic details, which is called the “BIC
delay threshold” test (Huang et al., 2009). This faithful auditory
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storage of TFS has been recognized as the early point in the chain
of the transient auditory memory system and termed primitive
auditory memory (PAM) (Li et al., 2013; Kong et al., 2015; Liu
etal., 2016).

The relationship between interaural delay in binaural gap
detection and sensitivity to TFS may vary in populations with
different characteristics. A recent study (age range 21-65 years)
found that the BIC delay threshold and TFS-AF tests were
significantly correlated in a tinnitus group but not in a normal
group, since binaural integration may be more difficult due
to overt/covert hearing loss with aging and tinnitus (Ding
et al,, 2022). However, both BIC delay threshold and TFS-AF
tests are binaural-based tests that are likely to be affected by
monaural coding of TFS information before binaural interaction
(Whiteford et al., 2017). Furthermore, many young participants
had musical training in their childhood, and music training is
related to both monaural sensitivity (Mishra et al., 2015) and
binaural sensitivity (Bianchi et al, 2019) of TES. Therefore,
it is unclear whether the BIC delay threshold is associated
with monaural/binaural sensitivity of TES in young adults with
or without musical training experience. This research focuses
on the relationship between the BIC delay threshold and the
monaural/binaural sensitivity of TFS, investigating whether
the performance of the BIC delay threshold is related to the
performance of the TFS1 or TES-AF test, considering childhood
musical training experience as a potential influencing condition.

Materials and methods

Participants

Forty university students (21 males and 19 females; mean
age = 22.93 between 18 and 30 years) with normal hearing
participated in this study. To estimate the required number of
participants, we used the results from the first 20 participants
rather than any independent estimate from the literature or a
pilot. We noted that the correlation coeflicient for them between
the BIC delay threshold and TFS1 scores was 0.42. Entering this
into G-power gave 39 as the number of participants required
to maintain this value of correlation in the whole data set for
a = 0.05, power = 0.8, and two tails (Faul et al., 2009). Their pure-
tone thresholds were no more than 20 dB hearing level (HL)
between 0.125 and 8 kHz (ANSI-S3.6, 2004) in each ear, and
the threshold difference between the two ears in each frequency
was less than 15 dB HL. All the participants gave their written
consent to participate in the study and were paid a modest
stipend for their participation. The study was approved by the
Tsinghua University Ethics Committee.

All participants were asked whether they had any musical
training experience in their childhood. The specific problems
were stated as follows: Did you receive musical training
(including professional instrumental or vocal training) in your
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FIGURE 1
Schematic diagram of three test methods. The BIC delay threshold test, TFS1 test, and TFS-AF test use the maximum ITD, minimum AF/FO, and
maximum F as thresholds, respectively.

childhood? What kind of music training did you have? When
did you start musical training? How long did your music
training last? Among them, 25 participants did not receive
any musical training, and the otherl5 participants received
musical training in their childhood (including 7 piano trainees,
3 guzheng trainees, 1 loner trainee, 1 electronic organ trainee,
1 harmonica trainee, and 2 vocal trainees). All musical trainees
began before the age of 13 and the mean duration of their
musical training was 5.93 & 4.41 years.

Apparatus and stimuli

All tests were carried out in a soundproof room where
environmental noise was less than 29 dB SPL. All acoustic
signals were calibrated by a sound-level meter (AUDit and
System 824, Larson Davis, Provo, UT, United States), delivered
by the Creative Sound Blaster (Sound Blaster X-Fi Surround
5.1 Pro, Creative Technology Ltd., Singapore), and presented
to participants over two earpieces of Sennheiser HD 650
headphones. For the BIC delay threshold test, we performed a
direct calibration on the generated noise. For TFS1 and TFS-AF
tests, these two softwares have built-in calibration routines (Sek
and Moore, 2012), and we followed its procedure to calibrate.

All participants were tested for pure-tone hearing threshold
first (125-8,000 Hz). The order of the three tests was
randomized among participants. Before each test, there would
be a practice phase to ensure that participants understood
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the experimental task (details of the practice phase are
described below).

For the BIC delay threshold, 2,000 ms Gaussian wideband
noises (including 30 ms rise-fall time, 60 dB SPL) were
synthesized using the “randn()” function in the MATLAB (the
Math Works Inc., Natick, MA, United States) at the sampling
rate of 48 kHz with 16-bit resolution. The generated signals were
then lowpass filtered at 10 kHz.

Two special software packages were used in this study to
perform the testing of TFS1 (S¢k and Moore, 2012) and TFS-
AF (Fillgrabe et al., 2017), which can be downloaded from the
Internet.! Most of the parameters use the default settings.

Break in interaural correlation delay
threshold test

For consistency and reproducibility, the parameters and
procedures of the BIC delay threshold test have been described
in detail in multiple previous studies (Huang et al., 2009; Li et al.,
2009, 2013; Lei and Ding, 2021; Ding et al., 2022). There were
two kinds of signals; in one presentation, the left-headphone
noise was an exact copy of the right-headphone noise. In the
other presentation, the temporal middle of the left-headphone
noise was substituted with a randomly selected independent

1 https://www.psychol.cam.ac.uk/hearing
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noise fragment with a fixed duration of 200 ms before filtering,
introducing a brief break of interaural correlation, from 1 to
0 and then returning to 1. In the practice phase, participants
became familiarized with binaurally presented noise either with
or without the BIC. The task was to identify which of the two
presentations contained the BIC. The offset-to-onset interval
between the two presentations was 500 ms.

The longest ITD for BIC detection was measured using a
three-up-one-down paradigm (Levitt, 1971): The ITD increased
following three consecutive correct choices of the presentation
containing the BIC, and decreased following one incorrect
choice. The initial step size was 16 ms, which was altered by a
factor of 0.5 with each reversal of direction until the minimum
size of 1 ms was reached, and the longest ITD was defined as the
mean ITD for the last six reversals. Visual feedback was given
after each trial to indicate whether the choice was correct or not.

Test for monaural/binaural sensitivity
of temporal fine structure

TFS1 (Moore and Sek, 2009) and TFS-AF (Fiillgrabe et al.,
2017) each used methods described in the references. The
TFS1 test involved discrimination of a harmonic complex tone
(H, with a fundamental frequency, FO) and an inharmonic
tone (I, all harmonics shifted upwards by AF). The task was
a two-interval forced-choice task, and each interval contains
four bursts of sound (HIHI or HHHH), the participants
were required to discriminate harmonic complex tones and
corresponding “frequency-shifted” tones by clicking on the
appropriate box on the screen. The fundamental frequency was
200 Hz, the center frequency was 1,800 Hz, and the width
of the passband was equal to FO as the recommended value
(Hopkins and Moore, 2011). The signal sound intensity was
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60 dB SPL, the noise sound intensity was 45 dB SPL, and the
initial change frequency was 100 Hz as the default settings
(Sek and Moore, 2012).

In the TFS-AF test, two consecutive intervals were presented
on each trial, separated by 500 ms. Each interval contained four
consecutive 400 ms tones, separated by 100 ms. In one interval,
the IPD of all tones was always 0° (the standard), while tones
with IPD = 0° are perceived as emanating from close to the
center of the head. In the other interval, the first and third tones
were the same while the second and fourth tones differed in their
IPD by ¢ (the target). Participants were asked to indicate which
of the two intervals contained a sequence of tones that appeared
“Moving” within the head. The initial frequency for the TFS-AF
test was 200 Hz, the sound intensity of the left and right ears was
30 dB SL (sensation level), and the phase difference (¢) was set
to 180°.

The TFS1 and TFS-AF used the two-down-one-up (or
two-up-one-down) procedure to estimate the “threshold”
corresponding to 70.7% correct. It should be noted that the BIC
delay threshold test used the three-up-one-down procedure,
which was to be consistent with past studies and facilitate
horizontal comparison with the results of past studies.

All the results were automatically output by the software
after the test. The principle of the three test methods used in
this research is shown in Figure 1.

Results

Test scores of participants

The results showed that the longest ITD for the BIC
detection varied between 6.5 and 18.0 ms across 40 participants

(mean = 11.4 ms, SD = 3.0 ms). A previous study showed
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that the BIC delay threshold is related to the frequency of
the noise. For narrow-band noise, the BIC delay threshold
decreases with the increase of the center frequency. The BIC
delay threshold is approximately 12 ms for narrowband noise
(center frequency = 200 Hz) and approximately 10 ms for
wideband noise (Li et al., 2013). For monaural sensitivity, the
results of TES1 showed that the relative frequency shift threshold
was between 0.017 and 0.221 (mean = 0.087, SD = 0.042) for
left ear, and from 0.037 to 0.152 (mean = 0.076, SD = 0.031)
for right ear. The mean monaural sensitivity of both ears
ranged from 0.030 to 0.170 (mean = 0.0,815, SD = 0.031).
A previous study (center frequency = 2,000 Hz, FO = 222 Hz)
showed that the relative frequency shift threshold for musicians
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was around 0.07-0.11, and slightly higher for non-musicians,
around 0.11-0.17 (Mishra et al., 2015). For binaural sensitivity,
the results showed that the TFS-AF threshold varied between
1,070.6 and 2,010.0 Hz (mean = 1,359.7 Hz, SD = 193.4 Hz).
A previous study showed that the threshold for TFS-AF (180°)
was approximately between 1,000 and 2,000 Hz, with a mean
of 1,382 Hz (Fiillgrabe et al., 2017). All the above results
were not far from the scope of previous reports, and all three
tests varied remarkably across participants. K-S (Kolmogorov-
Smirnov) tests showed that there is no evidence that any of
test indicators data differ from normal distribution (for TFSI:
p = 0.442; for TFS-AF: p = 0.237; for BIC: p = 0.884).

The relationship of temporal fine
structure sensitivities with break in
interaural correlation delay threshold

Pearson correlation analysis (Figure 2) showed that the
TFS1 score was significantly correlated with the BIC delay
threshold. The monaural TFS sensitivity averaged across ears of
TFS1 was significantly correlated with the BIC delay threshold
(r —0.426, p = 0.006), but there was no evidence of a
significant correlation between the BIC delay threshold and
TFS-AF performance (r = —0.005, p = 0.997). In addition, this
study did not observe significant correlation between TFSI and
TFS-AF (r = —0.172, p = 0.289) (Figure 3).

Furthermore, the relationship between the TES sensitivity
of the left and right ears and the BIC delay threshold was
investigated. Pearson correlation analysis (Figure 4) showed

that the TFSI score of the left and right ears was significantly
correlated with the BIC delay threshold (for left ear: r = —0.367,
p = 0.020; for right ear: r = —0.358, p = 0.023). Figure 5 shows
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that there was a significant correlation between TFS1 scores of
the left and right ears (r = 0.443, p = 0.004).

The effect of music training

This study investigated whether the music training would
affect the measurement results (and their relationship) of
the BIC delay threshold and TFS sensitivity tests (Figure 6).
A 3 (Test indicators: BIC delay threshold, TFS1 binaural
mean, TFS-AF threshold) x 2 (music training experience:
music training group, non-music training group) within-subject
repeated measures ANOVA showed that the interaction between
the two factors was significant [F(2, 76) = 5.729, p = 0.005,
1% =0.131] and the main effect of the music training experience
was significant [F(1, 38) = 5.623, p = 0.023, npz = 0.129].
The independent sample ¢-test showed that the music training
group had better TFS-AF scores [1,448.7 Hz for the music
training group and 1,306.2 Hz for the non-music training group,
t(38) = 2.386, p = 0.022]. Note that for the TFS-AF and BIC
delay threshold tests, higher scores are better, while for the
TES1 test, lower scores represent higher sensitivity. Therefore,
it indicates that for musical training experience, both monaural
and binaural showed a trend toward better sensitivity to TFS,
while the BIC delay threshold did not. It is also important to
note that this study did not specifically recruit music majors,
but only considered and recorded the effects of music training
in normal participant recruitment. Such surveys lack necessary
information, such as music level and daily training duration,
so this grouping is insufficient compared to the definition
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of musicians in previous studies and leads to a reduction in
statistical power. Insufficient statistical power means that there
is a greater chance of making Type 2 errors (B), and some effects
may not be detected. Therefore, some interpretations of the
results need to be conservative. We used the G-power software
to calculate the t-tests achieved power (post hoc) of the BIC
delay threshold, TFS1, and TFS-AF, which were 0.09, 0.17, and
0.59, respectively (Faul et al., 2009). It should be noted that a
reduction in statistical power may affect the reproducibility of
this part of the results.

Considering the influence of music training experience, the
relationship between TFS1 and BIC was compared between the
music training group and those without any music training
experience, respectively (Figure 7). For participants without
any musical training experience, the monaural TFS sensitivity
averaged across ears of TFS1 is significantly correlated with the
BIC delay threshold (r = —0.508, p = 0.010). For participants
with musical training experience, there was no evidence of a
significant correlation between the BIC delay threshold and
TFS1 performance (r = —0.290, p = 0.295).

Discussion

The results of this study found that, in young adults,
the maximal ITD of detecting binaural BIC was significantly
correlated with monaural TFS sensitivity, but not with binaural
TFS sensitivity. The correlation between BIC delay threshold
and monaural TES sensitivity was observed in both left and right
ears, but this correlation was not found in the participants with
musical training experience.

Binaural information integration is crucial for speech
recognition in complex scenes. In previous studies, the BIC
delay threshold was considered an effective method to measure
transient the auditory storage capacity of acoustic details (Li
et al,, 2013; Kong et al., 2015; Liu et al.,, 2016). However, by
measuring and comparing the effects of interaural delay and
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interaural correlation in a group of participants, a previous
study discovered a linear relationship between the changes in
interaural correlation and interaural delay required to produce
an equivalent decline of sensitivity to the BIC: an increment of
1 ms in BIC delay threshold is equivalent to a reduction of about
0.07 in interaural correlation (Kong et al., 2015). Furthermore,
BIC detection involves not only the binaural calculation of the
similarity of the TFS signals between the two ears but also
the monaural coding of the TFS signal (Lei and Ding, 2021).
Although introducing a change in interaural correlation does
not alter the monaural energy spectrum of the sound signals, it
changes dichotic repetition pitch (Bilsen and Goldstein, 1974)
and the loudness (Moore, 2003) of the noise. Therefore, the
detection ability of BIC is related to the sensitivity of pitch and
loudness, while the TFS1 test reflects the pitch sensitivity to a
certain extent, which may be one of the reasons why the two tests
are related. In summary, the BIC delay threshold test primarily
examines the ability to temporally store sound details, but it
also reflects sensitivity to changes in interaural correlation and
is associated with many monaural sensitivities.

Music training is related to both monaural sensitivity
(Mishra et al,, 2015) and binaural sensitivity (Bianchi et al.,
2019) of TFS. Studies have found that compared to non-
musicians, musicians have a superior ability to discriminate
complex sounds based on their TFS, and this ability is
unaffected by contralateral stimulation or ear of presentation
(Tarnowska et al., 2019). Our study faced the problem of being
underpowered (sample sizes: 15 with training, 25 without) but
showed similar trends. Studies on BIC testing for musicians
are lacking, and no significant results were observed in this
study. BIC delay threshold and TFS1 test scores were only
significantly correlated in the non-music training group, which
may be due to the different effects of music training on those
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abilities, such as improving TFS sensitivity. This suggests the
importance of background checks on participants in auditory-
related research, considering that there may be many people
who have received musical training in their childhood and
that even non-professional training may have an impact on
the test results.

Summary

Overall, the measurements did not show any significant
link between the BIC delay threshold and binaural TFS
sensitivity, though we note the experimental power was low.
However, test scores showed that the BIC delay threshold
was significantly correlated with monaural TFS sensitivity. The
significant correlation between the BIC delay threshold and
monaural TFS sensitivity was mainly found in young adults
without musical training experience.
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Listening in an acoustically cluttered scene remains a difficult task for
both machines and hearing-impaired listeners. Normal-hearing listeners
accomplish this task with relative ease by segregating the scene into its
constituent sound sources, then selecting and attending to a target source. An
assistive listening device that mimics the biological mechanisms underlying
this behavior may provide an effective solution for those with difficulty
listening in acoustically cluttered environments (e.g., a cocktail party). Here,
we present a binaural sound segregation algorithm based on a hierarchical
network model of the auditory system. In the algorithm, binaural sound inputs
first drive populations of neurons tuned to specific spatial locations and
frequencies. The spiking response of neurons in the output layer are then
reconstructed into audible waveforms via a novel reconstruction method.
We evaluate the performance of the algorithm with a speech-on-speech
intelligibility task in normal-hearing listeners. This two-microphone-input
algorithm is shown to provide listeners with perceptual benefit similar to that
of a 16-microphone acoustic beamformer. These results demonstrate the
promise of this biologically inspired algorithm for enhancing selective listening
in challenging multi-talker scenes.

multitalker speech perception, sound (audio) processing, sound segregation, cocktail
party problem, binaural hearing, spatial listening, hearing loss

Introduction

Attending to a single conversation partner in the presence of multiple distracting
talkers (i.e., the Cocktail Party Problem, CPP) is a complicated and difficult task for
machines and humans (Haykin and Chen, 2005; McDermott, 2009; Qian et al., 2018).
While some listeners can accomplish this task with relative ease, other groups of listeners
report great difficulty—such as those with sensorineural hearing loss (Kochkin, 2000,
2007; Shinn-Cunningham and Best, 2008), cochlear implant users (Bernstein et al.,
2016; Goupell et al., 2016, 2018; Litovsky et al., 2017), subgroups of children (Dhamani
et al., 2013), persons with aphasia (Villard and Kidd, 2019) and adults with “hidden
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hearing loss” (Pichora-Fuller et al., 2017; Shinn-Cunningham,
2017; Parthasarathy et al,, 2019). At a cocktail party, talkers are
distributed in space. Listeners use spatial cues (i.e., interaural
timing and level differences, or ITDs and ILDs, respectively)
for sound localization. Additionally, normal-hearing listeners
appear to make use of spatial cues in addition to a variety
of other talker-related cues, to perceptually segregate the
competing talkers and attend to the one of most interest. Indeed,
spatial listening has been shown to provide enormous benefit to
listeners in cocktail-party scenarios (Litovsky, 2012; Rennies and
Kidd, 2018).

Sound processing algorithms can be designed with the
distinct goals of sound localization or spatial sound segregation.
Specifically, spatial processing plays a key role in several
sound segregation algorithms that aim to help hearing-impaired
listeners overcome the CPP. For example, acoustic beamforming
techniques utilize multiple microphones to selectively enhance
signals from a desired direction (Gannot et al., 2017; Chiariotti
etal., 2019), and are often employed in hearing aids (Greenberg
and Zurek, 2001; Chung, 2004; Doclo et al., 2010; Picou et al.,
2014; Launer et al,, 2016). Machine learning approaches such
as clustering using Gaussian mixture models (MESSL) (Mandel
et al, 2010) and deep neural networks (DNN) (Wang et al,
2014), among others, also make use of ITDs and ILDs to localize
the target sound.

The ability of human listeners with normal hearing to solve
the CPP is quite remarkable. Many animals, too, appear to
have robust solutions to their own versions of the CPP (Bee
and Micheyl, 2008). Unlike beamformers, which benefit from
using microphone arrays, humans and animals require only
two inputs—the left and right ear. These listeners are also
able to solve the CPP in novel and unpredictable settings,
a challenge for algorithms that rely on supervised learning
(Bentsen et al, 2018; Wang and Chen, 2018). This raises
the idea that spatially selective algorithms may benefit from
incorporating insights from the human and/or animal brain.
From a practical standpoint, biological processing, which is
based on neural spikes, also has practical advantages that make it
uniquely suited for always-on, portable devices such as hearing
aids. Spike-based processing is computationally efficient and
can be implemented with higher temporal resolution than
algorithms operating on sampled waveforms (Ghosh-Dastidar
and Adeli, 2009), especially when implemented on specialized
neuromorphic hardware (Roy et al., 2019).

We recently proposed a biologically inspired algorithm for
sound processing. The primary goal of this algorithm was to
use spatial cues to perform sound segregation and selection,
not sound localization. In this algorithm, sound mixtures were
segregated by spatially selective model neurons, and selection
was achieved by selective integration via a cortical network
model (Chou et al,, 2019). For the tested conditions, which
included a frontal target talker and two symmetrically placed
masker talkers, the algorithm showed segregation performance
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similar to MESSL and DNN, and provided proof-of-concept
for a biologically based speech processing algorithm. However,
the algorithm operated in the spiking domain, and employed
a linear decoding algorithm to recover the target speech
(Mesgarani et al., 2009), which resulted in low objective speech
intelligibility. Like many typical beamformers, the algorithm
also did not preserve binaural cues in the output, which can
be particularly problematic in multitalker mixtures (Best et al.,
2017; Wang et al., 2020). These drawbacks limited its practical
use for applications in hearing-assistive devices and machine
hearing.

In this study, we present a new biologically oriented
sound segregation algorithm (BOSSA) that overcomes specific
limitations of our previous algorithm. We introduce a time-
frequency mask estimation method for decoding processed
neural spikes that improves the quality of recovered target
speech compared to the current standard approach (Mesgarani
etal., 2009). We compared the proposed two-channel algorithm
to a 16-microphone super-directional beamformer, using both
objective measures and human psychophysics, and showed
equivalent performance. Our algorithm overcomes some of the
challenges faced by current state-of-the-art technologies, and
provides an alternative, biologically based approach to the CPP.

Algorithm design and
implementation

The proposed BOSSA algorithm contains three modules
(Figure 1) that together generate neural output patterns that
are inputs to the target-reconstruction stage. The first module
resembles peripheral filtering by the cochlea. The second
module performs spatial segregation by constructing model
neurons sensitive to specific spatial cues in narrow frequency
bands. Ensembles of neurons then encode sounds that share the
same spatial cues. In the third module, the spiking activity of
output neurons are decoded into intelligible waveforms using a
novel reconstruction approach. All modules are implemented in
MATLAB (MathWorks, Natick, MA, United States).

Peripheral filtering

Left and right channels of the input audio are filtered with
(ERB)
filterbank, implemented using the auditory toolbox in
MATLAB (Slaney, 1998). The bandwidths were calculated
using ERB = [(fc/Q)x + b"]% with parameters Q = 9.26449
(Glasberg and Moore, 1990), minimum bandwidth
(b) = 24.7 Hz, order (x) = 1. The filterbank used here has
64 channels with center frequencies ranging from f; = 200 Hz
to foea = 20 kHz. The filterbank outputs are two sets of 64

a gammatone equivalent-rectangular-bandwidth
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FIGURE 1

Flow diagram of the proposed algorithm. Central boxes, outlined in gray, show processing for a single-frequency band. The functions u (t; fx)
and ug (t; f) are the narrowband signals of the left and right input channels for each frequency channel, and f, denotes the k" frequency
channel. The midbrain model is based on spatially tuned neurons (STNs), where each STN has a “best” ITD and ILD, denoted t and AE,
respectively. The best ITD and ILD values of a neuron depend on the direction 6 and frequency fy to which the STN is tuned. h (t) represents the
reconstruction kernel that converts spike trains to waveforms. We implemented two masks, FRMask (green line) and DiffMask (red line), either of
which could be used for reconstruction, as indicated by the switch, The implementation of DiffMask in our analysis involves five sets of STNs,
where 6 € {0, + 30, + 60}; however, other implementations of the model may involve different sets of 6.

channels of narrowband signals, up (t; fk) and up (t; fk) ,
corresponding to the left and right channels, respectively.

Midbrain model

First, binaural cues of input signals are extracted based on a
model of the barn-owl inferior colliculus (Fischer et al., 2009).
ITD was calculated as a short-time running cross correlation
between the energy-normalized ur, (t; fk) and wup (t; fk) and
ILD as the energy envelope difference between uy (t; f) and
ug (t; fi). Gain modulation steps matching those used in Fischer
et al. (2009) were applied to the filterbank outputs such that
the inputs to the cross correlation calculation, (ur, (t; f) and
UR (t; fk)), varied as a linear function of stimulus level. Further
gain control applied during the cross correlation calculation
in conjunction with a logarithmic energy envelope calculation
resulted in an approximately stimulus level invariant ILD
representation. For a detailed description of the mathematical
operations and their physiological basis, we refer interested
readers to Fischer et al. (2009).

We then constructed sets of spatially tuned neurons (STNs),
where each set consists of 64 neurons tuned to f; of the
previous module. The 64 neurons in each set are sensitive to
the same specific direction 6 in the horizontal plane (STNp,
Figure 1), and each neuron has specific parameters t (6; fi)
and AE (6, fi), corresponding to the ITD and ILD for that
specific 6. Each neuron’s preferred time-lag t was calculated
using the Woodworth formulation (Woodworth, 1938), with
the approximation that ITDs are independent of frequency.
Preliminary studies found that using frequency-dependent ITD
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values, calculated as described by Fischer et al. (2009) or the
ones described by Aaronson and Hartmann (2014), provided no
benefit in terms of objective measures of algorithm performance.
On the other hand, AE is frequency-dependent, and was derived
by calculating the ILD of a narrow band noise placed at various
azimuths. Directionality of the narrow band noise was imparted
by convolving with Head Related Transfer Functions (HRTFs)
of the Knowles Electronic Manikin for Acoustic Research
(KEMAR) (Burkhard and Sachs, 1975; Algazi et al., 2001).

The responses of model neurons were then calculated
as follows. If the stimulus energy envelope difference was
within a preset range of the neuron’s preferred AE, then
that energy-envelope difference was weighted by the energy
envelope of either uy (£ f¢) or ug (£; fy). The ITD and ILD
components were combined additively at the subthreshold
level and then transformed via a sigmoidal input-output non-
linearity (i.e., an activation function) to obtain an instantaneous
firing rate. Finally, a Poisson spiking generator was used to
generate spike trains for each neuron [rg (£ fy), Figure 1]. This
sequence of operations is expected to produce a multiplicative
spiking response to ITD and ILD in each model neuron
as explained in Fischer et al. (2009). These steps, including
the activation function, were kept identical for all frequency
channels. Parameters for the input-output nonlinearity were
modified from a step-function to a sigmoidal function to
increase the dynamic range of the model neurons’ firing rates.

The model can be implemented with any number and
configuration of STNG. For illustrations of spatial tuning curves
in Figure 2A, nine sets of STNs were constructed where 6 €
{0°, £ 30°, =+ 45°, £+ 60°, =+ 90°}. The ILDs used
in generating the neuron spatial tuning curves are shown in
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Figure 2B, where each line represents AE (0, fi) for a set of
STNp. All other results were obtained by constructing five sets
of STNs, where 0 € {0°, + 30°, £ 60°}.

Stimulus reconstruction

The stimulus reconstruction module decodes ensembles
of neural spikes into audible waveforms, using an approach
similar to ideal time-frequency mask estimation (Wang, 2005).
The concept of time-frequency masks can be summarized as
follows: for a time-frequency representation of an audio mixture
(e.g., spectrogram) consisting of a target and interferers, one
can evaluate each element (i.e., time-frequency tile) of such
a representation and determine whether the energy present is
dominated by the target or the masker. If the target sound
dominates, a value of unity (1) is assigned to that time-frequency
tile, and zero (0) otherwise. This process creates an ideal binary
mask. Alternatively, assigning the ratio of energies of the target
to total energies in a time-frequency tile yields the ideal ratio
mask (Srinivasan et al., 2006). One can then estimate the target
sound by applying the mask to the sound mixture via element-
wise multiplication. This process has been shown to recover the
target with high fidelity in various types of noise (Wang, 2005).
A key idea to both binary and ratio masks is the application
of a gain factor to each time-frequency tile of a signal. In the
proposed BOSSA algorithm we adopt a similar approach but
calculate the gain factor for each time-frequency tile based solely
on user-defined knowledge of the target location, as explained
below.

The spiking responses from the spatially tuned neurons,
r (t; fk), were convolved with a kernel, /i (t), to calculate a
smoothed, firing-rate-like measure. We set the kernel to be an
alpha function: h () = te~*/™, a common function involved
in modeling neural dynamics. We used a value of 1, = 20 ms
(see section Model Parameters) and the kernel was restricted to
a length of 100 ms.

The same kernel was convolved with the spike trains of each
frequency channel independently. The resulting firing rates of
each set of STNs were treated as a non-binary time-frequency
mask:

FRMask (t; fi) = r(t: fi) * h (1)

where * denotes convolution. We note that the FRMask is akin
to a smoothed version of the firing rate. Thus, in theory, FRMask
could be directly derived from the firing rate (without the need
for spikes). However, the midbrain model can be used as a front-
end to spiking network models, where the calculation of spikes
is necessary (Chou et al., 2019). Thus, we kept this more versatile
implementation.

The mask was then applied (i.e., point-multiplied) to the
left and right channels of the original sound mixture. Then,
we summed (without weighting) each frequency channel of
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the FRMask-filtered signal to obtain an audible, segregated
waveform. We designated this result as S.

Sj = ZFRMask (t;fk) - U (t;fk),j € {L, R}
k

This procedure resulted in a binaural signal and retained the
natural spatial cues of the sound sources.

To reduce spatial leakage, we calculated a DiffMask by
calculating FRMasks for each STNjp, then subtracting scaled
versions of the off-center STNy from STNy, followed by
rectification:

DiffMask = Max (FRMaskO — aX FRMasky, 0)

where 6 € [+ 30°, + 60°]
of maskers

corresponds to the location

in our experimental stimuli (see section
“Psychophysical Experiment”). In this operation, each FRMask
was first scaled to [0,1]. The scaling factor a was chosen to
be 0.5 (see section “Model Parameters”) and was fixed across
all frequencies and spatial channels to reduce the amount of

computational complexity in the algorithm.

Model parameters

Although a behavioral measure of algorithm performance
using human psychophysics is the gold standard, such
experiments are too time-consuming to explore model
parameter variations. For practical reasons, most model
parameters were fixed to biologically plausible values. We
explored variations in the time-constant of the alpha function
kernel (ty), and the scaling factor for DifftMask (a). We chose
the specific values of these parameters using an iterative process
by trying a range of values, quantifying algorithm performance
using the Short Time Objective Intelligibility (STOI) measure
(Taal et al,, 2010), and choosing parameters that produced the
highest average STOI. STOI is an approximation of speech
intelligibility, and ranges between 0 and 1. We do not claim
that this approach produces an optimal set of parameters for
reconstruction. However, objective measures combined with
our behavioral results indicate that the parameter values we
chose generated good reconstructions.

Algorithm performance

Spatial tuning characteristics

Spatial tuning responses of STNs were important predictors
of the model’s segregation performance. We define “spatial
tuning curves” as the spiking activity of STNs as a function
of stimulus location. To construct spatial tuning curves, white
Gaussian noise was convolved with anechoic KEMAR HRTFs,
then presented to the algorithm. Figure 2 shows the responses of
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FIGURE 2

Spatial Tuning Characteristics of STNs. (A) Spatial Tuning Curves of STNs, represented as total neural activity in response to a White Gaussian
Noise (WGN). Each colored line represents the total response from a set of STNs. Tuning curves of STNs tuned to 0°, 60°, and 90° azimuth are
bolded. (B) Preferred ILDs of STNs, calculated using WGNSs placed at various locations along the azimuthal plane.

STNs combined across frequency channels. Ideally, STNs would DiffMask
only respond to stimuli from one specific direction. However,

Figure 2 shows that all STNs also respond to off-target locations. The DiffMask operation was inspired by lateral inhibition
For example, STNs tuned to 0° azimuth (Figure 2A, green observed in biological networks. This operation was applied to
curve) respond to stimuli at £30° azimuth and even have a the spatial tuning curves of 0° STNs to illustrate its sharpening
non-zero response to stimuli at 90° azimuth. We refer to this effect on spatial tuning. Figure 4A shows the tuning curves
property as “spatial leakage,” which occurs due to overlap in the prior to the DiftMask operation. Some neurons within the 0°
bandpass filters as well as the fact that a given binaural cue can STNs were activated by stimuli from as far away as 90° (see side
occur for stimuli from multiple locations (Figure 2B) and thus peaks). After the DiffMask operation, spiking activity elicited by
contain some ambiguity (Brainard et al., 1992). far-away stimuli was silenced, and side-peaks were suppressed

considerably (Figure 4B). Using a subset of STNs during the
DiftMask operation, such as those tuned to +30° (Figure 4C)
or £60° (Figure 4D), did not suppress side-peaks as effectively
as if both +30° and £60° were used.

Spatial leakage

Leakage across spatial channels limits the performance of
the algorithm, especially when multiple sound sources are
present. To demonstrate, two randomly selected sentences were

presented individually to the model from 0° azimuth, 90° PSyChophySical experiment

azimuth, or simultaneously from both locations. The responses

of three set of STNs, tuned to 90°, 45°, and 0°, are shown A psychophysical experiment was conducted to quantify the
as spike-rasters in Figure 3. Each row within a raster plot perceptual benefit provided by the algorithm for listeners with
represents the spiking response from the neuron tuned to normal hearing. The performance of FRMask and DiffMask
that particular frequency channel. Due to spatial leakage, all was compared against a 16-microphone super-directional
STNs respond to the single sentence placed at 0° or 90° beamformer, called BEAMAR (Kidd et al,, 2015; Best et al,
(Figures 3A,B). When both sentences are present, ITDs and 2017). BEAMAR attenuates off-center sounds by combining the
ILDs interact to produce complicated STN response patterns weighted output of 16 omni-directional microphones into a
(Figure 3C). Spatial leakage limits the ability of STNs to single channel, using an optimal-directivity algorithm (Stadler
respond to a single talker, since any one spatial channel contains and Rabinowitz, 1993). BEAMAR does not process frequencies
information from other spatial channels. Lateral inhibition was below 1 kHz in order to retain natural spatial cues in that
designed to address the issue of spatial leakage by suppressing frequency region. The combination of beamforming at high
neural activation by off-target sound streams. frequencies and natural binaural signals at low frequencies has
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been shown to provide a significant benefit to both normal-
hearing and hearing-impaired listeners attending to a target
speech sentence in a multi-talker mixture (Best et al., 2017).

Participants

Participants in this study were eleven young normal-
hearing listeners, ages 18-32. All listeners had symmetrical
audiogram measurements between 0.25 and 8 kHz with hearing
thresholds within 20 dB HL. Participants were paid for their
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participation and gave written informed consent. All procedures
were approved by the Boston University Institutional Review
Board (protocol 1301E).

Stimuli

Five-word sentences were constructed from a corpus of
monosyllabic words (Kidd et al., 2008), with the form [name-
verb-number-adjective-noun] (e.g., “Sue found three red hats”).
The corpus contains eight words in each of the five categories.
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Each word in each sentence was spoken by a different female
talker, randomly chosen from a set of eight female talkers,
without repetition. During each trial, a target sentence was
mixed with four masker sentences, all constructed in the same
manner. Words from the target and masker sentences were
time-aligned, so that the words from each category shared the
same onset. The design of these stimuli was intended to reduce
the availability of voice and timing-related cues, and as such
increase the listener’s use of spatial information to solve the task.

The five sentences were simulated to originate from five
spatial locations: 0°, £30°, and £60° azimuth, by convolving
each sentence with anechoic KEMAR HRTFs. The target
sentence was always located at 0° azimuth. The four maskers
were presented at 55 dB SPL from £30°, and +60° azimuth. The
level of the target was varied to achieve target-to-masker ratios
(TMRs) of -5, 0, and 5 dB.

Stimuli were processed using one of three methods:
BEAMAR, FRMask, and DiffMask. A control condition
was also included, in which stimuli were spatialized
using KEMAR HRTFs to convey “natural” cues but were

otherwise unprocessed.

Procedures

Three blocks were presented for each of the four conditions,
with each block containing five trials at each of the three TMRs
(15 total trials per block). This resulted in 15 trials per TMR for
each of the four processing conditions, and a total of 180 trials
across all conditions. The order of presentation of TMRs within
ablock, and the order of blocks for each participant, were chosen
at random. The experiment took approximately 1 h to complete.

Stimuli were controlled in MATLAB and presented via a real
time processor and headphone driver (RP2.1 & HB7, Tucker
Davis Technologies, Alachua, FL, United States) through a pair
of headphones (Sennheiser HD265 Linear). The sound system
was calibrated at the headphones with a sound meter (type
2250; Britel & Kjeer, Neerum, Denmark). Participants were seated
in a double-walled sound-treated booth. A computer monitor
inside the booth displayed a graphical user interface containing
a grid of 40 words (five columns of eight words, each column
corresponding to one position of the five word sentence). For
each trial, participants were presented a sentence mixture and
were instructed to listen for the target sentence located directly
in front. They responded with a mouse by choosing one word
from each column on the grid.

Analysis
Each participant’s performance was evaluated by calculating

the percentage of correctly answered keywords across all trials
for a given condition. Psychometric functions were generated
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by plotting the percent correct as a function of TMR and fitting
a logistic function to those data. Speech reception thresholds
(SRTs), which are the TMRs corresponding to 50% correct, were
extracted from each function using the psignifit toolbox (Schiitt
et al., 2016). Differences in SRTs between the natural condition
and each of the processing conditions was taken to be the
“benefit” provided by that processing method. Statistical analysis
was done in Python using the statsmodels package (Seabold and
Perktold, 2010).

Results

Figure 5A shows the percentage of correct responses
for each TMR and processing method. A two-way repeated-
measures ANOVA found a significant interaction between
processing method and TMR on performance [F(s 60) = 6.97,
p < 0.001]. Post hoc pairwise comparisons using Tukey’s HSD
test found significant differences between the natural condition
and each of the three processing methods for all three TMRs
(p < 0.001), suggesting that subjects significantly benefitted
from listening to processed speech across all TMRs. At +5-dB
TMR, performance was equivalent under all three processing
conditions. However, at -5-dB and 0-dB TMR, performance
was better for DiffMask than FRMask, and similar for DiffMask
and BEAMAR. Figure 5B presents the same results in terms
of SRTs, and Figure 5C shows the benefit (in dB) of each
processing method relative to the natural condition. A one-
way repeated measures ANOVA followed by Tukey’s multiple
pairwise comparison showed that all three algorithms provided
significant benefit to listeners (p < 0.001). Benefits provided
by BEAMAR and DiftMask were not significantly different
(p = 0.66). Out of the eleven listeners, two achieved the lowest
SRT and gained the most benefit from BEAMAR, while nine
achieved the lowest SRT and gained the most benefit from
DiftMask.

Discussion

Extensive research has been devoted to developing a
solution for the CPP [for review, see Qian et al. (2018)], and
many approaches benefit from using multiple microphones.
For example, the performance of methods using independent
component analysis degrades quickly as the number of
sources exceeds the number of microphones (Hyvirinen
et al, 2001). In acoustic beamforming, performance of the
beamformer can be significantly improved by increasing the
number of microphones used (Greenberg and Zurek, 2001;
Greenberg et al,, 2003). Although traditional beamformers
produce a single-channel output, which cannot carry binaural
information, a variety of spatial-cue preservation strategies have
been proposed to overcome this limitation (Doclo et al., 2010;
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Best et al.,, 2017; Wang et al.,, 2020). Here we demonstrated
that equivalent performance to a highly optimized beamformer
(such as BEAMAR) may be possible using a biologically inspired
algorithm that uses only two microphones placed in the ears.
Our biologically oriented sound segregation (BOSSA) model
provided a substantial benefit in a challenging cocktail party
listening situation, and this benefit was larger than that provided
by BEAMAR in the majority of our young, normal hearing
participants. While this is a promising result, further work is
needed to examine the benefits of BOSSA under a wider variety
of scenarios and in other groups of listeners. Comparisons to
other two-microphone solutions such as binaural beamformers
(Doclo et al.,, 2010; Best et al., 2015), as well as deep-learning
solutions that operate on two or even a single microphone
(Roman et al., 2003; Healy et al., 2013), would also be interesting.

Spiking neural networks traditionally do not have
applications in audio processing due to the lack of a method
that produces intelligible, high-quality reconstructions. The
“optimal prior” method of reconstruction is often used to
obtain reconstructions from physiologically recoded neural
1991; Stanley et al.,, 1999; Mesgarani
et al,, 2009; Mesgarani and Chang, 2012), but produces single-

responses (Bialek et al.,

audio-channel reconstructions of poor quality and intelligibility
(Chou etal., 2019). The optimal prior method computes a linear
filter between a training stimulus and the response of neuron
ensembles, and filter needs to be re-trained if the underlying
network changes. In contrast, the mask-based reconstruction
method used in this study estimates time-frequency masks from
spike trains. It is able to obtain reconstructions with much
higher intelligibility and preserves spatial cues, all without the
need for training. These properties enable rapid development of
spiking neural network models for audio-related applications.
Within the biologically plausible algorithms we tested, the
difference in performance between FRMask and DiftMask is
noteworthy and interesting. The spatial tuning plots (Figure 2)
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quantify the tuning of a given spatial channel to a single
sound as it is moved around the lateral spatial field which are
reasonably well-tuned. Moreover, Figures 3A,B, for example,
illustrate the response of the 0° channel to sounds presented
at 0° and 90°. In this case, the 0° channel responded primarily
to the frontal sound. By themselves, these plots do not suggest
problems with spatial tuning and leakage. However, in our
psychophysical experiments, we presented a target sound at 0°
with four competing maskers from +30° and £60°, a far more
challenging scenario. In such a scenario, spatial leakage is more
significant, and refining/improving spatial tuning improves
sound segregation, as demonstrated in the improvement with
DiffMask over FRMask.

It is also worth noting that our algorithms were based
on processing in the barn owl midbrain which contains a
topographic map of space, whereas, in mammals, no such
topographic map has been found. Despite this difference,
the spatially tuned responses of neurons in the model could
be leveraged to improve speech segregation performance in
humans. This demonstrates that brain inspired algorithms based
on non-human model systems can improve human perception
and performance.

The work presented here represents a preliminary
evaluation of the BOSSA model, and it identified a number of
issues and limitations that deserve further investigation. While
the formulation of DifftMask can sharpen the spatial tuning of
the STNs, neurons tuned to frequencies below 300 Hz were
completely silenced for the stimuli we tested (Figure 4B). Low
spatial acuity in this frequency range results in a similar response
at on and off target STNs. The off-target response scaling and
summation that forms DiffMask then results in a complete
subtraction of on-target activity below 300 Hz. Additionally,
some side peaks still persist even after the DiffMask operation,
implying that spatial leakage was not fully addressed. Different
formulations of the DifftMask may address these shortcomings.

frontiersin.org


https://doi.org/10.3389/fnins.2022.1004071
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/

Chou et al.

Moreover, our DifftMask implementation used a specific number
of off-target STNs at specific locations, which were aligned with
the locations of makers in our experimental stimuli. Further
works is needed to explore how DiffMask can be optimized to
support arbitrary target and masker configurations, and how
the resolution of the STNs affects model performance. We have
avoided using deep-learning approaches in this study in favor of
biological interpretability, but such approaches may help guide
the optimization of DiffMask and could be very valuable in
that respect. Another potential limitation of the algorithm is
that it processes each frequency channel independently. While
this design choice reduces both the complexity of the algorithm
and its computation time, it excludes the possibility for
across-frequency processing that could improve performance
(Krishnan et al., 2014; Szab¢ et al., 2016). Finally, animals have
been observed to resolve binaural cue ambiguity by having
neurons preferentially tune to more reliable spatial cues in
different frequency regions (Cazettes et al., 2014). Inspiration
could be taken from these observations to improve spatial
tuning and overcome spatial leakage. Again, deep-learning
based optimization methods may help identify these reliable
cues for human listeners and multitalker mixtures.

Future work with the BOSSA model could include both
sound segregation and localization by comparing the response
of each spatial tuning curve to predict source azimuth, possibly
utilizing a denser array of STNs. Another idea we plan to explore
in the future is to apply automatic speech recognition systems to
optimize the parameters of the algorithm. This optimization can
be performed relatively fast before conducting time-consuming
psychophysics experiments. During this optimization process
we also plan to investigate the effects of varying sound pressure
level and source dynamics on BOSSA performance.
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Dichotic spectral integration
range for consonant recognition
In listeners with normal hearing

Yang-Soo Yoon* and Dani Morgan

Laboratory of Translational Auditory Research, Department of Communication Sciences and
Disorders, Baylor University, Waco, TX, United States

Dichotic spectral integration range, or DSIR, was measured for consonant
recognition with normal-hearing listeners. DSIR is defined as a frequency
range needed from O to 8,000Hz band in one ear for consonant recognition
when low-frequency information of the same consonant was presented
to the opposite ear. DSIR was measured under the three signal processing
conditions: (1) unprocessed, (2) target: intensified target spectro-temporal
regions by 6dB responsible for consonant recognition, and (3) target minus
conflicting: intensified target regions minus spectro-temporal regions that
increase confusion. Each consonant was low-pass filtered with a cutoff
frequency of 250, 500, 750, and 1,000Hz, and then was presented in the left
ear or low-frequency (LF) ear. To create dichotic listening, the same consonant
was simultaneously presented to the right ear or high-frequency (HF) ear. This
was high-pass filtered with an initial cutoff frequency of 7,000Hz, which was
adjusted using an adaptive procedure to find the maximum high-pass cutoff
for 99.99% correct consonant recognition. Mean DSIRs spanned from 3,198-
8,000Hz to 4,668-8,000Hz (i.e., mid-to-high frequencies were unnecessary),
depending on low-frequency information in the LF ear. DSIRs narrowed
(i.e., required less frequency information) with increasing low-frequency
information in the LF ear. However, the mean DSIRs were not significantly
affected by the signal processing except at the low-pass cutoff frequency of
250Hz. The individual consonant analyses revealed that /ta/, /da/, /sa/, and
/zal required the smallest DSIR, while /ka/, /ga/, /fa/, and /va/ required the
largest DSIRs. DSIRs also narrowed with increasing low-frequency information
for the two signal processing conditions except for 250 vs. 1,000Hz under the
target-conflicting condition. The results suggest that consonant recognition is
possible with large amounts of spectral information missing if complementary
spectral information is integrated across ears. DSIR is consonant-specific
and relatively consistent, regardless of signal processing. The results will help
determine the minimum spectral range needed in one ear for consonant
recognition if limited low spectral information is available in the opposite ear.

KEYWORDS

dichotic hearing, spectral integration, binaural integration, consonant recognition,
articulation-index gram
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Introduction

Normal hearing (NH) listeners receive the same or similar
auditory input from each ear, and the input is then sent to the
higher auditory system for further processing, such as spectral
integration (Ronan et al., 2004; Hall et al., 2008; Fox et al., 2011;
Risdnen and Laine, 2013; Grose et al., 2016). However, individuals
with hearing loss may receive different spectral information from
each ear and are forced to integrate them across the ears, that is,
dichotic spectral integration (Tononi, 2010; Kong and Braida,
2011; Yang and Zeng, 2013; Reiss et al., 2014; Obuchi et al., 2015).
This dichotic spectral integration occurs when different frequency
information is dichotically and simultaneously presented to both
ears. The improvement in the performance of listeners with
hearing loss as signal bandwidth widens is thought to reflect the
ability of the auditory system to integrate information across a
wide frequency range in complex sounds (Spehar et al., 2008;
Happel et al,, 2010). Regardless of hearing status, dichotic spectral
integration is important for efficient communication, such as
speech perception. However, it is hard to find dichotic spectral
integration studies with NH and hearing-impaired listeners. In the
present study, a frequency range needed in the right ear for
consonant recognition was determined when low-frequency
information of the same consonant presented to the right ear is
presented in the left ear in NH listeners. In this study, this
frequency range was named a “dichotic spectral integration range
(DSIR)”

It is known that consonant recognition requires the listener’s
ability to discriminate specific spectral and temporal acoustic cues
such as voicing, the onset of the noise burst, and spectral and
temporal transitions (Miller and Nicely, 1955; Stevens and Klatt,
1974; Stevens and Blumstein, 1978; Blumstein and Stevens, 1979,
1980). In contrast, a few studies measured the range of spectral
information needed for consonant recognition. Lippmann (1996)
measured consonant-vowel-consonant syllable recognition in
NH listeners when low-frequency information below 800 Hz was
combined with high-frequency information above 4,000Hz in a
monotic listening condition (i.e., different frequency information
is simultaneously presented to the same ear). This monotic
spectral integration study showed that removing midfrequency
consonant information (800-4,000 Hz) did not significantly alter
consonant recognition. Ronan et al. (2004) did not determine the
spectral integration range but demonstrated a relationship
between speech perception and monotic spectral integration in
NH listeners. They filtered consonants in two widely separated
bands (0-2,100 Hz and 2,100-4,500 Hz) of speech. They observed
that consonant enhancement is related to the ability of integrating
widely separated two bands.

Some other studies showed that dichotic spectral integration
(i.e., different frequency information is dichotically and
simultaneously presented to both ears.) facilitates sentence
perception (Hall et al., 2008; Grose et al., 2016). Hall and
colleagues first determined the bandwidths required for
approximately 15-25% correct sentence recognition in quiet and
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noise conditions in listeners with NH and hearing loss (Hall
et al., 2008). They then adaptively varied the bandwidth of
filtered sentences centered on low (500 Hz) and high (2,500 Hz)
frequencies and measured speech perception when the two
bandwidths were presented simultaneously to both ears. NH and
hearing-impaired listeners observed higher percent performance
(64-94%) with dichotic spectral listening compared to a 30-50%
additive combination of information presented in the single-
band conditions. Grose et al. (2016) also reported similar results
as Hall et al. (2008) study but with middle-aged and older
NH listeners.

The ability to integrate spectral information across ears may
be affected when useful frequency information for speech
perception is manipulated, such as being intensified or eliminated.
Allen’s group identified specific frequency and time regions for the
consonant perception that resulted in an improved consonant
recognition, called “target frequency and time regions.” They also
identified specific frequency and time regions that lead to
significant consonant confusions, called “conflicting frequency
and time regions” (Li et al., 2010, 2012). Consonant recognition
was measured with + 6 dB gain on the target (frequency and time)
regions and complete removal of the conflicting (frequency and
time) regions for consonants. The results from these four studies
indicated that the intensified target and removal of the conflicting
regions enhance consonant recognition by a minimum of 3
percentage points to a maximum of 70 percentage points. This
type of signal processing with the target and conflicting regions
will enhance speech perception in listeners with normal hearing.
However, listeners with hearing loss with or without devices may
not integrate these regions appropriately across ears due to
abnormal binaural spectral integration, i.e., fusion and averaging
of information from widely different frequency regions (Reiss
etal., 2014). This can lead to interference, as was shown for vowel
integration (Fowler et al., 2016). Under this listening condition,
some listeners may experience spectral interference rather than
(2016)
demonstrated that bimodal patients who had better residual
hearing (<60dB HL at 250 and 500 Hz) in the hearing aid ear
received improved speech perception in quiet when low-to-mid

spectral integration. For example, Fowler et al

(approximately 440-982 Hz) frequencies in cochlear implant ear
were removed. Removing mid-frequency information processed
by cochlear implant ear may reduce bimodal interference and/or
enhance bimodal integration. It is also possible that the AI-Gram
signal processing would result in ear-dominance listening when
the target and conflicting regions are processed by one ear with a
better performing ear (e.g., cochlear implant ear in bimodal
hearing). An ear dominance listening results in information
presented to one ear being primarily processed and perceived,
while information presented to the opposite ear is less utilized and
perceived (Reiss et al., 2016). Under ear-dominance listening,
dichotic spectral integration will be less affected with the poorer
ear (i.e., hearing aid ear in bimodal hearing). So, the findings of Li
et al. studies (Li et al., 2010, 2012) led to the working hypothesis
that the DSIR will be significantly reduced if target regions are
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intensified while the conflicting regions are removed. It is also
hypothesized that DSIRs will be narrowed with increasing
low-frequency information in the opposite ear.

In summary, previous studies demonstrate that spectral
integration within and between ears is important for speech
perception using two broad frequency bands (Ronan et al,
2004; Hall et al., 2008; Rasanen and Laine, 2013; Grose et al.,
2016). However, spectral integration may occur at specific
narrower frequency bands, and additional spectral integration
on other bands may not be critical for speech perception. It is
also possible that the spectral integration range is listener
specific for speech recognition. For example, individuals with
different degrees of hearing loss in one ear may need different
ranges of spectral information in the opposite ear for good
speech recognition. Another challenging aspect of the previous
studies is the use of sentences (Hall et al., 2008; Grose et al.,
2016). Sentences are more realistic stimuli compared to tones
or nonsense syllables. However, the minimum spectral ranges
required for sentence perception would be similar regardless of
the use of different sentences. Measuring DSIRs for phonemes
(i.e., basic units of sentences) will provide us discrete
information which can be effectively used in training machine-
learning algorithms. In the present study, DSIRs were
determined for individual consonant recognition in the right
ear when different amounts of low-frequency information were
presented to the left ear in NH listeners. The DSIR measurement
was administered under the three signal processing conditions:
unprocessed, with target frequency and time regions intensified
by +6 dB gain (i.e., target condition), and both the target regions
intensified, and conflicting regions removed (i.e., target minus
conflicting or target-conflicting condition). The results of the
present study will help determine the minimum spectral range
needed in one ear for individual consonant recognition if
limited low spectral information is available in the opposite ear.
The results can also serve as control data for future studies with
hearing-impaired listeners and bimodal users.

Materials and methods
Subjects

Fourteen NH adults participated (11 females and three males;
average age: 24+6.7). A reason for this imbalance of subject
gender was that the subjects were mainly recruited from Robbins
College of Health and Human Sciences at Baylor University, where
female students outnumber male students. All subjects were native
speakers of American English. All participants had thresholds
better than 20 dB HL (hearing level) for both ears at audiometric
frequencies ranging from 250 to 8,000 Hz. Interaural threshold
differences were less than 10 dB HL. All procedures were approved
by the Baylor University Institutional Review Board (#1253711).
The Board has determined that the research agrees with the
declaration of Helsinki.
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Stimuli

Stimuli included 14 frequently used American English
consonants with the common vowel /a/ (/pa/, /ba/, /ta/, /da/, /ka/,
/gal, /mal/, Ina/, /fal, Ival, Isal, Izal, /fa/, and /[a/; Hayden, 1950).
Each consonant was produced with a sampling frequency of
44,100 Hz by a single female talker whose average fundamental
frequency was 228 Hz. Completely silent parts from both onsets
and offsets of consonant syllables were identified on time
waveforms and spectrograms and manually removed. The average
duration and standard deviation (SD) of consonants was
406.57 £102.61 ms. The duration of each consonant is provided in
Table 1. To limit the spectral range of consonants to 0-8,000 Hz,
each consonant was low-pass filtered with a cutoft frequency of
8,000 Hz (IIR second-order Butterworth with 12 dB/oct roll-off
and a zero-phase shift). All stimuli were then normalized to have
the same long-term root-mean-square energy (65dBA sound
pressure level or SPL). The stimuli was delivered to both ears via
circumaural headphones (Sennheiser HDA-200) at the subject’s
most comfortable level (ranges: 50-70dB SPL), which was
established by the subjects’ responses to the 14 unprocessed
consonants from the stimuli listed above in quiet according to the
Cox loudness rating scale (Cox, 2005).

Articulation index-gram processing on
the target and conflicting frequency and
time regions

The same target frequency and time regions of consonants
used in our previous study in NH listeners (Yoon, 2021) was

TABLE 1 The target and conflicting frequency and time regions used
for the Al-Gram processing (Yoon, 2021).

Consonants  Duration Target Conflicting Target
[ms] frequency frequency  time
[kHz] [kHz] [ms]
Ipa/ 240 0.3-7.4 1.4-2.0 32-62
/ba/ 331 0.3-4.5 0.6-2.2 7-22
Ital 338 3.0-7.4 1.6-2.8 42-62
/da/ 240 4.0-7.8 1.4-2.8 38-48
Ika/ 447 1.4-2.0 5.0-7.8 30-50
Igal 348 1.4-2.0 3.9-5.0 10-30
/mal 350 05-13 1.2-1.9 25-55
/na/ 400 1.5-22 0.4-0.9 77-127
/fal 548 0.6-2.2 3.0-7.8 141-166
Ival 349 0.6-1.4 1.4-44 16-46
Isa/ 501 3.9-7.8 54-7.8 80-115
Izal 501 3.6-7.8 3.5-5.4 90-120
Ifal 549 2.0-3.7 4.0-7.8 40-160
I3al 550 1.9-3.7 54-7.8 15-115

Duration of each consonant is also given. The entire range of frequency that was used for
the identification of the target frequency regions was 0-8 kHz.
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employed in this study. Figure 1 shows timewave forms and power
spectrum for the unprocessed, target, and target-conflicting
processed /ka/. Arrows indicate the target portion of timewave
forms. Dotted rectangles and solid ovals on the power spectrums
indicate the target and conflicting regions, respectively. The
AI-Gram was originally developed by Li et al. (2010, 2012). The
AI-Gram was implemented on the MATLAB platform (The
MathWorks, 2017) for our conditions (Yoon, 2021). The AI-Gram
construction procedures are explained in detail in Yoon (2021). A
full discussion of how consistent the target and conflicting
frequency regions are with respect to earlier studies (Li et al., 2010,
2012) can also be found in Yoon (2021).

In brief, using a low-pass and high-pass filtering scheme (IIR
second-order Butterworth with —12dB/oct roll-off and a zero-
phase shift for both filters), the target frequency regions were
identified. These target regions for each consonant are the
frequency regions responsible for significant changes in consonant
recognition. For example, /ka/ was presented and its perception
scores were considerably improved (from 40 to 90%) when the
low-pass filter (LPF) cutoff was moved from 1.4 to 1.5kHz. So, the
lower edge of the target frequency would be 1.4kHz. When the
high-pass filter (HPF) cutoff was moved from 2.0 to 2.1kHz, the
recognition of /ka/ considerably dropped (from 90 to 40%). So,

10.3389/fpsyg.2022.1009463

the upper edge of the target frequency would be 2.0kHz.
Therefore, the final target frequency region would be 1.4-2.0kHz
for /ka/. This target frequency region included the spectral region
(i.e., 1.4kHz) that leads to improved consonant perception when
LPF cutoff frequency raised from 1.4kHz to 1.5kHz but excluded
the spectral region (i.e., 2.1kHz) that leads to a potential
deteriorated consonant perception when HPF cutoft frequencies
raised from 2.0 to 2.1kHz. The conflicting frequency regions are
the frequency regions that yielded the peak errors of the most
confused consonants and 20% less than the peak error from both
filtering schemes. For example, when /fa/ was presented, the
recognition of the confused consonant /sa/ reached 24% when the
LPF cutoft was 4.0kHz and a maximum of 30% when the cutoff
was moved from 4.0 to 4.1 kHz (i.e., 24% is 20% below the peak
30% error). Therefore, the lower edge of the conflicting frequency
would be 4.0kHz. When the HPF cutoff was 7.8kHz, the
recognition of the confused consonant /sa/ reached a score of 24%
and a maximum of 30% when the cutoff was moved from 7.8 to
7.7kHz. So, the upper edge of the conflicting frequency would
be 7.8kHz. Thus, the final conflicting frequency range would
be 4.0-7.8kHz for recognition of the consonant /fa/. Full
descriptions of selection criteria for target and conflicting regions
can be found in Yoon (2021).
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FIGURE 1
Stimulus wave forms (top panels) and power spectra (bottom panels) for the unprocessed (left column), target (middle column), and target-
conflicting (right column) conditions forn/ka/. Arrows indicate the target portion of stimulus wave forms. Dotted rectangles and solid oval on the
power spectra indicate the target and conflicting regions, respectively.
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Analogously, using a truncation approach, the target time
regions for each consonant was identified by finding the time
segment of the consonant responsible for significant change in
consonant recognition. The initial duration of each consonant was
3% of the total duration from the onset (i.e., the remaining 97% of
the consonant was truncated out) so that minimal consonant
information was presented. The duration of the consonant was
increased by 1 ms when a participant’s response was incorrect. If
perception scores for /ka/ dropped significantly (i.e., from 90 to
40%) when the time-truncation point increased from 30 to 50 ms
the onset of the consonant, it suggests that important temporal
cues resided within the 30-50 ms time window. Again, these target
frequency and time regions used for the current study were
obtained from NH listeners in the binaural hearing condition and
in quiet (Yoon, 2021). After identifying the target frequency and
time regions for each of the 14 consonants using the AI-Gram, a
6-dB gain was applied to those target frequency and time regions
for each consonant (i.e., other frequency and time regions for each
consonant were intact). The conflicting frequency and time
regions were also removed. For the three consonants (/pa/, /ba/,
and /za/) with overlapping target and conflicting frequency ranges
(Figure 2 in Yoon, 2021), the target frequency ranges were
intensified, while the overlapped conflicting frequency ranges
were not removed. It should be noted that AI-Gram does not have
the ability to apply a 6 dB gain and removal on the exact target and
conflicting regions. So, some variations should be expected on the
power spectrums for the target and target-conflicting processing
conditions, as shown in Figure 1. The completed AI-Gram
processing was then verified by five adult NH listeners. The
verification procedures can also be found in Yoon (2021). Table 1
lists the resultant target and conflicting frequency and time
regions. Note that the target time region in Table 1 indicates a
temporal duration of consonants from the onset of the consonant.

Procedure

The DSIR was binaurally measured in quiet under three signal
processing conditions: (1) unprocessed, (2) target: intensified
target frequency and time regions responsible for consonant
recognition, and (3) target-conflicting: combined intensified
target frequency and time regions and removed conflicting
frequency and time regions responsible for consonant confusions.
Subjects were seated in a single-walled sound-treated booth
(Industrial Acoustics Company). Before formal testing, a 30-min
familiarization on all 14 consonants was binaurally provided for
the target and target-conflicting signal processing conditions in a
quiet environment (15-min each). Each consonant was low-pass
filtered (IIR fifth-order Butterworth with 30 dB/oct roll-off) in the
left ear, with one of the four fixed cutoff frequencies: 250, 500, 750,
and 1,000 Hz. Group delay created by filtering was removed by
applying zero-phase filtering technique. These cutoff frequencies
were purposefully chosen because they are the typical frequencies
of residual hearing in individuals who utilize bimodal hearing
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(Smith-Olinde et al., 2004; Jiirgens et al., 2011; Bianchi et al., 2016;
Patel and McKinnon, 2018; Varnet et al., 2019; Yoho and Bosen,
2019). Results from these chosen cutoff frequencies can be used
for future comparison with data that will be measured in
individuals with hearing aids and cochlear implants. In the right
ear, the same consonant was presented with an initial HPF cutoft
frequency of 7,000 Hz (IIR fifth-order Butterworth with 30 dB/oct
roll-off). Zero group delay was achieved by applying a zero-phase
filtering on filtered signals. An incorrect response lowered the
cutoff frequency in 100-Hz decrements (i.e., the cutoff frequency
was reduced from 7,000 to 6,900Hz). So, low-frequency
information was presented to the left ear which was designated as
the “low-frequency or LF ear;” and the high-frequency information
was presented to the right ear which was designated as the “high-
frequency or HF ear” Under these LF and HF ear settings, the
stimulus was dichotically and simultaneously delivered via an
audiometer (GSI AudioStar Pro) to Sennheiser HDA-200
circumaural headphones. In fixed block trials, DSIR was
determined, using the 15-alternative forced-choice paradigm,
along with the additional option of “none of these” With each of
the four fixed low-pass filter cutoff frequencies used in the LF ear,
each consonant was presented five times for each signal
processing, and the order of consonant presentation was fully
randomized. The DSIR was determined when the consonant
presented was correctly selected three times in a row. These
procedures were repeated for the unprocessed, target, and target-
conflicting signal processing conditions. No trial-by-trial feedback
was provided during the test. The complete test protocol (3 signal
LPF
consonants x 5 repetitions), including five-minute breaks (at least

processing  conditions x 4 cutoff  frequencies x 14
two breaks per hour and instructed to take breaks as needed) and
the consenting process, took approximately 11h per listener,

requiring four separate visits.

Data analysis

Parametric statistics were used with Sigma Plot (SYSTAT,
2021). Before performing statistical analyses, the normality
(Shapiro-Wilk) test and equal variance (Brown-Forsythe) test
were performed, and all passed. To determine the main effect of
the AI-Gram signal processing and LPF cutoff frequencies on
mean DSIRs (Figure 2), a two-way repeated measures analysis of
variance (ANOVA) was performed with two within-subject
factors: the AI-Gram (Unprocessed, Target, and Target-
Conflicting) and LPF cutoff frequency (250, 500, 750, and
1,000 Hz). A two-way repeated ANOVA was also performed with
two within-subject factors (i.e., the AI-Gram and each consonant)
to determine how DSIR for individual consonants was affected by
the AI-Gram signal processing (Figure 3). A two-way repeated
ANOVA was performed with two within factors (LPF cutoff
frequency and each consonant) to determine how the DSIR of
each consonant was affected by the LPF cutoff frequency used in
the LF ear (Figure 4). Pearson correlation analyses were conducted
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Mean dichotic spectral integration range (DSIR) needed for consonant recognition in the HF ear for each LPF cutoff frequency in the LF ear. Dark-
and light-filled bars indicate the unprocessed and target conditions, while the open bars indicate the target-conflicting condition. Numbers in the
parentheses are the percentages of DSIR out of 0-8,000Hz band required for consonant recognition in the HF ear (e.g., 60% for the unprocessed
condition at 250Hz was obtained from 8,000-3,198Hz=4,802Hz, which is 60% of the 0—-8,000 band). Error bars indicate standard errors. #*

5000 6000 7000 8000

*p<0.01

to determine any systematic relationship in the DSIRs with
different LPF cutoff frequencies (Figure 5). The results of all
statistical analyses were assessed against an alpha level of 0.05 with
a two-tailed test. Planned multiple comparisons were performed
using an overall alpha level of 0.05 with the Bonferroni correction.

Results

Mean DSIR

Figure 2 shows mean DSIR with the standard error for each
LPF cutoff frequency used for the LF ear. All DSIRs should
be interpreted as lower bound frequencies required for consonant
recognition from the 0-8,000Hz band. For example, DSIR of
3,198Hz (for 250Hz cutoft frequency and the unprocessed
conditions) means that a frequency range of 3,198-8,000 Hz was
required for consonant recognition in the HF ear when
low-frequency information below 250 Hz was presented to the LF
ear. The numbers in parentheses are the percentages of DSIRs
needed for consonant recognition from the 0-8,000 Hz band. For
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instance, 60% (for 250 Hz cutoff frequency and the unprocessed
conditions) means that the DSIR of the 3,198-8,000 Hz covers
60% of the upper portion of the 0-8,000 Hz band. The results show
that consonant recognition was achieved with large amounts of
spectral information missing. DSIRs narrowed (i.e., required less
spectral information) with increasing the LPF cutoff frequency. A
two-way repeated measure analysis of variance (ANOVA) showed
a significant effect of AI-Gram processing effect, F(2,78) =4.28,
p=0.02 and of the LPF cutoff frequency on DSIRs, F(3,36) =46.55,
p<0.001. However, no significant interactions were observed
between the signal processing and the LPF cutoff frequency,
F(6,78)=
signal processing conditions, with Bonferroni correction for the

1.29, p=0.32. All pairwise multiple comparisons across

AI-Gram processing, showed that only two pairs were significant
within the cutoff frequency of 250 Hz: unprocessed vs. target
(p=0.005) and unprocessed vs. target-conflicting (p=0.01),
indicated by asterisks in Figure 2. Across the LPF cutoft frequency,
differences between all pairs are significant except for pair 750 Hz
vs. 1,000 Hz within all three signal-processing conditions and pair
250 vs. 500 Hz within the target condition. Details are given in
Table 2.
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signal processing for each LPF cutoff frequency in the LF ear.
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To determine what frequency range is needed for the
recognition of each consonant, DSIR per consonant was plotted
as a function of the signal processing condition for each LPF cutoff
frequency in Figure 3. Two overall findings are that DSIRs are
highly consonant-specific, and the patterns of DSIRs are similar
between 250 and 500 Hz LPF cutoff frequencies, as well as between
750 and 1,000 Hz LPF cutoff frequencies.

For the LPF cutoff frequency of 250 Hz, a two-way repeated
measure ANOVA showed that DSIRs were significantly different
across consonants, F(13,338) =10.70, p<0.001 but not across the
AI-Gram signal processing, F(2,338)=1.91, p=0.17. Significant
interactions were observed, F(26, 338)=1.82, p=0.009. Based on
the shapes of the DSIRs, there were two subgroups: five consonants
(/ka/, /gal, /mal/, /fa/, and /va/), requiring wide DSIRs, and the
remaining nine consonants requiring relatively narrow DSIRs.
This subgrouping was supported by the results of pairwise
multiple comparisons with Bonferroni correction (Table 3). These
five consonants required significantly wider DSIRs compared to
the other nine consonants. For the LPF cutoff frequency of 500 Hz,
significant difference in DSIRs were observed across consonants,
F(13,338)=14.36, p<0.001, but no significant effect of the
AI-Gram signal processing, F(2,338)=0.94, p=0.40. Significant
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interactions were observed, F(26, 338) =2.52, p <0.001. Observed
with the 250 Hz, the same five consonants (/ka/, /ga/, /mal/, /fa/,
and /va/) required wider DSIRs in the HF ear than DSIRs for other
nine consonants. It should also be noted that DSIRs for the two
consonants (/ka/ and /ma/) slightly narrowed, compared to those
with the 250Hz. Table 4 shows the results of pairwise
multiple comparisons.

With the LPF cutoft frequency of 750 Hz, each consonant
required significantly different DSIRs, F(13,338)=6.28, p<0.001,
but AI-Gram signal processing did not affect DSIRs significantly,
F(2,338)=1.80, p=0.19. There were significant interactions
between the variables, F(26, 338) =2.64, p <0.001. With the LPF
cutoff frequency of 1,000Hz, a significant main effect of the
consonant was observed, F(13,338)=5.60, p<0.001, but no
significant main effect of the AI-Gram signal processing was
observed, F(2,338)=1.35, p=0.28. Significant interactions
occurred between the type of consonant and AI-Gram signal
processing, F(26, 338) =2.95, p <0.001. The patterns of DSIRs are
similar between the 750 Hz and 1,000 Hz cutoff frequencies, as
observed in the 250 and 500 Hz LPF cutoff frequency conditions,
four consonants (/ka/, /ga/, /fa/, and /va/) still required relatively
wider DSIRs in the two higher cutoff frequencies. The two
consonants, (/fa/ and /va/) in particular, required wider DSIRs
than the other two consonants (/ka/ and /ga/). However, /ma/ then
had very narrow DSIRs for LEP of 750 and 1,000 Hz for all signal
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FIGURE 4

Percentage of DSIR out of 0-8,000Hz band in the HF ear for
individual consonant recognition as a function of LPF cutoff

frequency in the LF ear for each signal processing condition.

processing conditions. The pairwise multiple comparisons
supported these findings. Tables 5, 6 present all pairwise multiple
comparisons for the 750Hz and 1,000Hz cutoft frequencies,
respectively.

Effect of low-frequency information on
DSIRs

Figure 3 presents the actual frequency values of DSIRs per
consonant for each low-frequency information available in the
LF ear. However, it is hard to remember these frequency values
and to see the effect of the different low-frequency information
on the DSIR metrics. To generate easier metrics, the DSIRs
were converted into percentages of the frequency ranges from
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the 0-8,000 Hz band. As discussed above in the Mean DSIR
part of the Results section, these percentages of the DSIRs
indicate the upper portion of the 0-8,000 Hz band required for
consonant recognition. For example, 70% means 70% of the
upper portion of the 0-8,000Hz band, that is, the 2,400-
8,000 Hz range. Figure 4 shows the mean percentages of the
DSIRs in the HF ear as a function of the LPF cutoff frequency
used in the LF ear.

For the unprocessed condition, four consonants (/ta/, /da/,
/sa/, and /za/) required less than 50% of the 0-8,000 Hz band,
while two consonants (/fa/ and /va/) needed more than 50%
regardless of the LPF cutoff frequency. For the remaining nine
consonants, the percentage of the DSIRs varied (more than
20% differences), depending on LPF cutoff frequencies. A
two-way repeated measure of ANOVA showed significant
effects of the LPF cutoff frequency, F(3,507) =29.64, p <0.001
and of the consonant, F(13,507) = 12.85, p<0.001. Significant
interactions were also observed, F(39,507)=4.97, p<0.001.
Pairwise multiple comparisons with a Bonferroni correction
were also performed. However, to demonstrate the different
overall effects of the LPF cutoff frequency, the mean differences
among the LPF cutoff frequencies were reported rather than to
present all pairwise multiple comparisons. The analyses showed
significant mean differences between any pairs of the LPF
cutoff frequencies (p<0.001) except for the pair 750 vs.
1,000 Hz (p = 1.00).

Compared to the unprocessed condition, smaller percentages
of DSIRs were needed with the target condition. Seven consonants
including the three observed in the unprocessed condition (/ba/,
/ta/, /da/, /sal, /zal, /fa/, and /3a/) needed less than 50% of the
0-8,000 Hz band regardless of the LPF cutoff frequency, while only
/val needed more than 50%. The remaining six consonants,
including the six observed in the unprocessed condition, exhibited
more than 20% differences across the LPF cutoff frequencies.
There was a significant difference in the percentage of DSIRs
across consonants, F(13,507) = 18.52, p <0.001 and the LPF cutoff
frequency, F(3,507) =27.41, p <0.001. Significant interactions were
also observed, F(39,507)=3.37, p<0.001. Significant mean
differences were evident in multiple comparisons between any
pairs of the low frequencies (p <0.001), except for the pair 250 vs.
500Hz (p=0.12) and the pair 750 vs. 1,000 Hz (p =1.00).

For the target-conflicting condition, six consonants (/ba/, /ta/,
/da/, /sa/, /za/, and /fa/) required less than 50%; however,
consonant /fa/ needed more than 50% regardless of the LPF cutoff
frequency. The remaining seven consonants, including the five
observed in the unprocessed and target conditions, exhibited
more than 20% differences across the LPF cutoft frequencies.
There was a significant difference in the percentage of DSIRs
across consonants, F(13,507) =15.00, p<0.001 and across the LPF
cutoff frequency, F(3,507)=18.66, p<0.001.
interactions were also observed, F(39,507)=3.82, p<0.001.
Multiple comparisons showed significant differences between any
pairs of the LPF cutoff frequencies (p <0.001), except for pair 250
vs. 500Hz (p=0.12) and pair 750 vs. 1,000 Hz (p =1.00).

Significant
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TABLE 2 Pairwise multiple comparisons for LPF cutoff frequencies in the LF ear.

250vs.500Hz 250 vs. 750 Hz

250 vs. 1,000 Hz

500vs.750Hz 500 vs. 1,000Hz 750 vs. 1,000 Hz

Within unprocessed o

Within target ns
Within target- *

conflicting

ns

ns

ns

##%p <0.001; #¥p <0.01; *p <0.05.
ns stands for not significant.

Interrelationship among percentages of
DSIRs

To quantify the relationship between the changes of DSIRs
and different LPF cutoff frequencies, Pearson’s correlation analyses
were conducted. Figure 5 shows scatter plots with » values and
regression lines. As a reference, the DSIRs assessed with the LPF
cutoff frequency of 250 Hz were on the x-axis and DSIRs assessed
with the other three cutoff frequencies were on the y-axis. Since
the DSIR data assessed with the 250 Hz cutoft frequency was used
three times for the analyses, a Bonferroni corrected p value (i.e.,
0.05/3=0.017) was used. The overall trends of the analyses show
that consonants requiring wide DSIRs in the 250 Hz condition
also required wide DSIRs in the 500 Hz condition (and vice versa),
but less so in the 750 Hz and 1kHz conditions. This is consistent
across the different AI-gram signal processing. For the
unprocessed condition, DSIRs assessed with 250 Hz and 500 Hz
(open circles) were significantly correlated, r(14) =0.83, p =0.0002.
However, correlation was not significant between 250Hz and
750 Hz (filled triangles), r(14) =0.61, p=0.021 and between 250 Hz
and 1,000Hz (open diamonds), r(14)=0.49, p=0.08. For the
target condition, all three correlations were significant, and r
values were higher than the corresponding r values for the
unprocessed condition. The DSIRs between 250 and 500 Hz were
strongly correlated, r(14) =0.85, p=0.0001. Correlations were also
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significant between 250 and 750Hz, r(14)=0.72, p=0.003 and
between 250 and 1,000 Hz, (14) =0.69, p=0.005. For the target-
conflicting condition, all three r values were lower than those in
the target condition but higher than those in the unprocessed
condition. Significant correlations were observed between 250 and
500Hz, r(14)=0.84, p=0.0001 and between 250 and 750Hz,
r(14)=0.69, p=0.006. However, no significant correlation was
observed between 250 and 1,000 Hz, #(14) =0.53, p=0.05.

Discussion

In this study, frequency ranges needed for consonant
recognition in the HF ear were measured when different
low-frequency information was simultaneously presented to the
LF ear under three signal processing conditions: unprocessed,
target, and target-conflicting. The results showed that spectral
integration and consonant recognition is possible without
DSIRs
significantly affected by the two signal processing conditions,
except for at the LPF cutoff frequency of 250Hz in the LF ear.
DSIR narrowed significantly with increasing LPF cutoff frequency.

midfrequency consonant information. were not

Individual consonant analyses showed that four consonants (/ta/,
/da/, /sa/, and /za/) required the least amount of spectral
information. On the other hand, the four consonants (/ka/, /ga/, /
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TABLE 3 Pairwise multiple comparisons among consonants for the
LPF cutoff frequency of 250Hz.

10.3389/fpsyg.2022.1009463

TABLE 6 Pairwise multiple comparisons among consonants for LPF
cutoff frequency of 1,000Hz.

ka ga ma fa va ka ga ma fa va
pa * pa sk
ba sk sk sk ba sk
ta * sk sk sk sk ta sk
da sk sk sk da * sk
na * ka ok
sa * ® sk sk sk ga EE
za * sk sk sk sk ma EEE ®
J'a sk sk sk sa ® ks
3 ok za sk #*
Ia ET3
%D <0,001; #p <0.01; *p <0.05.
Consonant pairs with significant difference are only listed. 3 o

TABLE 4 Pairwise multiple comparisons among consonants for LPF
cutoff frequency of 500Hz.

ka ga ma fa va
pa ETTY kkk kkk
ba KKk KKk PETY
ta * seskesk ks ekt
da sk ks ekt
ma sskesk Hkk
na sksksk sk kg
sa ok sksksk sksksk Hksk
za ok kK sksksk sksk
J‘a ko dokok ok
3 ok sokk sokok

*#¥indicates p <0.001; #*p <0.01; *p <0.05.
Consonant pairs with significant difference are only listed.

TABLE 5 Pairwise multiple comparisons among consonants for LPF
cutoff frequency of 750Hz.

ka ga ma fa va
pa * skt sk
ba * ) FT3
ta * ok ok *k
da sk sesksk esksk
ma sk sk
sa ke ks ks
za sk ks sk
3a * *

5 p <0,0015 #%p <0.015 *p <0.05.
Consonant pairs with significant difference are only listed.

fa/ and /va/) required the widest amount of spectral information.
The trends for these nine consonants were consistent, regardless
of signal processing and the amount of low-frequency information
available in the LF ear. The recognition of the remaining six
consonants (/pa/, /ba/, /ma/, /na/, /fa/, and /za/) was highly
affected by the low-frequency information available in the LF ear
regardless of the signal processing condition.
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##%p <0.001; ##p <0.01; *p <0.05.
Consonant pairs with significant difference are only listed.

Our finding that consonant recognition is possible without the
full range of spectral information is consistent with existing
literature. Lippmann (1996) measured consonant-vowel-
consonant syllable recognition in quiet with NH listeners when
low-frequency information below 800 Hz was combined with
high-frequency information above 4,000 Hz in the same ear. The
results showed no significant change in consonant recognition
when removing midfrequency consonant information
(800-4,000Hz).

It is not surprising that DSIRs were highly consonant specific,
regardless of which signal processing condition was used. Four
consonants (/ka/, /ga/, /fa/, and /va/), required the widest amount
of spectral information regardless of signal processing and the
low-frequency information available in the LF ear. It is known that
perception of /fa/ and /va/ requires multiple target frequency
regions over wide range of spectrum (Allen, 2005). For a pair /ka/
and /ga/, considerable confusions occurred due to same manner
and place of articulation (Miller and Nicely, 1955; Allen, 2005),
which results in integration with little salient spectral information
(Stevens and Klatt, 1974; Stevens and Blumstein, 1978; Stevens
et al., 1992). In contrast, four consonants (/ta/, /da/, /sa/, and /za/)
required the least amount of spectral information. Perception of
these consonants was easier because major spectral cues for their
perception were available at 7,000 Hz and beyond (Li et al., 2010,
2012; Liand Allen, 2011; Yoon, 2021). In this study, Sennheiser
HAD-200 circumaural headphones were used, which are
optimally calibrated with tones but less optimal with speech
stimuli. They show a frequency drop-oft of about 10dB for high
frequencies compared to low frequencies and hence need to
be (free-field or diffuse-field) equalized (ISO389-8, 2004), which
was not done in this study. If done appropriately, SDIRs for these
four consonants may be further narrowed because their target
frequency regions are extended to around 8 kHz.

Our results are similar to the results reported in Lippmann
(1996). In that study, six consonants (/p/, /b/, /t/, /k/, /s/, and /z/)
were well perceived when combined frequency information lower
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than 800Hz and higher than 6,300Hz was presented
simultaneously to one ear (Lippmann, 1996). In contrast, four
consonants (/d/, /g/, /f/, and /v/) required combined frequency
information lower than 800Hz and higher than 3,150 Hz.
Comparing to our results, recognition of /ka/ required less spectral
information. Recognition of /da/ required more spectral
information. These differences may stem from different testing
paradigms: monotic in the Lippmann study vs. dichotic spectral
integration in the current study. Ronan et al. (2004) showed that
consonant recognition performance was significantly higher in
monotic spectral integration than in dichotic spectral integration
in listeners with normal hearing. Spehar et al. (2008) also showed
that word recognition was approximately 10 percentage points
higher (statistically significant) in monotic spectral integration
than dichotic spectral integration for young and elderly listeners
with normal hearing. Another reason for different DSIRs, for /da/
and /ka/, between two studies would be the use of different
contexts of stimuli: consonant-vowel-consonant vs. consonant-
vowel syllables. It is well documented that frequency-time regions
that support the robust perception that a consonant is changed if
different vowels with different positions of consonants (initial,
medial, or final) are used as stimuli (Baum and Blumstein, 1987;
Hazan and Rosen, 1991; Reidy et al., 2017).

It should be noted that DSIRs for /fa/ and /va/ were negatively
affected by the two signal processing conditions. For /fa/, the
widest DSIR was required in the target-conflicting condition and
then in the unprocessed and target conditions. Our subject
response pattern analysis showed that /ma/ was mostly selected in
the target-conflicting condition. This result indicates that
removing a conflicting frequency range (3-7.8 kHz) for /fa/ causes
confusion with /ma/, requiring the widest DSIR. For /va/, the
widest DSIR was required in the target condition and then in the
unprocessed and target-conflicting conditions. The subject
response patterns showed that /fa/ was mostly selected in the
target condition. This result indicates that intensifying a target
frequency range (0.6-1.4kHz) for /va/ causes more confusion
with /fa/, requiring the widest DSIR even though target time
ranges differ.

Another major finding from the current study was that there
was no significant effect of both the AI-Gram processed target and
target-conflicting regions on DSIR measures except for the case of
the 250 Hz cutoff frequency. However, these processed conditions
made spectral cues more prominent and DSIRs were numerically
narrower (again not statistically significant) for consonant
recognition compared to the unprocessed condition. For example,
our analyses (Figure 3) revealed that five consonants (/ta/, /da/, /
ka/, /va/, and /za/) for the 250 Hz and another five consonants (/
pa/, /tal, /ka/, /na/, and /va/) for the 500 Hz had narrower DSIRs
with two signal-processing conditions than those with the
unprocessed condition. This trend was also observed for /pa/, /
da/, /fal, Ival, /zal, and /a/ with the 750 Hz and /pa/, /fa/, and /va/
for the 1,000 Hz.

Our correlation analyses (Figure 5) showed that the DSIRs
between 250 Hz and 500 Hz were significantly correlated in all
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three signal-processing conditions. The correlation was
strengthened with the two AI-Gram processed conditions except
for the target-conflicting condition between 250 and 1,000 Hz.
Similar studies for nonsense phoneme perception were not
available, but Hall and colleagues compared sentence perception
in NH listeners and reported indirect evidence of this relationship
(Hall et al., 2008). They first determined the necessary bandwidth
for approximately 15-25% correct scores on sentence perception
per listener in both quiet and noise listening environments (called
criterion speech bandwidths) by adaptively varying the bandwidth
of filtered sentences centered either on 500 Hz or 2,500 Hz. This
criterion speech bandwidth measure was conducted monaurally.
They found no obvious relation between the criterion bandwidths
at each center frequency in both quiet and noise: listeners
requiring a relatively wide criterion bandwidth at 500 Hz did not
necessarily require a wide bandwidth at 2,500 Hz. This result is not
surprising as speech information is widely spread out over a wide
range of spectral bands, and the importance of each of these
spectral bands for speech perception varies. As Hall et al’s study
(Hall et al., 2008) testing settings were different from ours (e.g.,
monotic and dichotic), any direct comparisons cannot be made.
Our results confirm that the normal auditory system integrates
lower spectral information, processed by one ear, with different
spectral information processed by the opposite ear.

Clinical implication

The dichotic test setting of the present study with different
low-frequency information in the LF ear could be translated
into the four different degrees of high-frequency hearing loss in
one ear. The approach may be applied to bimodal users who
have residual hearing in low-frequency regions (typically below
1,000 Hz) in the hearing aid ear and can have access to wider
frequency information through a cochlear implant in the
opposite ear (Gifford et al., 2007; Yoon et al., 2012). So, dichotic
spectral integration may play an important role. It is expected
that some bimodal listeners with limited access to low-frequency
information via the hearing aid ear require a broader range of
spectral information in the cochlear implant ear. The opposite
can occur as well. As shown in Figures 3, 4, DSIRs for six
consonants (/pa/, /ba/, /ma/, /na/, /fa/, and /3a/) were highly
sensitive to low-frequency information available in the opposite
ear. However, perception of four consonants (/ta/, /da/, /sa/, and
/za/) required the narrowest DSIRs, while another four
consonants (/ka/, /ga/, /fa/, and /va/) were needed the widest
DSIRs, regardless of the signal processing. These results suggest
that low-frequency sensitive consonants are most affected by
interactions of acoustic and electric stimulations. In bimodal
hearing, determining the minimum spectral information
needed in a cochlear implant ear for consonant-by-consonant
perception on an individual, subject-by-subject basis is critical
because interactions across ears are highly listener specific
(Cullington and Zeng, 2010; Gifford and Dorman, 2019; Shpak
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et al., 2020). Fowler et al. (2016) measured speech perception
with bimodal listeners as a function of high-pass cutoff
frequency for the cochlear implant ear. Speech perception with
the cochlear implant ear alone deteriorated as the high-pass
cutoff frequency was raised. In contrast, bimodal performance
in quiet was improved as the high-pass cutoff frequency was
raised for listeners with better residual hearing in a hearing aid
ear (<60dB HL at 250 and 500 Hz). This result suggests that
determining minimum spectral information needed in a
cochlear implant ear can reduce spectral interference in bimodal
hearing (Fowler et al., 2016). Consonant-specific and listener-
specific datasets are also necessary to train a neural network-
based deep machine learning algorithm which is currently in
progress in our laboratory. Training the deep machine learning
algorithm will be effective with our consonant-by-consonant
datasets for maximizing algorithm accuracy and minimizing
errors (Vaerenberg et al.,, 2011; Wang, 2017; Wathour et al.,
2020). Hence, the present study findings will aid in designing
custom bimodal frequency maps for greater consonant
intelligibility based on residual hearing available in the hearing
aid ear. One caution of direct application into bimodal hearing
is that simulating a hearing aid ear requires careful incorporating
gains with specific input levels for each band on a patient-by-
patient basis using clinical prescription procedures (Zhang
et al., 2010; Sheffield et al., 2016), which were not done in the
current study.

Currently, our laboratory has conducted a series of bimodal
simulation studies to derive the frequency importance function of
cochlear implant ear and combined cochlear implant and hearing
aid ears. In addition, a spectral integration and interference study
is ongoing for vowel and consonant recognition with manipulation
of first and second formant frequencies. The present datasets will
serve as a control for some ongoing studies. Our long-term goal
of the AI-Gram based speech recognition studies is to develop
efficient bimodal fitting schemes based on deep machine learning.
It is expected that the target and conflicting frequency and time
regions, reported in Yoon (2021), in conjunction with the expected
results of the bimodal study, the minimum spectral information
required for consonant recognition in cochlear implant ears would
be effective in training algorithms.

Limitations

The present study has several limitations. First, using a single
female talker creates a clear limitation of talker variability in real
listening situations. The target and conflicting regions might differ
depending on different talkers (Mullennix et al., 1989; Goldinger
etal, 1991; Magnuson and Nusbaum, 2007). Thus, DSIR may also
vary widely across talkers, particularly for listeners with hearing
loss and hearing devices. However, based on comparable data in
the target and conflicting regions between the current study and
Lietal (2010, 2012), different talkers may affect these regions less
substantially. Second, the baseline performance for each ear alone
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was not measured. Our data was likely a result of the dichotic
spectral integration. However, it is possible that consonant
recognition could be achieved with higher frequency spectral
information only, particularly for some consonants such as /sa/
and /[a/. Third, the single phonetic environment (consonant+/a/
vowel) was used. Critical spectral-temporal regions that facilitate
or limit our ability to integrate auditory information might change
if different consonant-vowel combinations are used at different
positions (initial, medial, or final) as stimuli (Hayden, 1950;
Harris, 1958; Soli, 1981; Viswanathan et al., 2010). Finally, one
technical concern is the possibility that optimal spectral
integration may occur with different suppression levels to
completely remove conflicting frequency and time regions used in
the current study. In our pilot study with five NH listeners, a wide
range of suppression from —2 to —20dB in every 2dB decrement
were tested. No additional consonant enhancement was seen with
higher than —6dB for fricative consonants and less than 2%
consonant enhancement for stop consonants. With the complete
removal of the conflicting regions, speech perception was
significantly enhanced for all consonants except /sa/ and /fa/,
whose perception suffered by 15% compared to the unprocessed
condition. Hence, though not studied in the present study, the
removal of conflicting frequency and time regions alone as a
condition may be studied vastly in future works.
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Statistics of the instantaneous
interaural parameters for
dichotic tones in diotic noise

(NoSy)
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University of Oldenburg, Oldenburg, Germany, ?Cluster of Excellence “Hearing4all’, University of
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Stimuli consisting of an interaurally phase-shifted tone in diotic noise—often
referred to as NSy —are commonly used to study binaural hearing. As
a consequence of mixing diotic noise with a dichotic tone, this type of
stimulus contains random fluctuations in both interaural phase- and level-
difference. We report the joint probability density functions of the two
interaural differences as a function of amplitude and interaural phase of the
tone. Furthermore, a second joint probability density function for interaural
phase differences and the instantaneous cross-power is derived. The closed-
form expression can be used in future studies of binaural unmasking first
to obtain the interaural statistics and then study more directly the relation
between those statistics and binaural tone detection.

KEYWORDS

sound localization, probability density function, interaural level difference, interaural
phase difference, tone in noise detection, binaural unmasking

1. Introduction

Tone in noise detection thresholds improve when the interaural configuration of
tone and noise differ compared to the diotic case. A rich literature reports on the
influence of virtually every parameter of acoustic stimuli on this binaural unmasking (see,
e.g., Culling and Lavandier, 2021, for a review). Amongst these parameters, the phase
difference v introduced between the target tones of the two ear signals is fundamental
and was explored already in the first study of dichotic tone in noise detection by Hirsh
(1948). Such a signal is commonly referred to as NoSy, where the subscripts indicate the
interaural phase difference (IPD) of the noise (N) or signal (S). The difference between
the detection threshold for the purely diotic NoSg and the NoSy, signal is referred to as
the binaural masking level difference (BMLD) and is largest for the case where ¢ = =
(Hirsh, 1948).

Adding a dichotic Sy, tone to diotic Ny noise reduces the correlation between the
left and right signals but also introduces random fluctuations of the interaural phase
and level differences (IPD, ILD) (visualized in Figure 1A). The interaural correlation
decreases with the tone level, so binaural unmasking and incoherence detection are often
treated synonymously (Durlach et al., 1986). However, especially for narrowband noise,
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the value of interaural correlation itself was found to be an
insufficient predictor for decorrelation detection performance.
Instead, detection performance correlated with the amount of
IPD and ILD fluctuations as measured by the standard deviation
(Goupell and Hartmann, 2006). Similarly, other studies reported
the performance in detecting the tone within an NSy, stimulus
to vary considerably depending on the individual noise token.
This token to token variability was best accounted for by models
that did consider the amount of instantaneous fluctuations in
IPD and ILD (Davidson et al., 2009).

Therefore, accounting for binaural tone-in-noise sensitivity
can be subdivided into two components: First, the signal-based
analysis of how stimulus design parameters such as i or the
SNR influence the interaural cue statistics. In the second step,
binaural sensitivity can then be studied more directly by relating
it to the interaural cues. Only relatively few studies, however,
have previously treated these statistics. The probability density
function (PDF) underlying the statistical distribution of IPDs
in (partly) decorrelated noise has been derived in the frame of
optical interferometry (Just and Bamler, 1994). Henning (1973)
derived the PDF for IPDs in the special case of NoSy and using a
very similar approach for the same stimulus condition, Zurek
(1991) additionally derived marginal PDFs for ILDs. Other
studies also seemed to have worked on stimuli where the tone
IPD did not equal 7, but this work seemed to have remained
unpublished (Levitt and Lundry, 1966). The present study closes
this gap by deriving a closed form expression for the joint PDF
of IPDs and ILDs in the general case of a NpSy, stimulus. From
this distribution, the marginal PDFs can also be calculated using
numerical integration. These PDFs are especially useful when

10.3389/fnins.2022.1022308

considering narrowband noises that remain relatively unaffected
by the bandpass properties of the auditory periphery. Statistics
at the stimulus level should thus well describe statistics of the
binaural parameters at the level of binaural integration.

Suppose fluctuations of the IPD are indeed a cue used
to detect the tone in an NgSy stimulus. In that case, the
stimulus energy at which these fluctuations occurred might also
affect performance. A larger IPD occurring during low-energy
stimulus sections can be expected to have less impact than the
same IPD occurring at high stimulus energy. Information about
the stimulus energy in both ears is captured by the product
of the left and right ear stimulus envelope, also called the
instantaneous cross-power P’(t). Furthermore, the cross-power
plays an essential role in defining the interaural coherence of
a stimulus (Encke and Dietz, 2022). Consequently, this study
derives the joint PDF for p/(t) and IPD.

2. Deriving the probability density
functions

The following section will derive the two joint PDF. A
computational-notebook that can be used to reproduce these
derivations in the computer algebra system sympy (Meurer et al.,
2017) can be found as Supplementary material.

If N(t) is a Gaussian noise process with a mean value of zero,
the process can be represented using its in-phase and quadrature
components X(¢) and Y(#):

N(t) = X(t) cos(wot) — Y(t)sin(wpt), (1)

{2z}

equals the interaural phase difference A®.

A
S{Z}
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FIGURE 1

(A) Visualization of the random fluctuations in IPD A®(t) and ILD AL(t) and P'(t) due to mixing an antiphasic 500 Hz tone with a 500 Hz wide band
of diotic noise (SNR = —10dB). (B) Signal model used to derive the PDFs for an NoSy, stimulus. The graphic shows the Complex-plane
representation of the basebands of the left and right ear signal: Z, (t) = A, (t)e’® (blue), and Zp(t) = Az (t)e’®:Y (red). The left-ear-baseband is
constructed by adding a "tone”-vector with length C and angle +¥/2 to the noise baseband X(t) + iY(t). The right-ear-signal is constructed by
adding a “tone"-vector with an angle of —¥/> to the same baseband. The instantaneous IPD A®(t) of the NS, signal equal the difference
between ®z and @, . (C) Complex-plane representation of the interaural-baseband Z; (t) = E(t) + iY(t) which is gained by dividing the
left-ears-baseband by the right-ears-baseband. The absolute value of the baseband equals the interaural amplitude ratio R while the phase

> R{Z} ®{Z}
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where X(f) and Y(f) are orthogonal noise processes with the
same variance and mean as N(t). The reference frequency wy
is not of relevance for the derivation and can thus be chosen
freely. For computational convenience, wg is set to equal the
frequency of the tone S(¢) which is added with the amplitude
C and phase v:

S(t) = Csin (wot + V) 2)
The resulting signal W(t) = N(t) + S(t) then equals:
W(t) = [X(t) + CCOS(I//)] cos(wot)
— [Y(t) + Csin(y)] sin(wpt). (3)

When dealing with instantaneous phase and amplitude
values, it is beneficial to instead work with the analytic
representation Wy(t) of the signal:

Wa(t) = {[X() + Ccos(y)] + i [Y(t) + Csin(y)]} €0, (4)

where i = +/—1 is the imaginary unit. The first term of this
expression (enclosed in curly brackets) can be interpreted as
an amplitude and phase modulator of the harmonic oscillation
e This combined modulator will be referred to as the signals
complex baseband Z(t)

Z(t) = [X(t) + Ccos(y¥)] +i[Y(£) + Csin(y)] = A(£)e’®®),
(5

where A(t), ®(t) are the instantaneous amplitude and phase of
the baseband. In the case of the NoSy, stimulus, a tone with phase
v/2 is added to the noise in the left-ear signal while the phase
of the tone in the right-ear signal is - ¥/ resulting in the two
basebands:

Z1(t) = [X(8) + Ccos v/2] +i[Y (D) + Csinv 2] = Ap (e P
(6)
Zr(t) = [X(t) + Ccos ~¥/2] +i[Y(t) + Csin - v 2]

= AR(£)el PR, 7

A vector model of the basebands Zr and Zj, is shown in
Figure 1B where the individual components are visualized as
vectors in the complex plane.

Based on these two basebands, PDFs for the interaural
parameters will be derived using two separate approaches. In
the first approach, the baseband of the left-ear signal Z(¢) is
divided by the baseband of the right-ear signal Zg(t) resulting
in the interaural baseband Z; (¢):

_ 2RO _ AR aop(n—a(r)]
Zi(t)  Ap()
— R(t)eiA(b(t),

Zy(t)
(8)

where A®(t) and R(t) are the instantaneous IPDs and the
interaural amplitudes ratios (IARs), respectively. Instantaneous
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ILDs can then be calculated as: AL(t) = 20log;yR(t). In
the second approach, the PDF for IPDs and the product of
the left and right-ear envelope (cross power) p’ are derived
by multiplying Zp () with the complex conjugate of Zgr(t)
resulting in

Zy() = ZR()Z} (1) = AR(DAL(He/l PRO =P
= P(1)e!2P0). ©
The process of deriving the PDFs from Equation (8) and
Equation (9) follows the exact same rationale so that the process
will only be detailed for Equation (8). Results for the second
approach will then be stated without further detail.
For the interaural baseband, Z[, and Zg as resulting from
Equations (6) and (7) are inserted into Equation (8) resulting in:

[X(5) + Ccos (¥/2)] +i[Csin (¥/2) + Y(D)]
[X(t) + Ccos (~v/)] +i[Csin(~v/2) + Y(t)]
= E(t) +iY (1)

Z1(t) =

(10)

where E(t) and Y(t) are the in-phase and quadrature
components of the baseband Z;(t). They can be derived from
Equation (10) as:

206 = Y2(£) + [Ccos (¥2) + X(£)]? — C?sin? (v2)

[Csin (¥/2) — Y(1)]? + [Ccos (¥/2) + X(1)]?
2C[Ccos (¥/2) + X(t)] sin (V/2)

[Csin (v/2) — Y(£)]% + [Ccos (¥2) + X(D)]?

(11)

Y(t) = (12)

Figure 1B visualizes the resulting baseband in the complex plane.
From this visualization, it can be seen that the instantaneous
IPDs and IARs can be calculated as the argument: APD(t) =
arg {Z](t)} = arctan2 (T(t), E(t)) and modulus R(t) =
|Z1(t)] = /Y (t)? + E(t)? of the baseband. Here, arctan2 is the
two-argument arctangent that returns the angle in the Euclidean
plane.

Both Random Processes R(t) and A®(t) are functions of
X(t) and Y (#) which are uncorrelated Gaussian noise processes
with the variance 2. The joint PDF fx y(x,y) of X(t) and Y(t)
is thus that of a bivariate Gaussian distribution:

1 (2.2
fxy(ey) = P 2z () (13)
where
o0
/ fx,y(x,y)dxdy = 1. (14)
—00

Here and in all future equations, lower-case variables will be
used to refer to the individual instances generated by a given
noise process. x and y are thus two instances generated by the
noise processes X(t) and Y(¢) and &, v are generated by E(t) and
Y(t).
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Probability density functions for E(f) and Y(t) can
be gained by applying a coordinate transformation to
Equation (13). For this, Equations (11) and (12) are rearranged
to calculate x and y given the values of £ and v:

*(&,v) = C [% — cos (W/z)],
C(v*+£2—1)sin(v))
vi4E2 2641

yé,v) = (15)

These expressions allow us to derive the Jacobian
determinant | J(x, y)|. The Jacobian is then used to apply a
coordinate transformation from dx and dy to d§ and dv:

4C?%sin? (v o)

drdy = [J(x, )| dé dv =
el [v2+ & - D]

dé dv. (16)

Applying the transformations in Equations (15) and (16) to
change the variables of Equation (13) results in:

fex & v)
c2 [UZ—ZU sin (¥)+£2—2¢ cos (1/;)+1]
202[v24+(E-1)?]

2C2 sin? (v/2)
To? [U2 + (¢ - 1)2]2

17)

Which is the joint PDF for the two random processes E(t)
and Y(t). To gain the joint PDF fg Ao (r, Ag), Equation (17)
is transformed from rectangular to polar coordinates (see
Figure 1C). This is achieved by using the transforms: § =
rcos Ap, v = rsin Ay, dé dv = rdr dAg resulting in:

. 2
C22r sin? wpe) — Cohty)
——"¢

a221(0) | 18
o2 h(0)? (18)

frao(n Ap) =
where h(y) = 2 — 2rcos(Ag — %)+ 1and r € [0,00], Agp €
[—m, ]

This equation can be interpreted as the distribution of all
possible values of the interaural baseband z; = re’®¢ and thus
the distribution of all possible combinations of IPDs Ag and
IARs r. It is also apparent from Equation (18) that equal ratios
of &/o* result in the same PDF so that PDFs will be referenced
using the signal to noise ratio SNR = ¢/ instead of o> and
C. Some examples of these functions are shown in Figures 2A-
D. Deriving the joint PDF of A¢ and ILD Al instead of IAR
r is easily done by using transforms r = 10°/* and dr =
/01In(10)d AL

210"/ 1n(10) sin2 () — C2h(y)
e

o2200) . (19
o2 h(0)? (19)

faLaa(AL Ag) =

To derive the joint PDF of A®(t) and P'(t), the process
detailed above is repeated based on the interaural baseband Z, ()
as defined in Equation (9) resulting in the PDF:

2 p[cos(Ag)—cos(Ap—)]
202 202[cos(1//)71] p/

2mo2 /g

frae@sAp) = ¢ (20)
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where g is given by:

¢ =2C2sin® (v)5) [2p’ cos (Ag) — C2 (cos () — 1)]

— p/*sin* (Ag). @1)
and the range of values is defined by:
P e[0.p/(Ap)], Ap € [-Rp(p)), +Rp(p)],  (22)
where
P(8p) = cz%. (23)

The function Ag(p’) can be gained by solving Equation (23)
for Ag.

Similar to Equation (19) which defined the distribution of
all possible values of A and r, this function can be interpreted
as the distribution of all possible combinations of A¢ and
p'. However, the range of these combinations is limited by
Equation (23) so that large areas of the exemplary PDFs shown
Figures 2E-H are undefined. This limitation will be treated
further in the discussion.

The marginal PDFs of the IAR R, the IPD A® and the cross-
power P’ can be calculated from the two joint PDFs defined in
Equations (19) and (20) by integrating over the other variable.

Fao(Ap) = [0 frno(r Ap)dr

P (Ap)
:/0 fr.ae®'s Ap)dp’ (24)
falr) = [ fepo(n Ap)dag (25)
. Ko(p') )
fPf(P)=/ . fraep, Ap)dAg (26)
—Ag(p)
fAL(Al)=/_ far,ae (AL Ap)dAg. (27)

As previously discussed, the PDFs of Ag and Al (and thus
r) only depend on the SNR and not on the absolute stimulus
power. The cross-power P, however, is the product of the left
and right stimulus envelope and must thus also depend on
stimulus power. For this reason, PDFs for P owill always be
shown normalized by C? so that PDFs only depend on the SNR
and are independent of overall stimulus power.

No closed-form solution for Equations (24)-(27) could be
found so that numeric integration was used to evaluate them
(QUADPACK algorithms QAGS/QAGI; Piessens et al., 1983).
Figures 2I-K show some examples of the PDF of A®, AL, P’ and
verifies the results by comparing Equations (24)-(25) to PDFs
that were numerically estimated from signal waveforms.
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FIGURE 2

(A-D) Some examples of the joint PDF of IAR and IPD given in Equation (18). All plots show results for a tone-IPD of 7= with the SNR increasing
from left to right. Angles in the polar plot are the IPDs, while the radial variable is the IAR. Colors indicate the probability density. A
logarithmically-scaled colormap was used due to the large dynamic range of the PDF. White areas located at an IAR = 1 and IPD = O for 0 and
10dB indicate a probability density of 0. (E=H) Joint PDF for cross-power and IPDs given in Equations (20). Results are shown for the same
parameters as in (A=D). As in the first row of plots, angles indicate the IPD and color the probability density. The radial variable, however, is the
cross-power. These PDFs were calculated for a noise variance of 2 = 1. A logarithmically-scaled colormap was used due to the large dynamic
range of the PDF. White areas indicate undefined combinations of cross-power and IPD as defined by Equation (23). (I-K) Evaluation of the
analytical results by comparing the derived marginal PDFs with numerically estimated PDFs. In all cases, black, dashed lines indicate analytical
results gained from Equations (24)-(27). Colored lines indicate results that were instead numerically estimated from waveforms. Panel (I) shows

marginal PDFS for IPDs A®, (J) for ILDs AL and k) for the cross-power P'.

3. Discussion

Figures 2A-D show joint PDFs for IAR and IPD calculated
at a tone-IPD of ¥ = m and different SNRs. Without any
tone, this distribution would equal a delta distribution with
infinite probability density at an IPD of zero and an IAR
of 1. At low SNRs (Figures 2A,B), the antiphasic tone has
only a small influence on the noise resulting in probability
densities that are still tightly clustered around the IPD of 0
and an IAR of 1. With increasing amplitude of the tone and
thus increasing SNR, this clustering becomes less pronounced
(Figures 2B,C). When the tone starts to dominate the stimulus,
the probability density becomes highest around the tone-IPD
of m (Figures 2C,D). At large SNRs, the PDF would converge
toward a delta distribution at the tone-IPD of 7 and an IAR
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of 1. Figures 2E-H shows joint PDFs for cross-power and IPD
at the same conditions as used in Figures 2A-D. Without the
antiphasic tone, the stimulus density would be concentrated on
a single line at zero IPD. Also, the signal is diotic so that the
cross-power equals the stimulus power so that the cross-power
distribution would equal that of the squared envelope. At low
SNRs (Figures 2E,F), the addition of the tone starts to introduce
IPD fluctuations thus widening the joint PDF. A large area of
these joint PDFs are, however, undefined. These undefined areas
are determined by Equation (23) and become intuitive when
studying the signal model shown in Figure 1B. At low tone
amplitudes C, it is only possible to gain large IPDs at moments
where the envelope of the noise and thus x + iy are small.
This also result in a small cross-power p’ = ap x ar. With
increasing C, large IPDs can then also appear at increasingly
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FIGURE 3
Exemplary marginal PDFs for IPDs (first column), ILDs (second column), and the cross-power (third column). For better visualization, the
cross-power values were normalized with the squared tone amplitude so that the x-axis shows 10logy, (p'/CZ). (A—F) PDFs calculated for two
fixed signal phases ¢ = 7 (top-row) and ¥ = /> (bottom row). Different colors indicate results at different SNRs. (G-L) PDFs calculated for two
fixed SNRS: —10dB (top-row) and 0dB (bottom row). Different colors indicate results at different signal phases .

large values of p’. This is seen in Figure 2G and especially
Figure 2H.

While joint PDFs are the main contribution of this study,
they are hard to visualize and, consequently, difficult to discuss
in detail. Instead, the following section discusses marginal PDFs
for IPDs, cross-power, and ILDs as a function of different
stimulus properties. These PDFs lack information about the
interaction between the individual metrics, such as IPD and
cross-power or ILD. However, they do convey the impact of
different metrics more intuitively. Figures 3A,D show examples
of the marginal IPD PDFs for v = m and ¢ = =/> while
varying the SNR. The instantaneous IPD A¢ can be interpreted
as a result of the mixture of zero IPD due to the diotic noise
and the IPD v of the tone. The weighting of the two IPDs is
determined by the noise’s instantaneous power relative to the
tone’s power. Thus, at large negative SNRs where the stimulus
is dominated by noise, IPD PDFs show a mean value close to
zero and only little variance. With increasing SNR, the IPDs are
increasingly influenced by the tone-IPD so that the distributions
mean moves toward ¥ and variance increases. At larger positive
SNRs, where the noise power is small compared to the tone,
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the IPDs are dominated by the tone-IPD v so that the variance
decreases again. In the two extreme cases where the SNR would
either be —oo or 400, the signal consists of only the noise or
the tone so that neither IPD nor ILD fluctuates—both PDFs
are then §-distributions. For the IPD, this distribution is either
be located at zero (SNR=—00) or at ¥ (SNR=+00) while the
ILD distribution is always centered at 0 dB. Figures 3B,E show
ILD PDFs for the same parameters as used for the IPD PDFs
in Figures 3A,D. Instantaneous ILDs Al are a direct result of
the relative energy of the instantaneous noise and the tone.
As a result, ILD PDFs exhibit the same change of variance as
discussed for the IPDs, low variance at both high or low SNRs
where the stimulus is either dominated by the tone or noise and
an increase of variance at intermediate SNRs. Figures 3C,F show
distributions for the remaining parameter P’ plotted in decibels
relative to the squared amplitude of the tone. For large SNRs, the
signal is dominated by the tone, #/c? is thus narrowly distributed
around 0dB. With decreasing SNR, the noise power increases
relative to C? so that the peak of the distribution shifts toward
larger values of ¢'/c2 with the overall shape of the distribution
remaining largely unchanged.
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FIGURE 4

Joint probability functions of the cross-power P" and IPD as
defined in Equation (20). For better comparison, the y-axis was
normalized with the squared tone amplitude so that the y-axis
shows 10logqg (p’/CZ). The top row shows PDFs at an SNR of
—10dB, while the bottom row shows PDFs at an SNR of 10 dB.
Columns show Each panel shows a PDF at different SNRs and
Tone-IPDs v. The horizontal dashed black lines indicate the
location where p’ = C? so that the normalized cross-power is
0dB. The vertical black lines indicate where the IPD matches the
tone-phase Ag = . Note that the color map is
logarithmically-scaled and that changes in the scale were
limited to values between 1 and 103,

Figures 3G-L additionally show IPD, ILD, and P’ PDFs for
cases where the SNR was fixed while varying . From the
vector summation shown in Figure 1B, it is intuitive that, at
the same tone amplitude C, a smaller value of v also results
in smaller IPDs. As a direct consequence, IPD and ILD PDFs
also show less variance for smaller values of ¥. The PDFs for
P, however, are largely uninfluenced by 1 —with the notable
exception of a sharp peak located at #'/c2 = sin?(¥/2). This peak
is a consequence of Equation (23), which limits the possible
combinations of IPDs and P’. To better understand the origin
of this peak, Figure 4 shows joint PDFs of IPD and P. Notably,
the probabilities are heavily clustered close to the limit defined
by Equation (23). The low slope of the limiting p’ function
toward %7 in combination with the accumulation of probability
density along this limit results in the observed peak in the cross-
power PDFs. From Equation (23) follows that p’(Ag = +7) =
C? sin? (¥/2) which is the location of the peaks in Figures 3I,L.

All PDFs derived above show discontinuities for Agp €
{0, £} for which the probability densities approach zero. Or, in
other words, a NOS,/, stimulus will never contain IPDs that are
exactly zero or 7. Both discontinuities can be understood when
keeping in mind that the IPD is defined by A¢ = arctan2 (v, §).
Which can only result in a value of 0 or £ if v = 0. This is
only the case when x = —C cos (¥/2). As the probability of x to
take this exact value approaches zero, the joint PDFs will also
approach zero. For further discussion of the PDFs, however, this
discontinuity was not shown explicitly in the plots above as its
implication in practice is limited.
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Furthermore, the PDFs derived in this study are
independent of noise spectrum and bandwidth. They are
thus valid for any Gaussian noise with zero mean. Further,
the tone frequency does not need to be located within the
noise spectrum. However, with auditory processing, especially
peripheral filtering, the spectrum will influence the effective
SNR at the level of binaural interaction and, thus, the PDFs
of the encoded binaural cues. In these cases, PDFs will be
determined by the effective SNR of the stimulus as processed,
meaning after considering the bandpass properties of the
auditory periphery. While all PDFs were derived for the diotic
noise case NoSy, they can easily be generalized to cases where
an additional phase delay v, is applied to the whole stimulus.
Such a signal could then be referred to as (NoSy)y, and
would result in identical IPD distributions as in the NoSy, case
but shifted by v, with ILD and P’ distributions remaining
unchanged.

3.1. Quantifying IPD and ILD variability

Multiple studies have used models making use of the
variability of IPDs, ILDs, or a combination of the two, as a
detection cue for tone in noise experiments (e.g., Davidson et al.,
2009; Dietz et al., 2021; Encke and Dietz, 2022; Eurich et al,,
2022) or for decorrelation detection (Goupell and Hartmann,
2007). Based on the derived PDFs, the following section will
thus discuss different measures for the amount of IPD and ILD

fluctuation for the special case of NSy .

The amount of ILD fluctuations can be quantified by
calculating the variance V of the underlying distribution
defined as:

b4
o0
V=< AL(t)? >= / f APfarae dAIdAg, (28)
—00
-7

where the angular brackets symbolize the ensemble average. The
resulting variance as a function of SNR is shown in Figure 5A.
As expected from the plots in Figure 3, ILD variance first
increases with SNR until reaching its maximum around an SNR
of —0.73 dB from where the variance decreases as the tone starts
to dominate the stimulus.

Most previous studies relied on the regular variance (or
standard deviation +/V) as defined in Equation (28) when
quantifying IPD variance (Goupell and Hartmann, 2007;
Davidson et al.,, 2009). This approach makes sense at low SNRs
where IPDs are narrowly distributed around 0. At higher SNRs,
however, the distribution starts to move toward a mean value of
7, and calculating the regular variance is of little significance.
An alternative and better-suited metric for quantifying the
IPD variability is the circular variance Vi (Fisher, 1993)
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(A) Variance of ILDs in an NgS,, signal calculated at different SNRs. The dashed line marks the maximum of the function (B) Circular IPD variance
in an NoS,; signal calculated at different SNRs (blue line) and the matching interaural coherence (gray line). Dotted lines indicate the location of
the maximum in variance and minimum in coherence. (C) Circular IPD variance as a function of stimulus coherence for an NgS;; stimulus (gray
line and symbols) as well as (partly) decorrelated noise (dashed black line) (Just and Bamler, 1994). Symbols and labels indicate SNRs resulting in

a given combination of coherence and variance.

SNR / dB

Coherence

defined as:

. o)
Ve =1— ‘(ezAd)(t)H =1- / / elAwa’,Ad-" dP/ dAw >
0

s

(29)

where the angular brackets symbolize the ensemble average,
Veire can take values between 0 and 1 with a value of 0 indicating
no IPD fluctuations. In contrast, a value of 1 indicates a wide
distribution of IPDs (but not necessarily a uniform distribution).
The gray line shows the circular variance as a function of SNR in
Figure 5B. Like the ILD variance, IPD variance increases with
increasing SNR until reaching its maximum around an SNR of

—1.93 dB from where the variance starts to decrease.

A second and alternative metric for quantifying the amount
of IPD fluctuations has recently been shown to directly account
for the detection performance in a variety of tone in noise
tasks: The interaural coherence® |y| (Encke and Dietz, 2022;
Eurich et al., 2022). The interaural coherence is defined as the
modulus of the complex-valued correlation coeflicient and can

1 Note that there are several different definitions of coherence. Our use
of coherence as |y| is a typical time-domain definition (Saleh, 2007). In
general signal processing, the coherence function is instead often defined
in the frequency domain and calculated as the normalized absolute
value of the cross-spectral power density (CSPD) (Shin, 2008). The two
definitions are closely related, as the time-domain coherence can also
be defined by using a Fourier transform of the CSPD. In binaural research,
a third definition exists, where interaural coherence is sometimes used
to refer to the maximum of the real-valued cross-correlation function
(Blauert, 1983).
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be calculated as:

| (Ra(OLE (1) (Pweirew)
RO <L = < VRO =< L0 =
(30)
o T opag) ne )
=%t //0 e fp aadp’dAgl|, (31)

where Ry, L, are the analytical representation of the left and
right ear signals, the asterisk symbolizes the complex conjugate,
and 2 and C are the variance of the noise and the amplitude of
the tone, respectively. Comparing this equation to the definition
of Veirc in Equation (29), shows that the two measures are closely
related, with the main difference being that || weights the IPDs
by p’ before averaging. This weighting requires a normalization
achieved by the term before the integrals. In addition to this,
the two metrics show inverse behavior. A stimulus with no IPD
fluctuations will result in an interaural coherence of |y| = 1
while the circular variance would be V' = 0.

An interesting property of |y| is that any stimulus with a
real-valued cross power density spectrum such as NoS; also
results in a real-valued y which then equals the interaural
(Pearson) correlation. Figure 5B shows the interaural coherence
(and thus correlation) as a function of SNR (blue line). As
expected from the previous discussions, the coherence decreases
with increasing SNR until reaching a coherence of zero at an
SNR of 0dB from where it starts to increase. Surprisingly,
however, the minimum in coherence does not match the
maximum in IPD or ILD variability. Figure 5C thus shows the
same data as in panel b but plotting IPD variance as a function
of coherence. The same plot also shows the IPD variance of
two partly correlated noise tokens as a function of coherence.
From this figure, one can appreciate that, depending on the
stimulus, the same coherence can result in different amounts of
IPD variance. These differences are caused by the p’ weighting
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of IPDs that is included when calculating |y | (see Equation 31).
two stimuli that share the same IPD PDF but differing P’ PDFs
would thus show also differ in their coherence.

4. Summary

This study aimed to derive the joint PDF for ILDs (IARs)
and IPDs as well as IPDs and P’. The two functions are given
by the Equations (19) and (20). The two equations are a key
component for understanding how the SNR and ¢ influence
the magnitude of binaural unmasking when considering IPD
and ILD variance as the underlying cue. The approach applied
to derive PDFs can further be used as a template for other
types of binaural signals. In the future, it will hopefully help to
get a better understanding of how different stimulus statistics
influence binaural unmasking.
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Voice-gender differences and spatial separation are important cues for
auditory object segregation. The goal of this study was to investigate the
relationship of voice-gender difference benefit to the breadth of binaural
pitch fusion, the perceptual integration of dichotic stimuli that evoke different
pitches across ears, and the relationship of spatial separation benefit to
localization acuity, the ability to identify the direction of a sound source.
Twelve bilateral hearing aid (HA) users (age from 30 to 75 years) and eleven
normal hearing (NH) listeners (age from 36 to 67 years) were tested in the
following three experiments. First, speech-on-speech masking performance
was measured as the threshold target-to-masker ratio (TMR) needed to
understand a target talker in the presence of either same- or different-gender
masker talkers. These target-masker gender combinations were tested with
two spatial configurations (maskers co-located or 60° symmetrically spatially
separated from the target) in both monaural and binaural listening conditions.
Second, binaural pitch fusion range measurements were conducted using
harmonic tone complexes around a 200-Hz fundamental frequency. Third,
absolute localization acuity was measured using broadband (125-8000 Hz)
noise and one-third octave noise bands centered at 500 and 3000 Hz. Voice-
gender differences between target and maskers improved TMR thresholds
for both listener groups in the binaural condition as well as both monaural
(left ear and right ear) conditions, with greater benefit in co-located than
spatially separated conditions. Voice-gender difference benefit was correlated
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with the breadth of binaural pitch fusion in the binaural condition, but
not the monaural conditions, ruling out a role of monaural abilities in the
relationship between binaural fusion and voice-gender difference benefits.
Spatial separation benefit was not significantly correlated with absolute
localization acuity. In addition, greater spatial separation benefit was observed
in NH listeners than in bilateral HA users, indicating a decreased ability of
HA users to benefit from spatial release from masking (SRM). These findings
suggest that sharp binaural pitch fusion may be important for maximal speech
perception in multi-talker environments for both NH listeners and bilateral
HA users.

voice-gender release from masking, spatial release from masking, binaural pitch

fusion, localization acuity, hearing loss, hearing aid (HA)

Introduction

Multi-talker listening environments occur when multiple
talkers with various voice characteristics and spatial locations
interact with each other. Those multi-talker listening situations
present a challenging auditory environment which can make the
task of target speech perception remarkably difficult for listeners
due to masking effects created by the abundance of interfering
background talkers (maskers). This situation is often referred to
as the “cocktail party” phenomenon (Cherry, 1953).

Many previous studies have reported that there are two
major acoustic cues that can improve speech segregation
performance of a target message in listening environments
like the “cocktail party” (Brungart, 2001; Albogast et al., 2002;
Darwin et al.,, 2003; Ericson et al., 2004; Allen et al., 2008;
Brungart et al., 2009; Best et al., 2011; Litovsky, 2012; Gallun
et al., 2013; Srinivasan et al., 2016; Gaudrain and Bagkent, 2018;
Oh et al., 2021). One of these acoustic cues is vocal-characteristic
differences between target and maskers that are a result
of differences in talker gender (e.g., fundamental frequency
differences, vocal-tract length differences, etc.) and the other is
spatial separation between target and maskers (e.g., co-located
vs. spatially separated talkers). Here, the improvement they can
provide for speech segregation is referred to as “release from
masking.” Specifically, the release from masking by the cues
from vocal-characteristic differences is termed “voice-gender
release from masking” (VGRM), and the masking release by
spatial separation cues is termed “spatial release from masking”
(SRM). It should be noted that the term VGRM was originally
proposed in the study by Oh and Reiss, 2017a,b and used in their
other studies (Oh et al., 2021, 2022). Here, “gender” denotes the
classical categorization of a talker’s voice with their assigned sex
at birth. Different terms have been used in previous speech-on-
speech masking studies (e.g., “sex-mismatch benefits” Richter
et al., 2021).
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Previous studies have explored VGRM in isolation and have
found that differences in voice characteristics between talkers
of different genders lead to greater masking release than the
differences in voice characteristics between talkers of the same
gender for normal hearing (NH) listeners (Brungart, 2001;
Ericson et al., 2004; Brungart et al., 2009). Studies have also
explored SRM in isolation and have established that NH listeners
benefit significantly from spatial separation cues between the
target and competing maskers, beginning at separations as small
as 2°, and that SRM benefit generally improves with increasing
degrees of separation (Allen et al, 2008; Best et al., 2011;
Litovsky, 2012; Gallun et al., 2013; Srinivasan et al., 2016; Yost,
2017).

While these findings are important, few studies have
explored the interaction between these two cues together and
their influences on SRM and VGRM. One recent study by Oh
etal. (2021) found that there is an unequal perceptual weighting
between the VGRM and SRM that NH listeners achieve across
a spatial field. That is, at smaller spatial separations (up to 15-
30°) between target and maskers, VGRM is more dominant than
SRM, and at larger separations, (greater than 30 up to 60°) the
perceptual weighting is reversed and SRM is more dominant
than VGRM. Additionally, there was a clear point of intersection
between this reversal of VGRM and SRM dominance where the
magnitude of masking release for SRM and VGRM was equal.

In hearing-impaired (HI) listeners, bilateral device use
including hearing aid (HA) and/or cochlear implant (CI)
can be a major factor for binaural listening advantages
in both voice-gender difference and spatial separation cues
(Litovsky et al., 2006; Marrone et al., 2008; Visram et al,
2012; Bernstein et al.,, 2016). However, benefits from bilateral
devices are highly variable, and often provide little speech
perception benefit or even interfere with speech perception,
compared to monaural device use (Litovsky et al., 2006;
Ching et al., 2007; Reiss et al., 2016; Reiss and Molis, 2021).
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Reduced benefits of voice-gender differences in HI listeners
could be attributed to poorer monaural frequency resolution
for representation of pitch or even vocal tract length cues for
voice pitch discrimination. Alternatively, recent findings suggest
that reduced benefits from voice-gender difference could be
explained by an increased likelihood to integrate dichotic stimuli
that evoke different pitches between two ears into a single fused
sound, which is termed binaural pitch fusion (Reiss and Molis,
2021; Oh et al., 2022). Generally, binaural pitch fusion is narrow
in NH listeners because the two ears provide essentially matched
spectral information for a given signal. In contrast, HI listeners
can exhibit abnormally broad binaural pitch fusion, i.e., can
fuse stimuli with pitches differing by up to 3-4 octaves across
ears into a single percept (Reiss et al., 2014, 2017, 2018a,b;
Oh and Reiss, 2017b, 2020). Thus, broad binaural pitch fusion
appears to be detrimental, and could negatively impact the
ability to segregate out multiple voices of different pitches in
complex environments. In the current study, as the first goal,
we investigated whether variability in binaural pitch fusion
may explain some of the variability in voice-gender difference
benefits in a common speech-on-speech masking task similar to
those used in the previous studies.

Similarly, reduced benefits of spatial separation have
previously been attributed to aging, hearing loss, poor sound
source localization abilities, and a combination of those factors
(Gallun et al., 2005, 2013; Best et al., 2011; Gifford et al., 2014;
Fiillgrabe et al., 2015; Srinivasan et al., 2016, 2021; Swaminathan
et al., 2016; Ellinger et al., 2017; Baltzell et al., 2020). Their
studies found aging and hearing loss could contribute to the
reduction in SRM interdependently or independently (Gallun
et al,, 2013; Srinivasan et al., 2016). In addition, reduced
temporal and spectral processing caused by either aging or
hearing loss could reduce the ability to use spatial cues to
segregate different auditory streams (Best et al., 2011; Fiillgrabe
et al., 2015; Srinivasan et al, 2016). There has also been
some evidence showing that absolute sound localization ability
from the processing of interaural time differences (ITDs) and
interaural level differences (ILDs) could contribute to SRM
(Gallun et al., 2005; Gifford et al., 2014; Srinivasan et al., 2016;
Swaminathan et al., 2016; Ellinger et al.,, 2017; Baltzell et al,,
2020). Most of their studies argued that the limited access to
those localization cues could be explained by the interaction
between aging and hearing loss. In the current study, as the
second goal, we investigated whether variability in listener’s
absolute sound localization ability may explain some of the
variability in SRM in speech-on-speech masking.

The overall goal of this study was to measure two different
types of masking releases due to (1) the voice-gender differences
between talkers (i.e., VGRM); and (2) the spatial separation
between talkers (i.e., SRM), and investigate how these differ
in bilateral HA users from age-matched NH listeners. Further,
measurements of binaural pitch fusion and absolute localization
acuity were conducted on the same subject groups that
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participated in the speech-on-speech masking experiment. We
explored whether variability in pitch fusion and localization
acuity could explain the variability in VGRM and SRM,
respectively. In order to check that these correlations are
truly due to binaural processing, speech-on-speech masking
experiments were repeated in two monaural (left ear and right
ear) listening conditions, and their results were compared
with those in the bilateral listening conditions. Our primary
hypothesis was that broad binaural pitch fusion would be
associated with reduced benefit from the voice-gender difference
cue, and conversely that narrow binaural pitch fusion would
be associated with a greater advantage in the use of this cue.
In other words, the benefit from the voice gender difference
cue (VGRM) would be negatively correlated with the binaural
pitch fusion ranges. We also hypothesized a negative correlation
between sound localization acuity and masking release by
spatial separation (SRM). That is, poor localization acuity would
be associated with reduced SRM, and conversely that acute
localization acuity would be associated with a greater advantage
in SRM. Finally, we expected that no correlations would be
observed with the monaural listening conditions.

Materials and methods

Participants

All measurements were conducted according to the
guidelines for the protection of human subjects as set forth
by the Institutional Review Boards (IRBs) of both Oregon
Health and Sciences University and the Portland VA Medical
Center, and the methods employed were approved by these
IRBs. Twenty-three adult subjects, consisting of eleven NH
listeners ranging in age from 36 to 67 years (mean and standard
deviation (std) = 50.0 &= 9.9 years; 7 females), twelve bilateral
HA users ranging in age from 30 to 75 years (mean and
std = 53.8 & 16.7 years; 10 females; Table 1), participated in
this study. A Kruskal-Wallis H-test showed that there were no
significant age differences between these two listener groups
[H(1) = 1.817, p = 0.611]. All subjects were native English
speakers and screened for normal cognitive function using
the 10-min Mini Mental Status Examination (MMSE) with a
minimum score of 27 out of 30 required to qualify (Folstein
et al,, 1975; Souza et al., 2007), ruling out cognitive impairment
that would potentially influence performance.

Normal hearing was defined as air conduction thresholds
<25 dB hearing level (HL) from 125 to 4000 Hz. Mean pure-
tone averages at octave interval frequencies between 125 and
4000 Hz for NH subjects were 12.6 £ 2.2 dB HL for the left
ear and 11.5 £ 1.4 dB HL for the right ear. Bilateral HA users
had moderate to severe hearing losses in both ears and relatively
symmetric losses between ears, with the exception of subject H1.
Mean pure-tone averages were 56.5 & 10.8 and 57.7 & 10.5 dB
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TABLE1 Demographic information for hearing-aid (HA) users: age,
sex, etiology of hearing loss, and reference ear.

Subject Age Sex Etiology of Reference
ID (years) hearing loss ear
H1 75 Male Unknown Right
H2 30 Female Genetic Right
H3 39 Female  Genetic Right
H4 67 Female Genetic Right
H5 34 Female Unknown Right
He6 39 Male Genetic Right
H7 71 Female Unknown Left
H8 47 Female Noise Left
H9 67 Female Unknown Right
H10 73 Female Unknown Left
Hi11 43 Female Genetic Left
H12 60 Female Unknown Left
M 53.8

SD 16.7
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FIGURE 1

Unaided audiograms for the NH and bilateral HA subjects in this
study. Solid thin lines show individual thresholds for bilateral HA
users. Solid thick lines and shaded areas represent averaged
thresholds and standard deviations for NH subjects.

HL for left and right ears, respectively. Figure 1 shows group-
averaged audiograms for NH subjects (thick solid lines) and
individual audiograms for bilateral HA subjects (lines with open
symbols) for left and right ears.

All bilateral HA users were required to have at least
1 year of experience with bilateral HA use and have monaural
word intelligibility scores of 65% or higher on the Consonant
Nucleus Consonant (CNC) word test with both devices. For
the speech-on-speech masking experiment and the sound

Frontiers in Neuroscience

56

10.3389/fnins.2022.1059639

localization acuity experiment, all HA users used lab loaner
HA devices (Phonak Ambra). All extra processing features for
hearing devices were disabled, including adaptive/automatic
gain control, frequency lowering, directional microphones, and
noise reduction. HAs were verified to meet NAL-NL2 (National
Acoustics Laboratories-Non-Linear2, Australia) targets (speech
stimuli at 50, 65, and 75 dB SPL) using real-ear measurements
in order to provide suitable amplification for a subject’s hearing
loss, and all subjects met the target criteria. In both subject
groups, tympanometry was also conducted to verify normal
middle ear function. Additional details of etiology of hearing
loss of the HA users are shown in Table 1. All subjects were
paid an hourly wage and completed all experiments in between
four to seven sessions of 2-3 h each. No prior experience
with psychophysical research was required for participation;
however, practice tutorials (20-30 min) were provided to all
subjects in order to assure familiarity with the procedures.

Stimuli and procedures

Three main experiments were conducted in this study:
speech recognition threshold measurement in competing
speech, binaural pitch fusion range measurement, and
localization acuity measurement. The measurements of both
speech recognition threshold and localization acuity were
conducted in the anechoic chamber located at the National
Center for Rehabilitative Auditory Research (NCRAR). The
measurement of binaural pitch fusion range was conducted
in a double-walled, sound attenuated booth at the Oregon
Hearing Research Center (OHRC). All statistical analyses were
conducted in SPSS (version 25, IBM).

Speech-on-speech masking measurement

All speech stimuli were digitally processed in MATLAB
to have a sampling rate of 44.1 kHz. Stimuli were
presented through a bank of three eight-channel amplifiers
(Ashlys/ne4250) and 24 frequency-equalized loudspeakers
calibrated by a Briltel and Kjaer sound level meter. The
loudspeakers were arranged in a circle in the horizontal plane
with 15° increments surrounding the listener and equidistant at
2 m from the listener’s head.

All speech stimuli were drawn from the Coordinate
Response Measure (CRM; Bolia et al., 2000) speech corpus,
which consists of sentences in the form “Ready [call sign] go
to [color] [number] now.” In this study, speech stimuli were
presented with a 20% slower speaking rate than the original
CRM corpus stimuli because some HA users had difficulties
in understanding target-only stimuli at the original speaking
rate. A custom MATLAB implementation of a modified pitch
synchronous overlap add (PSOLA) technique (Moulines and
Laroche, 1995) was used to time-stretch CRM sentences by
20%. There are eight possible call signs (Arrow, Baron, Charlie,
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Eagle, Hopper, Laker, Ringo, and Tiger), and 12 keywords: four
colors (red, green, white, and blue) and the numbers (1-8). All
possible combinations of the call signs, colors, and numbers
were spoken by four male (Fy = 100 £ 7 Hz) and four female
talkers (Fp = 204 &+ 12 Hz). Note that fundamental frequency
(Fo), which represents the voice pitch, was estimated using the
cepstrum algorithm in MATLAB where the output is the Fourier
transform of the log of the magnitude spectrum of the input
waveform (Flanagan, 1965). Fy for each talker was averaged
across all of that talker’s CRM speech stimuli.

Each subject was presented with three simultaneous
sentences from the CRM corpus (1 target and 2 simultaneous
maskers). Subjects identified keywords associated with one
target sentence while attempting to ignore two masker
sentences. Target speech stimuli were presented from directly
in front of the listener with a fixed sound presentation level of
60 dB SPL. Masker speech stimuli were presented in one of two
spatial configurations: co-located (target at 0°, maskers at 0°)
or 60° symmetrical separations (target at 0°, maskers at £ 60°).
Only symmetrical target-masker separation conditions were
considered in order to minimize availability of the better ear
cue (monaural head shadow effect; Shaw, 1974; Kidd et al., 1998)
and maximize reliance on spatial cues or voice-gender cues for
source segregation.

These two spatial conditions were tested with four different
gender combinations of target and maskers: MM (male target,
male maskers), MF (male target, female maskers), FF (female
target, female maskers), and FM (female target, male maskers),
for a total of 2 x 4 = 8 conditions. In each trial, the subject
was instructed to face the front speaker and attend to the target
sentence, always identified here by the call sign “Charlie,” and
indicate the target color and number keywords from the 32
possible color/number combinations. The masker sentences had
exactly the same form as the target but a different call sign, color,
and number, randomly selected on each trial. The one target
and two masker sentences were randomized from eight talkers
(four males and four females) for each target-masker gender
combination at each trial, and they were temporally aligned at
the beginning and were roughly the same total duration.

Responses were obtained using a touch screen monitor
located on a stand within arm’s reach of the listener seated in
the middle of the anechoic chamber. The monitor was directly
in front of the listener but below the plane of the loudspeakers.
Subjects were asked to look straight ahead and to hold their
heads stead during a stimulus presentation. Feedback was given
after each presentation in the form of “Correct” or “Incorrect.”
Approximately one second of silence followed the response
being registered, prior to the next stimulus presentation.

The masker sound presentation level was adaptively varied
at each trial to find the target-to-masker ratio (TMR), or the
masker level yielding 50% correct recognition of both target
color and number (ie., 1/32 chance), using a one-up/one-
down procedure (Levitt, 1971). The initial level for the masker
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sentence was set at 30 dB SPL and increased in level by 5 dB
for each correct response until an incorrect response occurred,
then decreased in level for each incorrect response until a correct
response, and so on. This was repeated until three reversals
in direction were obtained, at which point the step size was
changed to 1 dB and six more reversals were measured. The
TMR was estimated as the average of the last six reversals. Note
that TMR indicates the difference in level between the target
and each masker in the symmetrical target-masker separation
conditions, while signal-to-noise ratio (SNR) refers to difference
between the target and the combined masker level. For example,
if the target level is 60 dB SPL and each masker is also 60 dB
SPL, the TMR would be 0 dB, and the overall SNR would
be approximately —3 dB. All subjects were tested in binaural
listening conditions and in both monaural listening conditions
with the non-test ear plugged and muffed. Thresholds were
averaged over three separate runs for each condition.

Binaural pitch fusion measurement

All stimuli were digitally generated at a sampling rate
of 44.1 kHz with MATLAB, delivered using an ESI Juli
sound card, TDT PAS5 digital attenuator and HB7 headphone
buffer, and presented over Sennheiser HD-25 headphones.
Headphone frequency responses were equalized using
calibration measurements obtained with a Briiel and Kjaer
sound level meter with a 1-inch microphone in an artificial ear.

Prior to the binaural fusion range measurements, loudness
balancing was conducted sequentially across frequencies and
across ears using a method of adjustment. For both listener
groups, 300-ms tones at 0.125, 0.25, 0.375, 0.5, 0.625, 0.75, 0.875,
1, 1.25, 1.5, 2, 3, and 4 kHz in the reference ear were initialized
to “medium loud and comfortable” levels corresponding to a
6 or “most comfortable” on a visual loudness scale from 0
(no sound) to 10 (too loud). Loudness for the comparison
ear was then adjusted for each frequency to be equally loud
to a tone in the reference ear during sequential presentation
across the ears, based on subject feedback. Here, all loudness
balancing adjustments were repeated with a fine attenuation
resolution (0.1 dB steps for bilateral HA and 0.5 dB steps for NH
listeners) until equal loudness was achieved with all comparison
sequences within and across ears, with a reference to a 500-
Hz tone in the reference ear. The averaged comfortable sound
levels were 65 £ 4/65 4+ 4.1 dB sound pressure level, SPL
(left/right ear) for NH listeners and 90 &+ 1.4/91 £ 1.7 dB SPL
(left/right ear) for bilateral HA users. The frequencies and order
of presentation were randomized to minimize the effect of biases
such as time-order error and underestimation or overestimation
of the loudness (Florentine et al., 2011). This loudness balancing
procedure was performed to minimize use of level-difference
cues and maximize focus on pitch differences as the decision
criteria. Using the same program, each ear was then checked for
poor within-ear pitch ranking ability by asking subjects to rank
which tone was higher in pitch for all frequency combinations.
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Binaural pitch fusion range measurements were then
performed to measure the fusion ranges over which dichotic
pitches were fused with dichotic 1500-ms harmonic tone
complexes. The method of constant stimuli procedure was
used: the reference stimulus was fixed in the designated
“reference ear;” and the contralateral, comparison stimulus was
varied across trials. For NH listeners, the reference ear was
randomized. For bilateral HA users, if one ear had poor within-
ear frequency discrimination as assessed during the loudness
balancing procedure, that ear was assigned to be the reference
ear so that the resolution of comparison stimulus testing would
be maximized using the contralateral better ear, instead of
limited by the worse ear. The reference fundamental frequency
(Foref) was fixed at 200 Hz, and the comparison stimuli consisted
of other harmonic complexes with fundamental frequencies
(Focomp) sampled around the reference with 1/64 to 1/16 octave
steps and varied pseudo-randomly across trials. The number of
harmonic components was fixed at four.

At each trial, subjects were asked to indicate whether they
heard a single fused sound or two different sounds through
a touch screen monitor. If a single sound was heard, subjects
were instructed to indicate whether they heard that sound as a
single fused sound (“Same”). If two different sounds were heard,
subjects were instructed to indicate which ear had the higher
pitch (“Left higher” or “Right higher”) as a check of whether two
sounds were really heard. A “Repeat” button was also provided
to allow subjects to listen to the stimuli again. No feedback was
given during the run. Binaural pitch fusion ranges were averaged
over three separate runs.

Localization acuity measurement

Three Gaussian noise-band stimuli with 500-ms duration
were generated with sixth-order Butterworth filter and
processed in MATLAB to have a sampling rate of 44.1 kHz.
The broadband stimulus was band-pass noise filtered between
125 and 8000 Hz, and two narrowband stimuli were band-pass
noises centered at 500 and 3000 Hz with 1/3-octave-wide bands.
All stimuli were presented through the same 24-loudspeaker
array system and equipment configuration as used in the
speech-on-speech masking experiment.

Prior to the localization acuity measurements, threshold
estimates of “quiet detection threshold” were performed to
ensure the audibility of each noise stimulus. A one-up/two-
down adaptive procedure tracking the 70.7% correct point
(Levitt, 1971) was used with a four-interval (two-cue, two-
alternative). On each trial, the target sound was assigned to
the second or third interval with equal probability, and no
signal was presented in the first and the fourth intervals. The
initial level was set at 50 dB SPL and decreased in level for
two consecutive correct responses until an incorrect response
occurred, then increased in level for each incorrect response
until a correct response, and so on. This was repeated until
three reversals in direction were obtained, at which point the
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step size was decreased by half for each reversal. The average
of the last six reversals with a 1-dB step size was used to
estimate thresholds. The averaged quiet threshold levels were
21 &+ 3.2/24 4 5.1/25 + 5.3 dB SPL (broadband/500-Hz band-
pass noise/3000-Hz band-pass noise) for NH listeners and
32 + 9.4/40 £ 8.7/43 + 7.2 dB SPL (broadband/500-Hz band-
pass noise/3000-Hz band-pass noise) for bilateral HA users.

Localization acuity measurements were then performed
with the method of constant stimuli procedure for each stimulus
condition: three presentations of the 24 speakers in random
order (i.e., 72 trials for each stimulus condition). The stimulus
level was fixed at 30 dB sensational level (SL). Subjects were
asked to look straight ahead and to hold their heads steady
during a stimulus presentation and asked to identify the location
of the sound through the touchscreen (a circle with a radius
of 5 cm without a visual representation of all speakers) after
stimulus presentation. No feedback was given during the run.
Localization acuity was averaged over three separate runs for
each stimulus condition.

Results

Effects of voice-gender differences
and spatial separation on speech
recognition thresholds in noise

Figures 2, 3 show the results of the speech-on-speech
masking experiment for NH and HA user groups, respectively.
Note that the TMR thresholds of the two same-gender
conditions (MM and FF) were similar at each spatial
configuration in both groups, as were those of the two different-
gender conditions (MF and FM), and these TMR threshold
similarities between talker-masker gender combinations were
also reported in the previous studies (Gallun et al.,, 2013; Oh
etal., 2021) that used the same experimental setup as the current
study. Thus, the TMR thresholds averaged in the same-gender
vs. the different-gender conditions were used for all plots and
statistical analyses in this study.

The top row of Figure 2 shows individual and mean TMR
thresholds as a function of target-maskers spatial separation
(0 and £ 60°) for three listening conditions (binaural, left
only, and right only) in NH listeners. Generally, smaller or
more negative TMR thresholds indicate better (or improved)
speech recognition ability in noise. In the binaural listening
condition, the results show that the same-gender condition
(3.16 £ 0.56 dB) exhibits larger (poorer) TMR thresholds than
the different-gender condition (—5.18 £ 2.19 dB) in the co-
located target-maskers spatial configuration. A similar trend was
observed in the spatially (= 60°) separated configuration (the
same-gender condition: —8.31 £ 3.14 dB; the different-gender
condition: —11.09 £ 2.65 dB). In both spatial configurations, the
lower TMR values for the different-gender conditions relative
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Individual and average target-to-masker ratio (TMR) thresholds and voice gender release from masking (VGRM) and spatial release from
masking (SRM) for NH listeners. The left, middle, and right columns refer to the binaural, left only, and right only listening conditions,
respectively. The upper panels show the TMR thresholds (A—C) as a function of target-masker spatial separation (0 and + 60°). Dark-shaded
and light-shaded symbols indicate TMR thresholds for the same-gender masker and the different-gender masker conditions, respectively. The
middle panels show VGRMs (D—F) as a function of target-masker spatial separation (0 and + 60°). The lower panels show SRMs (G-1) as a
function of target-masker gender combination (same-gender and different-gender). Error bars represent standard deviation around the mean.
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to the same-gender conditions are indicative of the amount of
VGRM, which shows how much speech recognition thresholds
in noise are improved by differences in gender between the
target and maskers. The amount of VGRM (Figure 2D) was
calculated by the difference in TMR thresholds between same-
gender (dark-gray symbols) and different-gender (light-gray
symbols) conditions at each spatial configuration. The VGRM
for NH listeners (Figure 2D) ranged between —0.11 and
12.52 dB, and the mean VGRM was greater in the co-located
spatial configuration (8.34 £ 2.07 dB) than in the spatially
separated configuration (2.79 £ 1.10 dB).
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Another interesting finding in NH listeners is that spatial
separation of the maskers to & 60° relative to the target at 0° led
to smaller (better) TMR thresholds for all target-masker gender
combinations. This reduction is indicative of the amount of
SRM, which shows how much speech recognition thresholds are
improved by spatial separation of the talker from the maskers.
The amount of SRM (Figure 2G) is defined as the spatial
separation benefits at each target-masker gender combination
[i.e., differences between dark-gray (or light gray) symbols at 0°
and at £ 60° in Figure 2A]. The SRM for NH listeners ranged
between 3.42 and 17.29 dB, and the mean SRM was greater in
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Individual and average target-to-masker ratio (TMR) thresholds and voice gender release from masking (VGRM) and spatial release from
masking (SRM) for bilateral HA users. Plotted as in Figure 2, with different scales on the y-axis.

the same-gender target-maskers combination (11.47 £ 3.12 dB)
than in the different-gender combination (5.91 % 2.61 dB).
Compared to the binaural listening condition, the
two monaural listening conditions elicited TMR threshold
changes, especially in the spatially separated target-maskers
configuration, and thus different results in VGRM and SRM.
First, the TMR thresholds in the left-only (Figure 2B) and
right-only (Figure 2C) listening conditions were similar to
those in the binaural listening condition (Figure 2A) at the co-
located target-maskers configuration (left only: 3.11 £ 0.78 dB
same-gender/—4.38 £ 2.92 dB different-gender; right only:
3.02 £ 0.82 dB same-gender/—4.72 & 2.64 dB different-gender).
However, the monaural TMR thresholds were essentially
unchanged compared to the co-located condition when
the target and maskers were spatially separated (left only:
1.81 £ 2.99 dB same-gender/—5.48 + 3.60 dB different-gender;
right only: 2.06 & 2.32 dB same-gender/—5.40 £+ 2.99 dB
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different-gender). The masking release results in the two
monaural listening conditions show that the VGRM remained
steady at around 8 dB regardless of spatial separation between
target and maskers (Figures 2E,F), while SRM was decreased
to near zero regardless of target-maskers gender differences
(Figures 2H,I).

The results in the top row of Figure 3 show that bilateral HA
users exhibited overall poorer speech recognition performance
(i.e., more positive TMR thresholds with a range between —4.38
and 15.09 dB) throughout all listening conditions compared to
NH listeners (TMR thresholds with a range between —14.85
and 4.43 dB). Interestingly, spatial separation between target
and maskers didn’t improve TMR thresholds for HA users
even in the binaural listening condition (differences between
0 and + 60° in the same-colored symbols). The mean SRMs
for bilateral HA users (Figure 3G) were 1.70 + 1.84 dB and
0.41 + 1.24 dB for the same-gender and different-gender
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talker combinations, respectively. In contrast, benefits from
voice-gender differences existed in both spatial separation
configurations, thus positive mean VGRMs (Figure 3D) were
observed (4.11 = 1.89 dB for the 0° and 2.83 = 1.42 dB for £ 60°
spatial separations). In the two monaural listening conditions,
the SRM performance was more degraded (—2 dB shown
in Figures 3H,I) than in the binaural listening conditions;
however, the VGRM performance was remained steady at
around 4 dB (Figures 3E,F).

Since the primary goal of this study was to investigate
masking release by voice-gender differences (VGRM) and
spatial separations (SRM), only the masking release data were
analyzed in each masking release type using linear mixed
model (LMM) analyses with the amount of masking release
(VGRM or SRM) as a dependent variable, the subject group
(NH vs. bilateral HA), the listening conditions (binaural vs.
left only vs. right only), and the target-maskers conditions
(spatial separation for VGRM: 0° vs. £ 60°; gender difference
for SRM: same-gender vs. different gender) as fixed effects,
and the subject as a random effect. The results for both
VGRM and SRM showed significant main effects of all fixed
factors (p < 0.006 for all cases) and significant interactions
between any two combinations of the fixed factors (p < 0.006
for all cases). Post-hoc pairwise comparisons using Bonferroni
correction were computed to better understand the interaction
between those fixed factors. The results demonstrated that the
VGRM at the & 60° in the binaural listening condition was
significantly lower than all other VGRMs in the NH listeners
(p < 0.001 for all cases), but no VGRMs were significantly
different in bilateral HA users (p = 1.000 for all cases). In
addition, the results demonstrated that the SRM in NH listeners
was significantly higher in the binaural listening condition than
in two monaural listening conditions (p < 0.001 for all cases),
and the same-gender target-maskers combination elicited a
significantly higher masking release than the different-gender
combination in the binaural listening condition (p < 0.001).
A similar binaural listening benefit in SRM was also observed
in the bilateral HA user group (p < 0.05 for all cases), but
the SRMs were not significantly different between the two
target-maskers gender combinations in the binaural listening
condition (p = 1.000). Please see the Supplementary material
for the detailed LMM specifications and results.

Binaural pitch fusion and its
relationship with voice gender release
from masking

Figure 4 shows individual harmonic tone fusion range
results for NH listeners (Figure 4A) and bilateral HA users
(Figure 4B). As shown in the example fusion functions in
the insets of Figure 4, fusion functions were computed as
the averages of the subject responses to the multiple (six to
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FIGURE 4

Individual harmonic tone fusion range results in an octave scale
for NH listeners (A) and bilateral HA users (B). A sample fusion
function inset within each panel illustrates the fusion ranges of
the 50% points (vertical dotted lines) on the fusion function.

seven) presentations of each reference and comparison stimulus
pair, expressed as a function of comparison tone fundamental
frequency. Values near 0 indicate comparison stimuli that did
not often fuse with the reference stimulus (were heard as two
sounds), while values near 1 indicate comparison stimuli that
were often fused with the reference stimulus (were heard as one
sound). Vertical dotted lines indicate 50% points on the fusion
function, and the fusion range was defined as the range between
these two lines (horizontal arrows), i.e., frequencies were fused
more than 50% of the time. Fusion range is thus a measure of
the breadth of fusion. The NH subjects (Figure 4A) exhibited
narrow harmonic tone fusion ranges (0.14 = 0.12 octaves), while
bilateral HA users (Figure 4B) showed significantly broader
harmonic tone fusion ranges [0.53 & 0.57 octaves; t(21) = —2.25,
p=0.036].

The next step was to determine whether VGRM, the release
from masking due to voice-gender differences between target
and maskers, is related to the width of binaural pitch fusion.
Multiple regression analyses were conducted to measure a linear
relationship between two variables. Figure 5 shows individual
VGRMs plotted as a function of fusion ranges in the co-located
target-maskers configuration for NH listeners (left column) and
bilateral HA users (right column). In the binaural listening
condition, VGRM was significantly correlated with the fusion
range in both subject groups (NH listeners: r = —0.710, p = 0.014
in Figure 5A; bilateral HA users: r = —0.850, p < 0.001 in
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Correlations between voice gender release from masking (VGRM) and binaural pitch fusion range for the co-located target-maskers
configuration. The left and right columns show the correlation results for NH and bilateral HA user groups, respectively. The panels (A—F) show
the correlation results for the binaural, left, and right listening conditions, respectively. Table 2 shows the correlation results for the spatially

separated target-maskers configuration.

Figure 5B). In other words, listeners with narrow binaural pitch
fusion ranges had larger VGRM (larger differences in TMR
thresholds between same-gender and different-gender maskers)
than did listeners with broad fusion. However, this negative
correlation between VGRM and fusion range was eliminated in
the two monaural listening conditions in both listener groups
(see Figures 5C-F: p > 0.073 for all cases). Note also that
some listeners with broad fusion had greater VGRM in one or
both monaural conditions compared to the binaural condition
(e.g., N10 and H9, indicated by star and diamond symbols
in Figures 5A-E, respectively). As provided in Table 2, no
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significant correlation was observed in the spatially separated
target-maskers configuration as well (p > 0.163 for all cases).

Localization acuity and its relationship
with spatial release from masking

Figure 6 shows individual minimum audible angle results
for NH listeners (Figure 6A) and bilateral HA users (Figure 6B).
Example localization scatter plots were shown in the insets
of Figure 6. The subject’s response angles were plotted as a
function of the source angles, and ideal performance would be
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TABLE 2 Regression coefficients between voice gender release from
masking (VGRM) and binaural pitch fusion range widths for NH and
bilateral HA user groups in each spatial separation and

listening condition.

Correlation r-values
(significance)

Target-maskers  Listening
spatial separation condition

NH Bilateral HA

0 degree Binaural —0.710 (0.014)* —0.850 (<0.001)***
Left only —0.164 (0.631) —0.535 (0.073)
Right only —0.138 (0.685) —0.085 (0.794)

=+ 60 degree Binaural —0.428 (0.195) —0.586 (0.063)
Left only —0.338 (0.310) —0.260 (0.414)
Right only —0.350 (0.291)  —0.249 (0.435)

Correlation values in bold face indicate significant results (***p < 0.001; *p < 0.05).

represented by all points lying on the diagonal lines. The root-
mean-square (RMS) angular errors were calculated to quantify
a subject’s accuracy in localizing sound sources (Lorenzi et al.,
1999). It should be noted that the circle and plus symbols
in the insets of Figure 6 indicate the subject’s responses to
any given source locations in the front and rear source fields,
respectively, and that front-back confusions were excluded for

10.3389/fnins.2022.1059639

estimating the absolute localization ability in this study. The
NH subjects (Figure 6A) exhibited fine localization acuity with
all stimuli tested in this study (broadband: 5.75 to 13.75°; 500-
Hz band-pass noise: 6.2 to 12.35°; 3000-Hz band-pass noise:
7.25 to 11.65), while bilateral HA users (Figure 6B) showed
significantly poorer localization acuity [broadband: 10 to 26.4°;
500-Hz band-pass noise: 9.4 to 28.2°; 3000-Hz band-pass noise:
11.2 to 26.35 degree; t(48.5) < —4.61, p < 0.001 for all stimulus
cases]. The localization acuity was not significantly different
across the stimulus types for each subject group [NH: t(42) >
—0.760, p = 1; bilateral HA: t(42) > —0.619, p = 1].

The next step was to determine whether SRM, the release
from masking due to spatial separation between target and
maskers, is related to the absolute localization ability quantified
as the RMS angular error. Multiple regression analyses were
conducted to measure a linear relationship between two
variables. Figure 7 shows individual SRMs plotted as a function
of RMS angular errors in the same-gender target-maskers
combination for NH listeners (left column) and bilateral HA
users (right column). Results show that the SRM was correlated,
but the correlation was not statistically significant, with the RMS
angular errors for all stimuli tested in this study (p > 0.077).
In other words, there was a tendency for listeners with sharp
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FIGURE 6

Individual localization acuity results with three different stimuli (BB: broadband, 500 Hz: band-passed noises centered at 500 Hz, 3000 Hz:
band-passed noises centered at 3000 Hz) for NH listeners (A) and bilateral HA users (B). A sample subject response inset within each panel
illustrates the mean root mean square (RMS) angular error calculated by the difference between the perfect localization (diagonal line) and the
listener's response (symbols) angles. The circle and plus symbols indicate the subject’s responses to any given source locations in the front and

rear source fields, respectively.
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Correlations between spatial release from masking (SRM) and localization acuity for the same-gender target-maskers condition. The left and
right columns show the correlation results for NH and bilateral HA user groups, respectively. The panels (A—F) show the correlation results for
the broadband, 500 and 3000 Hz stimulus conditions, respectively. Table 3 shows the correlation results for the different-gender

target-maskers condition

localization acuity to have larger SRM (larger differences in TMR
thresholds between co-located and spatially separated maskers)
compared to listeners with poor localization acuity. In addition,
this correlation was reduced in the different-gender target-
maskers combination (not shown). The model summary of the
regression analysis is provided in Table 3.

Discussion

The ability to segregate a target talker from competing
masker talkers is important for speech perception in multi-
talker listening environments. The current study measured
speech-on-speech masking performance by varying voice-
gender differences and spatial separation cues between target
and maskers in both NH listeners and bilateral HA users, and
examined how this performance relates to binaural pitch fusion
range and localization acuity.

The results from NH listeners showed that VGRM, the
average masking release via voice-gender differences, was
maximized at 8.34 dB in the co-located spatial configuration
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TABLE 3 Regression coefficients between spatial release from
masking (SRM) and localization acuity for NH and bilateral HA user
groups in each stimulus and gender-combination conditions.
Correlation r-values

Target-maskers Stimulus

gender combination type (significance)
NH Bilateral HA
Same-gender Broadband  —0.503 (0.115) —0.470 (0.123)
500 Hz —0.483(0.133)  —0.492 (0.104)
3000 Hz —0.555(0.077)  —0.452 (0.141)
Different-gender Broadband  —0.210 (0.491) —0.128 (0.692)
500 Hz —0.379(0.536)  —0.228 (0.477)
3000 Hz —0.236 (0.456)  —0.263 (0.408)

and reduced to 2.79 dB in the separated spatial configuration.
Similarly, SRM, the average masking release via talker spatial
separation, was maximized at 11.47 dB when the target was
presented with the same-gender maskers and reduced to 5.91 dB
when the different-gender target-maskers were presented.
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TABLE 4 Regression coefficients for masking release by voice-gender differences (VGRM) and spatial separation (SRM), binaural pitch fusion range,
and absolute localization acuity predicted by age and pure tone average (PTA).

Measurement Condition Predictor variable Correlation r-values (significance)
VGRM Co-located Age —0.262 (0.227)
target-maskers PTA —0.713 (<0.001)***
Spatially separated Age —0.254 (0.243)
target-maskers PTA —0.537 (0.008)**
SRM Same-gender Age —0.126 (0.565)
target-maskers PTA —0.636 (0.001)**
Different-gender Age —0.092 (0.677)
target-maskers PTA —0.423 (0.045)*
Binaural pitch - Age 0.200 (0.371)
fusion range PTA 0.534 (0.009)**
Absolute Broadband Age 0.227 (0.297)
localization PTA 0.627 (0.001)**
acuity 500 Hz Age 0.087 (0.692)
PTA 0.588 (0.003)**
3000 Hz Age 0.088 (0.690)
PTA 0.763 (<0.001)***

Correlation values in bold face indicate significant results (***p < 0.001; **p < 0.01; *p < 0.05).

Consistent with previous studies, these findings demonstrate
a trading relationship between the perceptual weights applied
to voice-gender difference and those to spatial separation cues.
This trading relationship of masking release was also partially
discussed in previous literature (Misurelli and Litovsky, 2012,
2015; Gallun and Diedesch, 2013; Gallun et al., 2013; Oh et al.,
2021). The current study results also indicate that this trading
relationship is eliminated in monaural listening conditions.
SRM was minimized at around 1 dB regardless of the talkers’
gender difference cue, while VGRM was maintained at around
8 dB regardless of the talkers’ spatial separation cue. Hence, the
trading relationship between SRM and VGRM appears to be
related to the presence of binaural cues.

The results from bilateral HA users showed that average
VGRM was 4.11 and 2.83 dB for co-located and spatially
separated conditions, while average SRM was 1.7 and 0.41 dB
for the same-gender and different-gender maskers. As in NH
listeners, a trading relationship was observed between the two
masking release types, though not as pronounced. In addition,
both voice gender difference and spatial separation benefits were
reduced in HA users compared to NH listeners.

Previous studies have reported that reduced masking release
performance observed in bilateral HA users could be attributed
to reduced ability to access monaural spectro-temporal cues
and/or binaural cues caused by either aging or hearing loss
(Best et al.,, 2011, 2012; Gallun et al., 2013; Fillgrabe et al.,
2015; Srinivasan et al., 2021). In this study, we also conducted
multiple regression analyses to find a linear relationship between
two different types of masking releases (VGRM and SRM;
combined both NH and HA subjects’ data) and subject factors
(e.g., age and degree of hearing loss). The results showed that
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the pure-tone average (PTA from 125 and 4000 Hz) accounted
for more than 18% (R? predictor, p < 0.045) of the variance in
both VGRM and SRM; however, age couldn’t explain VGRM
and SRM variances (p > 0.227). The model summary of the
regression analysis is provided in Table 4. However, as will
be discussed, broad binaural pitch fusion and poor sound
localization abilities might be other factors reducing overall
SRM and VGRM.

One likely reason for the reduced SRM, though, for bilateral
HA users is that they have limited access to binaural cues
on the horizontal plane such as ITD and ILD cues. Previous
studies have shown that ITD sensitivity is particularly important
for localization performance and speech perception in noise
(Gallun et al., 2005; Gallun and Diedesch, 2013; Gifford et al.,
2013, 2014; Swaminathan et al., 2016; Ellinger et al., 2017).
Phase-locking and ITD sensitivity can both be impaired with
hearing loss (Henry and Heinz, 2013; Dai et al, 2018). In
addition, bilateral HA users have reduced access to ongoing ITD
cues, because the hearing devices are not designed to coordinate
their timing of stimulation of the auditory nerves across the
ears (Brown et al., 2016). Thus, they do not communicate
their processing schemes (such as compression ratio) across
the devices, especially for old hearing devices, which could
alter ILDs (Byrne and Noble, 1998; Wiggins and Seeber,
2013). To minimize any potential interaural cue distortion, the
current study used symmetrical target-masker configurations
(co-location and £ 60° separation) so that the image of both
target and masker signals can appear in front, as opposed to the
left or right due to reduced ILD, and all additional processing
features for hearing devices were disabled to avoid altered ILD
cues. Note that in this study, effects of head shadow were also
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minimized due to the symmetrical target-masker configuration.
In addition, all HA users used lab loaner HA devices (Phonak
Ambra) with all extra processing features disabled. Due to lack
of acclimation, overall performance may be reduced with the
loaner devices compared with the subjects’ own hearing devices.
However, for evaluation of VGRM and SRM in this study, it is
important to disable these extra processing features, which often
include noise reduction and directional microphones.

There was also significant variation in listeners’ masking
release performance for both NH and HI listeners. The findings
of this study show that, as hypothesized, binaural pitch fusion
range is a strong predictor for variation in VGRM. In contrast,
localization ability does not seem to predict variation in SRM,
though a non-significant trend was observed.

Regarding the relationship of binaural fusion to VGRM,
a strong negative correlation was observed. Previous studies
have found that differences in age or hearing loss (alone
or in combination) can explain some of the variance across
subjects (Glyde et al., 2013; Besser et al., 2015). The proportion
of variance accounted for by either factor was between 24
and 39% (R?> predictor, p < 0.01). In this study, stronger
negative correlations were observed between binaural fusion
range and VGRM for both NH listeners and bilateral HA
users, especially in the co-located target-masker configuration.
As reported in Table 2, the proportion of variance accounted
for by binaural pitch fusion for VGRM was 50% (R? predictor,
p = 0.014) for NH listeners, and 72% (R? predictor, p < 0.001)
for bilateral HA users, which are higher than the amount of
variance explained by age (R?> = 0.07, p = 0.23 in the current
study; R? = 0.02, p < 0.52 in Glyde et al,, 2013) or hearing
loss (R? = 0.51, p < 0.01 in the current study; R*> = 0.39,
p < 0.001 in Glyde et al., 2013) alone. Hence, broad binaural
fusion could be a stronger predictor for reduced VGRM than
age or hearing loss. It should be noted that the significance
of this proportion of variance was observed only in the co-
located target-maskers spatial configuration. We also confirmed
that significance of the correlation was eliminated when
binaural cues were not provided (i.e., at two monaural listening
conditions; see Table 2), indicating that the correlation is not
explained by poorer frequency discrimination or other factors
that might also lead to broad binaural fusion. In particular,
some subjects with broad fusion had larger VGRM under
monaural listening compared to binaural listening, consistent
with an interpretation of binaural interference arising from
broad binaural fusion.

Regarding the relationship of sound localization acuity
to SRM, a negative correlation was observed, but was not
statistically significant. As reported in Table 3, the proportion
of variance accounted for by localization acuity for SRM was
low at 25% (R? predictor, p = 0.115) for NH listeners and
22% (R? predictor, p = 0.123) for bilateral HA users. A similar
finding was also reported in the study by Srinivasan et al. (2021)
with 22% of variance (R?> predictor, p = 0.033) accounted for
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NH listeners. The lack of statistical significance in this study
is likely due to the small sample size for each listener group,
along with the small effect size. There is likely to be an effect
of localization acuity, but this effect seems to be small. One
reason for the small effect size is that localization acuity with
multiple sounds from multiple sound sources may differ from
that for a single sound, especially when there is broad binaural
fusion. In such cases, fusion of multiple sounds from different
spatial locations may occur, leading to an illusion of a single
sound source with a diffuse spatial percept, and thus poor
localization acuity. Thus, a better predictor of ability to benefit
from SRM may be localization ability of more than one sound
source presented simultaneously. It should also be noted that the
current study estimated the absolute localization acuity without
considering front-back confusion in the subjects responses. In
this study, three NH and four HA subjects showed some degree
of front-back confusion rates in their absolute localization
acuity measurements, especially for the two narrowband signal
conditions. The application of a more rigorous angular analysis,
perhaps one in which front-back errors are considered, should
be explored in future studies.

Interestingly, the multiple regression analysis results
(Table 4) showed that the pure-tone average was a strong
predictor for the variations of all outcomes measured in
this study: (1) the masking release (>18% as R®> predictor,
p < 0.045); (2) the binaural pitch fusion range (29% as R?
predictor, p = 0.009); and (3) the absolute localization acuity
at three different stimuli (>35% as R? predictor, p < 0.003).
However, age couldn’t predict those variations (p > 0.227).
These results indicate that the degree of hearing loss itself could
be a common factor to explain degraded binaural sensitivity
involved in speech-on-speech masking performance and
related to pitch and spatial perception. In addition, although
the correlation between age and degree of hearing loss was
not found in the current study (r = 0.078, p = 0.724), it is
well known that the age of the listeners is often allowed to
covary with hearing loss. Furthermore, as mentioned in the
introduction, the reduce binaural sensitivity could be caused by
a reduction in higher-order processing such as cognitive and
linguistic abilities (Besser et al., 2015). Therefore, future work
will need to involve listeners who vary widely in age regardless
of hearing status to separately examine the effects of age and
hearing loss as factors.

In conclusion, this is the first study to demonstrate an
important role of abnormally broad binaural pitch fusion in
reduced binaural benefits for speech perception in multi-talker
listening environments for both NH and HI listeners. The
findings demonstrate that masking release from both voice
gender and spatial cues is much smaller for HA users than NH
listeners, and that the reduced benefit from voice gender cues
is explained by abnormally broad binaural pitch fusion. Thus,
for HI listeners, it will be critically important to help restore
sharply tuned pitch fusion across ears for optimal binaural
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benefit in noise environments, especially when benefit from
spatial cues is limited. Increased understanding of factors that
affect binaural benefits for speech perception for HI listeners is
clinically essential for the future design of training- and device-
based rehabilitative strategies to improve speech perception in
quiet and noise.
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Binaural detection thresholds
and audio quality of speech and
music signals in complex
acoustic environments

Thomas Biberger* and Stephan D. Ewert

Department of Medical Physics and Acoustics and Cluster of Excellence Hearing4all, University of
Oldenburg, Oldenburg, Germany

Every-day acoustical environments are often complex, typically comprising
one attended target sound in the presence of interfering sounds (e.g.,
disturbing conversations) and reverberation. Here we assessed binaural
detection thresholds and (supra-threshold) binaural audio quality ratings of
four distortions types: spectral ripples, non-linear saturation, intensity and
spatial modifications applied to speech, guitar, and noise targets in such
complex acoustic environments (CAEs). The target and (up to) two masker
sounds were either co-located as if contained in a common audio stream,
or were spatially separated as if originating from different sound sources. The
amount of reverberation was systematically varied. Masker and reverberation
had a significant effect on the distortion-detection thresholds of speech
signals. Quality ratings were affected by reverberation, whereas the effect
of maskers depended on the distortion. The results suggest that detection
thresholds and quality ratings for distorted speech in anechoic conditions
are also valid for rooms with mild reverberation, but not for moderate
reverberation. Furthermore, for spectral ripples, a significant relationship
between the listeners’ individual detection thresholds and quality ratings was
found. The current results provide baseline data for detection thresholds
and audio quality ratings of different distortions of a target sound in CAEs,
supporting the future development of binaural auditory models.

KEYWORDS

audio quality, detection thresholds, complex acoustic environments, auditory
modeling, reverberation

Introduction

In daily life, a sound attended to (target) is often interfered with other (masking) sounds
as well as by sound reflections and reverberation in enclosed spaces (referred to as a complex
acoustic environment, CAE). However, in psychoacoustics, masking is typically assessed
under optimal (anechoic) conditions, using abstracted and simplified stimuli (see, e.g.,
Ewert, 2020), such as pure tones and stationary noise. Such stimuli are suited for
investigating basic sensory abilities and limitations of the auditory system, while minimizing
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cognitive aspects. Here, additional energetic masking (EM), caused
by spectral and temporal overlap of the target and the masker in
the auditory periphery, plays an important role, degrading the
internal representation of the target. In reverberation, additional
self-masking and overlap-masking elicited by early and late room
reflections (e.g., Bolt and MacDonald, 1949) occur.

Psychoacoustic (e.g., Kopco and Shinn-Cunningham, 2003)
and speech intelligibility (e.g., Cherry, 1953; Best et al,, 2015;
Ewert et al., 2017) studies showed that in comparison to a
co-located condition, listeners benefit from spatially separated
target and maskers, referred to as spatial release from masking
(SRM). SRM was reduced in echoic environments (e.g., Plomp,
1976; Lavandier and Culling, 2010; Biberger and Ewert, 2019).
Reverberation degrades binaural cues (e.g., Rakerd and Hartmann,
1985; Rakerd and Hartmann, 1986) such as interaural level and
time differences (ILDs and ITDs). Moreover, amplitude
modulations are reduced in the presence of reverberation,
lowering the chance listening into the dips of fluctuating masker
signals (Houtgast et al., 1980), where EM of the target is lowest.

In many situations, target sounds are transmitted by
electroacoustic systems, e.g., a TV set, conference system or
earphones, typically involving audio-signal processing. In this
case, linear and non-linear distortions introduced by the signal
processing and the transmission chain might be perceptible,
affecting the perceived audio quality. Accordingly, detectability,
as well as the supra-threshold salience of such distortions, are of
interest. Comparable to fundamental psychoacoustic research,
the consequences of different distortions on audio quality have
often been examined under optimal conditions, without maskers
and reverberation, including for the development and evaluation
of instrumental quality measures (e.g., van Buuren et al., 1999;
Moore and Tan, 2003; Tan et al., 2003; FlefSner et al., 2017, 2019).
Only a few studies (e.g., Toole and Olive, 1988; Schobben and
van de Par, 2004; Schepker et al., 2019) examined the influence
of reverberation on the detectability of signal distortions. Toole
and Olive (1988) observed a better detectability of signal
resonances in reverberant rooms compared to anechoic
conditions. Schobben and van de Par (2004) examined the effect
of reverberation and loudspeaker cross-talk on the subjective
quality of low-bitrate audio coding. They found reduced
audibility of coding artifacts in reverberation. Schepker et al.
(2019) evaluated the audio quality of a hearing device prototype,
aiming at acoustical transparency (i.e., without any perceptible
distortion) in rooms with different reverberation times. No large
effect of reverberation time was found, suggesting that the use of
only a single or few reverberation times might be sufficient for
the audio quality assessment of such devices. Only a few
approaches, e.g., Cauchi et al. (2019), and Biberger et al. (2021)
considered aspects of reverberation affecting quality predictions.
Biberger et al. (2021) found monaural spectral cues, capturing
spectral coloration distortions of hearing devices aiming at
acoustically transparency, to be more reliable for quality
predictions in reverberation than cues based on the temporal
fine structure or cepstrum correlation.
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One other important aspect in CAEs is the number of spatially
distributed sound sources (e.g., Weisser et al., 2019; Fichna et al,,
2021) interfering with a target sound. However, neither the effect
of interfering sounds on the perceived audio quality of a target
sound, nor the applicability of existing instrumental audio quality
measures to CAEs have yet been systematically examined.
Instrumental quality measures have mainly been applied under
anechoic conditions without maskers (Beerends et al., 2002;
Moore and Tan, 2004; Huber and Kollmeier, 2006; Kates and
Arehart, 2010; Harlander et al., 2014). Some auditory perception
models have been applied to isolated aspects of CAEs. One
example is the (monaural) Generalized Power Spectrum Model
(GPSM), which has been applied to psychoacoustic masking with
simplified psychoacoustic stimuli (Biberger and Ewert, 2016,
2017) as well as to audio quality for various distortions in anechoic
and echoic conditions without maskers (Biberger et al,
2018, 2021).

Opverall, relatively little is known about the detectability of
distortions and (supra-threshold) audio quality perception in
CAEs. It is unclear whether the results of “classical” quality
measurements in anechoic conditions can be transferred to
acoustic environments of different complexity, and whether
existing audio quality models can be straightforwardly applied.

This study investigates the detectability and supra-threshold
perception of a variety of prototypical audio signal distortions
in CAEs of different complexity: The effect of room
reverberation was assessed by using an anechoic (reference) and
two echoic rooms with mild and moderate reverberation times
(T60) of 0.35s (resembling a typical living room) and 1.5s
(resembling a larger auditorium, parking lot, or church). The
effect of maskers was assessed by configurations with no
(reference), one, and two maskers that were either spatially
co-located with the frontal target, or spatially separated to both
sides of the target. Four types of distortions were applied to the
target signal: i) spectral ripples (linear distortion), ii) a
saturating, instantaneous non-linearity (non-linear distortion),
iii) differences in the target sound-source intensity, and iv) a
variation of the spatial position of the target (azimuthal
direction of 0°, 4°, and 30° relative to the listener’s viewing
direction). The target was either speech, an acoustic guitar
(representing a musical instrument), and a pink noise
(representing environmental background noise). These targets
differ in their spectro-temporal characteristics and might
be differently affected by the distortions. While the acoustic
guitar shows strong transients, the pink noise is stationary and
produces a broadband excitation of auditory filters more equally
than speech and the guitar. Speech was considered as the most
relevant target in daily life and thus applied to all experiments
of this study, while guitar music and noise were only applied to
a subset of experiments. The International Speech Test Signal
(ISTS; Holube et al., 2010) and a pop music excerpt were used
as maskers, reflecting typical (disturbing) sounds in CAEs.

In the first experiment, detection thresholds for distorted
signals were measured for a subset of the conditions, while in the
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second experiment, supra-threshold audio quality ratings were
obtained for two different degrees of distortion. Based on the
systematic data set obtained, it was investigated (a) whether room
reverberation and masker configuration affects detection
thresholds and quality ratings for distorted signals; (b) whether
distortion-detection thresholds and quality ratings are related,
allowing adjustments of signal processing, as well as individualized
perception models, based only on distortion-detection thresholds;
(c) whether the individual listeners’ overall performance to detect
or rate the target distortions is correlated across conditions having
different amount of reverberation and maskers; (d) the extent to
which existing auditory models are applicable to distortion
detection and audio quality ratings in such CAEs.

Materials and methods
Listeners

Sixteen self-reported normal-hearing listeners (7 female, 9
male) with a mean age of 28.7 years (all native German speakers)
participated in the experiments. Ten of the sixteen participants
received an hourly compensation. The other participants were
employed by the Department of Medical Physics and Acoustics at
the University of Oldenburg. All listeners had prior experience in
psychoacoustic measurements.

Stimuli

Target and masker signals

German speech (spoken language), acoustic guitar, and pink-
noise stimuli from the study of Flefiner et al. (2019), having
different spectro-temporal properties, were used as target. The
speech stimulus “ein Haus, keine Briicke” (“a house, no bridge”)
was spoken by a female speaker. The speech stimulus shows slow
amplitude modulations (5-Hz range) and a relatively narrowband
spectrum. The excerpt of a guitar piece comprised many transients
and a wider bandwidth. The pink noise was a stationary stimulus
with a broadband spectrum, covering the entire audible frequency
range. All target signals had a duration of 2.

A male-transformed version of the ISTS speech signal
(Holube et al., 2010) as applied in Schubotz et al. (2016) and Ewert
et al. (2017) and a pop-music excerpt taken from Flefiner et al.
(2019) were used as maskers. ISTS is nonsense speech generated
from six different speakers in different languages (American-
English, Arabic, Mandarin, French, German, and Spanish). The
music signal includes multiple instruments and vocals, with a
rather broadband spectrum. The maskers had a duration of 2.5s
and started 0.5 before the target onset. Raised-cosine ramps of
10 ms were applied to the masker and target stimuli. All signals
were convolved with binaural room impulse responses (BRIRs) to
define their spatial position and to simulate room reverberation
(see Section “Rooms and masker configurations”).
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Target stimulus distortions

The target stimuli were subjected to four different types of
distortions; spectral ripples, non-linear saturation, intensity-
based, and spatial:

Spectral ripples (linear distortions) were introduced as
described in Flef3ner et al. (2019), using sinusoidal modulation of
the spectral envelope. Ten periods of the spectral sinusoidal
modulation were applied between 50Hz and 16kHz, with
equidistant spacing on a logarithmic frequency axis,
corresponding to about 1.2 spectral ripples per octave. The
spectral modulation depth (peak-to-valley ratio in dB) was
adjusted to change the amount of distortion.

Non-linear distortions caused by a simple instantaneous
symmetric saturating input-output (I/O) characteristic (referred
to as non-linear saturation) simulated signal distortions caused by,
e.g., large displacements of the loudspeaker diaphragm at high
signal levels. The I/O characteristic was implemented as
y(1)=x(t)-a x(x(t))3 , where x(t) and y(t) are input and
output signals, respectively. The factor o weights the cubic term
relative to x(t), and thus controls the nonlinearity of the I/O
characteristic. Input values were limited to the range , | 1

3o
where the non-linear I/O characteristic completely saturates (soft
clipping). This saturating I/O function resulted in pronounced
harmonic distortions at higher signal levels, typically occurring at
signal onsets and transients. These additionally introduced
frequency components likely provided spectral or amplitude
modulation cues to the listeners.

Intensity-based distortions were introduced by adjusting the
overall sound level in dB relative to the level of the reference
signal. In contrast to spectral ripples and non-linear saturation, no
spectral amplitude modulation cues were introduced.

Spatial (binaural) distortions were introduced by changing
the azimuth location of the target using the appropriate BRIRs.
The reference target was always presented in front (0° azimuth)
of the listeners, while the spatially distorted target was shifted
to the right side (relative to the viewing direction of
the listener).

Anchor signals were generated by applying a 3.5 kHz low-pass
filter, non-linear saturation and spatial distortion to the reference
signals. The non-linear saturation (tpeech=0.25, Opusic=0.34,
Onoise = 0.4) and spatial distortion (position at 40° azimuth) in the
anchor were more pronounced than the distortions applied in the
other stimuli of this study.

For the detection experiment, the strength of distortion was
adjusted during the experiment according to the listener’s
response (see Section “Apparatus, procedure, and statistical
analysis”), while for the quality rating experiments distortions
were applied in two different “effect strengths,” denoted as mild
and moderate distortions, using the parameters provided in
Table 1. For non-linear saturation, Table 1 provides values for the
dimensionless parameter o and the maximum total harmonic
distortion (THD) for the peak value of the reference signals
in percent.

frontiersin.org


https://doi.org/10.3389/fpsyg.2022.994047
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org

Biberger and Ewert

10.3389/fpsyg.2022.994047

TABLE 1 Experimental parameters (and units) controlling the amount of distortions (columns) in the detection and discrimination experiments and

for the quality rating experiments (mild/moderate).

Spectral ripples (peak-to- Non-linear saturation Intensity (AdB re Spatial (A azimuth ° re
valley ratio in dB) (dimensionless parameter x) reference) reference)
Detection and discrimination experiments
Starting value 18 0.62(33.8) 6.5 18
Initial step size 5 0.2 2 4
Minimum step size 1.5 0.035 0.2 0.3
Supra-threshold quality ratings
Speech 12/18 0.11(15.3)/0.17(21.4) 1.5/4 4°/30°
Guitar 2.5/5 0.18(22.1)/0.28(27.1) 1/4 4°/30°
Noise 8/14 0.18(22.1)/0.37(29.7) 1.5/4.5 4°/30°

For a better representation of the amount of non-linear distortion (second column), the THD@peak-values given in percent are provided in parentheses in addition to the dimensionless

parameter o

Rooms and masker configurations

Three room conditions were realized using headphone
auralization and BRIRs generated by the room acoustics simulator
(RAZR; Wendt et al., 2014). RAZR calculates early reflections up
to the third order using the image source model (Allen and
Berkley, 1979), while later reflections were calculated by a
feedback delay network (Jot and Chaigne, 1991). An assessment
of various common room acoustical parameters and subjective
ratings of perceived room acoustical attributes showed a good
correspondence between simulated and real rooms (see Wendt
et al., 2014; Brinkmann et al., 2019).

An anechoic room served as the reference, only providing the
direct sound. A small room with dimensions of 5.28 x 3.5 x 2.5m’
(length x width x height) and a room volume of 46 m?, was realized
with an average reverberation time of T60 of 0.35s (0.4, 0.37, 0.35,
0.32, and 0.29 s were observed for 0.25, 0.5, 1, 2, and 4kHz). These
parameters were motivated by the average values of reverberation
time measurements in furnished living rooms (Diaz and Pedrero,
2005). A large room with dimensions of 7.5 X 4.52 x 3 m® (~100 m?)
was used with an average T60 of 1.5s (1.53, 1.53, 1.56, 1.44, and
1.45sat 0.25,0.5, 1, 2, and 4kHz). The volume of the large room is
similar to the largest furnished living rooms measured by Diaz and
Pedrero (2005) which had on average a room volume of about
95 m’® and a T60 of about 0.6s. The longer T60 of 1.5s was chosen
to better represent environments with pronounced reverberation.

The target and masker sources were convolved with the BRIRs
such that they were placed on each of the positions as indicated in
Figure 1 for the target and maskers. In each of the three rooms, the
receiver and target had identical positions. Different masker
configurations were only examined in the small room. Figure 1
illustrates the condition 2M,,, with two spatially separated
maskers at £45° azimuth from the target position in the small
room. In the 1M, condition, only the left spatially separated
masker was presented. In the co-located masker configuration,
2M,,, the two maskers were spatially co-located with the target
(that always remained in the same position). In the separated
conditions, the masker to the left was always the ISTS speech
signal, while the masker to the right was always the pop music
excerpt. The direct-to-reverberant ratios between target and
receiver (DRRy), between left masker and receiver (DRRy ), and
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FIGURE 1

Illustration of the target, receiver, and masker positions in the
small room. The same target-receiver-masker positions relative
to the lower-left corner as the room origin were used in the
anechoic and large room. Accordingly, the distance between the
left masker and the upper wall increased from 0.5m to 1.5m.

between right masker and receiver (DRRy) are given in Table 2
for all three rooms.

The receiver-target-masker positions were asymmetrically
arranged in the room, with a distance of 2m between the target/
maskers and the receiver. All sources and the receiver were
positioned at a height of 1.7m above the floor. Such an asymmetric
arrangement in the room is more likely to occur in daily life than an
unnatural, completely symmetrical arrangement. The asymmetric
arrangement in the room results in small long-term level differences
between the ears caused by early reflections, while no such
differences are present for the direct sound. The fixed distance of 2m,
independent of the room, was chosen to represent a typical distance
between the receiver and the sound-emitting device, e.g., a TV.

Apparatus, procedure, and statistical
analysis

Listeners performed the experiments with dichotically
presented stimuli via Sennheiser HD 650 headphones, while
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TABLE 2 Room acoustical properties of the three different rooms.

10.3389/fpsyg.2022.994047

Room Volume (m?) T60 (s) DRR;y (dB) DRRy, (dB) DRRyspin (dB) DRRyy in (dB) DRRyy in (dB)
Anechoic - 0 o oo oo © 0

Small 46 0.35 —4.7/-4.3 —5.8/-3.5 —11/-1.8 —-2.5/-12.8 —~13.9/-1.6
Large 100 1.5 —6.7/-6.3 —7.8/=5.5 —13.5/-3.7 -3.1/-15.6 -16.6/-2.8

In each room the receiver-target/masker-source distance was 2m. The third column is the reverberation time T60 in s. All DRRs are provided for the left/right ear. DRRy- refers to the

target and the co-located maskers placed at 0° azimuth, while DRRy,- and DRRy;- refer to the target source positions at 4° and 30° azimuth (spatial distortions). DRRy; and DRRyy refer

to the spatially separated masker on the left (ISTS) and right (pop music), respectively. The values of DRRyge, DRRy, and DRRy5- were calculated from the receiver-target-source BRIRs.

DRRy;; and DRRy were calculated from the receiver-left-masker and receiver-right-masker BRIRs.

seated in a double-walled, sound-attenuated booth. The transfer
function of the headphones was digitally equalized to obtain a flat
frequency response in the artificial ear (B&K Type 4153). The level
of the reference and masker signals at 0° in the anechoic condition
was 61dB sound pressure level (SPL). Depending on the
reverberation time of the simulated room and the number of
maskers, the overall level could reach up to about 78dB
SPL. Subjects responded via a touchscreen. All audio files had a
sampling rate of 44.1 kHz.

All listeners started with the detection experiment, where only
speech signals were used. A three-alternative, forced-choice
(3-AFC) procedure was used to determine distortion-detection
thresholds. Three intervals were presented, and listeners had to
identify the randomly chosen interval containing the distorted
speech signal (target). The strength of the distortion was varied
according to a 1-up, 2-down procedure for estimating the 70.7%
correct point of the psychometric function (Levitt, 1971). To
reduce the measurement time, the 2-s speech target was separated
into two 1-s-segments that were randomly selected per trial.
Stimuli in each trial were separated by 300-ms silent intervals. The
initial and minimum step sizes used in the experiments are
provided in Table 1. After the minimum step size was reached, six
reversals were measured, from which the mean threshold was
calculated. The final threshold was the mean of the estimates from
two measurement runs. All measurements were performed using
the AFC-framework (Ewert, 2013). The detection experiment was
divided into two 45-min sessions. The order of presentation of
distortions was Latin-Square balanced, while the order of the room
conditions Anechoic, Small, Small,2M,,,, and Large, was
randomized. Prior to the actual measurement, a randomly selected
room condition was used as training run for each type of distortion.

For the (supra-threshold) audio-quality ratings, distorted
speech, guitar music, and noise were used as the target. A
measurement procedure applied in previous studies of Flefiner
etal. (2017, 2019) was used, similar to the Multiple Stimulus Test
with Hidden Reference and Anchor (MUSHRA, ITU-R, 2014).
Listeners had to rate quality differences between several distorted
targets, also denoted as test signals, and a given (unprocessed)
reference target, by using a numerical rating scale ranging from 0
(“very strong difference”) to 100 (“no difference”). To ensure that
listeners used the full range of the rating scale and to test the
reliability of the listeners’ ratings, a hidden reference (without any
distortions) and a strongly distorted anchor signal were included.
The audio signals were played in a loop and the listeners could
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listen as long as they wished. Listeners could also switch between
the different test signals at any time, in which case the audio
restarted at the beginning. The quality rating experiment was
divided into three sessions: In the first (test) and third (retest)
session the Effect of room was assessed, and in the second session
the Effect of masker configuration (test-retest) was assessed. In the
Effect of room sessions, participants rated audio quality for
distorted speech, guitar, and noise targets randomly presented in
the Anechoic, Small and the Large room. In the Effect of masker
configuration session, participants rated distorted speech targets
for different configurations of interfering maskers in the Small
room. Prior to the actual measurement phase in the first and
second session a training run to familiarize the participants with
the procedure was performed.

The results of the initial detection experiment were used as the
criterion for participation in this study. The mean values of the
listener’s detection and discrimination thresholds had to be below
the values given in Table 1 for the speech target with mild
distortions. Five listeners had intensity JNDs slightly above the
intended limit of 1.5 dB, but were included given that they clearly
fulfilled the entrance criterion for the other three distortions. In
total, nine of 25 initially screened listeners did not pass the
criterion, resulting in the 16 participants of this study.

For statistical analysis, repeated-measures analysis of variance
(ANOVA) was applied using IBM SPSS. Greenhouse-Geisser
correction was applied if sphericity was violated. Bonferroni
correction was applied in the post-hoc pairwise comparisons. The
effect  size  of  contrasts  was  calculated  as
ES = \/[F(l,ab’)] / [F(l,ab’) + ab’] , where F and df refer to the
F-ratio and the residual degrees of freedom, respectively.

Results
Detection and discrimination thresholds

In the following, the mean distortion detection thresholds and
discrimination JNDs for the speech target based on the average
across sixteen listeners are reported.

Figure 2 shows detection thresholds for the four types of
distortions as black filled symbols in the different panels. The
abscissa represents the four room configurations: Anechoic, Small
(mild reverberation), Small,2M, (mild reverberation plus two
spatially separated maskers), and Large (moderate reverberation).
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The panels show detection thresholds (black closed symbols) for
the four types of distortions in the speech target presented
without reverberation (Anechoic room), with mild reverberation
(Small room), with mild reverberation and two maskers
(Small,2M,.,), and with moderate reverberation (Large room). The
rooms are represented by squares, circles, and diamonds,
respectively. Here and in the following figures, statistically
significant pair-wise comparisons based on levels of 0.05, 0.01,
and 0.001 are reported by *, ** and ***, respectively. Red open
symbols refer to predicted data. For non-linear saturation, in
addition to the dimensionless parameter o, the right y-axis
provides the THD@peak in percent.

Detection thresholds for spectral ripples are given as peak-to-
valley ratio in dB, for non-linear saturation as the value of the
dimensionless non-linearity parameter a (left y-axis), and the
THD for the peak value of the reference signal (THD@peak) in
percent (right y-axis). Discrimination thresholds for intensity-
based distortions are reported as intensity JNDs in dB SPL, and
spatial distortions are given as azimuth JNDs in degrees.

As shown in the upper panel of Figure 2, speech signals
distorted by spectral ripples had significantly higher detection
thresholds in the Anechoic (peak-to-valley ratio of 7.2 dB) than in
the Large room (peak-to-valley ratio of 6.1dB). Conversely, for
non-linear saturation, listeners had significantly lower detection
thresholds in the Anechoic than in the Large room with moderate
reverberation. Intensity JNDs for the room configurations
Anechoic, Small and Large ranged between 1.3 and 1.4 dB, while a
JND of 2.6 dB was observed for Small,2M,. Post-hoc comparisons
showed no significant intensity JND differences between the room
configurations Anechoic, Small, and Large. Similar azimuth JNDs
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TABLE 3 Individual test—retest PCC for each of the 16 listeners.

Listener “Rooms” “Maskers” Overall
#1 0.92 0.99 0.95
#2 0.94 0.93 0.93
#3 0.88 097 091
#4 0.9 0.95 0.92
#5 0.99 0.99 0.99
#6 091 0.93 0.92
#7 0.88 0.93 0.9
#3 0.92 0.93 0.92
#9 0.89 0.95 0.9
#10 0.89 0.97 091
#11 0.9 0.93 091
#12 0.93 091 0.93
#13 0.92 0.97 0.93
#14 0.96 0.96 0.96
#15 0.89 0.93 0.9
#16 0.9 0.9 0.9

The first column refers to the listener, while the second and third columns refer to PCC
scores based on audio quality ratings for the experiments Effect of room and Effect of
masker configuration, respectively. The last column shows the overall PCC for both
experiments.

of 1.9° and 2° were observed for the Anechoic and the Small
room, while significant higher JNDs of about 11.7° and 8.9° were
found for the Small,2M,,,

A 2-way repeated-measures ANOVA [distortion (spectral

and the Large room.

ripples, non-linear saturation, intensity, spatial), room (Anechoic,
Small, Small,2M,.,, Large)] showed a significant main effect of the
factors distortion, F(2, 29.8)=87, p<0.001, and room, F(1.4,
20.5)=39, p<0.001. Moreover a significant two-way interaction
between the factors distortion and room, F(2.4, 35.3) =33, p<0.001
was found. Statistically significant differences (post-hoc test)
based on levels of 0.05, 0.01, and 0.001 are indicated in Figure 2
by *, **, and ***, respectively.

In summary; it can be concluded that the presence of maskers
had a strong effect (ES=0.86), while mild reverberation alone
(Small room) had only a small effect (ES=0.13), suggesting that
results in anechoic conditions are transferable to conditions with
mild reverberation.

Supra-threshold quality ratings

Listener’s individual scores were averaged across test and
retest. The test-retest Pearson-Correlation-Coefficient (PCC) of
the data was 0.91 and 0.95 for Effect of room and Effect of masker
configuration, respectively. For more details, test-retest PCCs for
each of the 16 listeners are provided in Table 3.

Effect of room

In Figure 3, the subjective quality scores (averaged across all
16 listeners; error bars indicate one inter-individual standard
deviation) for speech (upper panel), guitar (middle panel) and
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noise (lower panel) signals impaired by spatial, non-linear,
spectral, and intensity distortions are shown for the Anechoic,
Small, and Large rooms, indicated by black-filled squares, circles,
and diamonds, respectively. The ordinate shows the quality
scores, ranging from 0 (“very strong difference”) to 100 (“no
difference”). The abscissa indicates the hidden reference, anchor,
distortions

and each of the four having mild and

moderate amounts.

10.3389/fpsyg.2022.994047

A clear difference of about 21 points on the MUSHRA scale
between listeners’ ratings for mildly and moderately distorted
signals can be observed for each of the four distortions. The hidden
reference always received the highest rating, while the anchor
signal always received the lowest rating, as intended by the
experimental design. For the speech target (upper panel), only
slight differences in the quality scores between the three rooms
were observed. A stronger effect of reverberation was observed for
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FIGURE 3
The upper, middle, and lower panels show supra-threshold audio quality ratings for speech, guitar music, and noise (black filled symbols). The
ordinate represents quality scores ranging from O (“very strong difference”) to 100 ("no difference”). The abscissa represents the hidden reference,
anchor, and type of distortion (mild and moderate amount). The Anechoic, Small, and Large room are represented by squares, circles, and
diamonds, respectively. Statistically significant pairwise comparisons between rooms are indicated by the asterisks. The red and small green open
symbols refer to GPSM® and BAM-Q predictions, while gray and small blue symbols refer to GPSM and BAM-Q predictions for which only the
direct sound and early reflections of the BRIRs were considered.
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guitar music and noise (middle and lower panels). Here,
reverberation showed a particularly strong impact on spatial and
non-linear distortions. For non-linear saturation, quality ratings
increased with increasing T60 and decreasing DRR. For spatial
distortions, quality ratings were lower for noise presented in the
Small room than in the other two rooms. Although counterintuitive,
such a behavior was - to some extent - also observed for speech
and guitar signals.

A 4-way, repeated-measures ANOVA [distortions (spatial,
non-linear, spectral, intensity), room (Anechoic, Small, Large),
stimuli (speech, guitar, noise), effect strength (mild, moderate)]
showed a significant main effect of the factors distortion, F(1.5,
22)=72, p<0.001, room, F(2,30)=7.5, p<0.01, and strength, F(1,
15)=185, p<0.001, while no significant effect was found for
stimuli, F(2,30)=2.7, p=0.84.

Focusing on the effect of room in the data, only significant
interactions including the factor room are reported: There
were significant two-way interactions between the factors
F(4, 60)=5, p<0.01, and between the
39, p<0.001.
Moreover, three-way interactions between the factors stimuli,
room, and distortion, F(4.7, 71) =15.3, p<0.001 and between

room and stimuli,
factors distortions and room, F(3.2, 48)=

10.3389/fpsyg.2022.994047

the factors room, stimuli, and effect strength, F(4, 60)=4.3,
p<0.01 were found.

Taken together, the room had a significant effect on quality
ratings, depending on the type of distortion and the stimulus: For
speech, only slight differences across the anechoic and the two
echoic rooms were observed, in contrast to guitar music and noise.
Thus, for the assessment of speech quality, room reverberation
only appears to have a small effect. Regarding the type of
distortion, quality ratings for non-linear saturation depended
most strongly on the amount of reverberation.

Effect of masker configuration

Figure 4 shows average subjective quality scores and inter-
individual standard deviations (black filled circles) for the speech
target with spectral ripples (upper-left panel), non-linear
saturation (lower-left panel), intensity (upper-right panel), and
spatial (lower-right panel) distortions in the Small room as a
function of masker configuration.

The hidden reference without maskers (Ref) always obtained
the highest ratings, while the hidden reference with two spatially
separated maskers (Ref 2M,,) received about 9 point lower scores.
The anchor always received the lowest ratings, and no substantial
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FIGURE 4
Quality ratings (black filled symbols) for the speech target with spectral ripples, intensity distortion, non-linear saturation, and spatial distortions in
the Small room as a function of the masker configuration. Ref and Anchor refers to the hidden reference and the anchor signals. OM indicates no
masker. In the configuration 1M, the ISTS masker was presented at —45° azimuth relative to the viewing direction of the listener. In
configurations 2M.,, and 2M,, the ISTS and music maskers were presented at 0°, and +-45° azimuth. Statistically significant pairwise comparisons
involving masker configurations OM, 2M,, 2M,, are indicated by the asterisks. Red and small green open circles refer to GPSM* and BAM-Q
predictions.
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differences between the anchors with and without maskers
were observed.

The speech signal with mild spectral ripples was hardly
affected by the presence of maskers, indicated by similar ratings of
about 71 points. For moderate spectral ripples, a higher rating was
observed for spatially co-located (2M,,) or spatially separated
(2M,) maskers compared to the condition without (0 M) masker
(60 vs. 48 points, respectively). However, a pairwise comparison
showed no significant difference.

Lower quality scores were found for non-linear saturation
without maskers than with maskers. For both mild and moderate
distortions, listeners provided lower scores of about 10 points for
2M,, than for 2M,,.

For intensity distortions, higher quality scores were obtained
without maskers than with maskers: Quality scores for mild
intensity distortions were slightly lower (about 10 points) for

co-located (2M,,) than for spatially separated (2M,.,) maskers,

sep
while similar quality scores (about 71 points) were obtained for
moderate distortions under these two masker conditions.

The presence of maskers had only a slight effect on the
perception of spatial distortions. For both mild and moderate
distortions, only small differences of about 5 points between the
conditions 0M and 2M,, and between the conditions 0 M and
2M,., were observed.

A 3-way, repeated-measures ANOVA (distortion, effect
strength, masker) showed significant main effects of distortion,
F(2.2, 32.3)=14, p<0.001 and effect strength, F(1, 15)=74,
p<0.001, while no significant effect was found for masker.

Significant two-way interactions between the factors distortion
and effect strength, F(1.9, 28.4)=5, p<0.01, and between the
factors distortion and masker, F(2.9, 44.1)=13.9, p<0.001, were
found, together with a three-way interaction between factors
distortion, effect strength and masker, F(6, 90)=3.5, p<0.01.
Pairwise comparisons (indicated by the asterisks in Figure 4)
showed some significant effects of masker for non-linear
saturation and intensity distortions. Thus, although no main effect
of masker was found, quality ratings for non-linear saturation are
more affected by maskers than the other distortions, as also
observed for the effect of room.

Comparison of individual results across
conditions and outcome measures

To assess the relation of listener’s individual distortion
detection and discrimination thresholds, a one-tailed correlation
analysis was performed. The upper right side of Table 4 shows
significant correlations (indicated as asterisks) between the
listeners” thresholds in the room configurations Anechoic (A),
Small (S), Small,2M,,, (S,2M,,), and Large (L) for spectral ripples,
non-linear saturation, and intensity distortions. Such a
relationship was not observed for spatial distortions. Thus, for
(monaural) spectral ripples, non-linear saturation, and intensity
distortions, the listeners’ performance in anechoic, “classical
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psychoacoustic test” conditions might be a good indicator for their
performance in echoic rooms with mild to moderate reverberation,
and for acoustic environments with maskers.

Table 4 further indicates a significant correlation between
spectral ripples and non-linear saturation. However, no
relationship was found between spectral ripples and intensity
distortions nor between spectral ripples and spatial
distortions.

For the most complex scene in the detection experiment
involving two maskers, Small,2M,,,, significant correlations are
shown in Table 4 for most of the distortions. Here, the presence of
the maskers (and the corresponding masking of the target) likely
dominates effects, resulting in the significant correlations.

The same correlation analysis as applied to distortion
detection thresholds was also applied to the quality ratings, and is
shown on the lower left side of Table 4. For clarity, only correlations
for mildly distorted signals were reported in Table 4, which are
comparable to those from the moderate distortions. For spectral
ripples, non-linear saturation, and intensity distortion in different
rooms (see Figure 3), a similar correlation pattern as observed for
detection thresholds was found for speech and guitar music, but
not for noise signals.

Quality ratings (see Figure 4) under conditions without
maskers (0 M), with two co-located (2M,,) and separated maskers
(2M,qp
four types of distortions and distortion strength (mild, moderate)

) more often revealed significant correlations between the

within a certain masker configuration, than between the different
masker configurations (not shown). This indicates that for a
certain masker configuration (e.g., 2M,,), listeners provided
consistent individual ratings across the different types of
distortions and distortion strength, but not across different masker
configurations. This observation agrees with the significant
correlation found between individual detection and discrimination
thresholds for each of the four distortions in the condition
Small,2M,,,, and suggests that the perception of distorted signals
in CAEs may depend on the individual ability to separate the
distorted speech target from the maskers.

A one-tailed correlation analysis was used to examine a
potential relationship between the listeners’ performance in the
detection/discrimination thresholds and the supra-threshold
quality ratings. A significant correlation was only found for
spectral ripples, as indicated in Figure 5 that shows the individual
quality scores as a function of the detection thresholds for the
Anechoic (upper panel) and the Small room (lower panel). Quality
scores increased with increasing detection thresholds, indicating
that (sensitive) listeners provided lower quality scores than
listeners with higher detection thresholds.

Applicability of auditory models to
CAEs

The application of (reference-based) auditory models is a
common way to assess the contribution of energetic and
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TABLE 4 Statistically significant correlations for the detection and discrimination thresholds are represented as black asterisks in the upper right

segment.
Distortions  Room Spectral ripples Non-linear Intensity Spatial
A S S2M,, L A S S2M,, L A S S2M,, L A S S2M, L
Spectral ripples A - o o ok o * o ok
S ok _ ok ok ok * ok ok * *
S’ZMR‘p _ ok sk Hok ok S *
L dk — sk * ok Aok *
*
Non-linear A ok x _ o * % s
s Ed
S * i *K - sk ok * sk ok
Hk sk ek
$,2M, - *k # "
L ek % g _ sk 5
sk F e ek
Intensity A - ik ok ke .
S * % _ * EX)
S2M,, _ sk sk %
L % E kK - *
K3k kK
Spatial A o -
S * ES -
S2M,, - i
L * sk _

Significant correlations for the quality ratings for mildly distorted speech, guitar, and noise signals are shown as red, blue, and green asterisks in the lower left segment. Significance levels
0f 0.05, and 0.01 are reported by *, and **, respectively. Distortions and room configurations are given in the headers of the rows and columns. The abbreviations A, S, and L refer to the
Anechoic, Small, and Large room, while S,2M, refers to the Small room with two spatially separated maskers.

amplitude modulation masking. Here, the GPSM (Biberger and
Ewert, 2017), which has been shown to account for several
psychoacoustic detection and masking experiments with less
complex stimuli (e.g., pure tones and noise), was used as
monaural auditory model for predicting data from the detection
and discrimination experiments. The monaural audio quality
model GPSM¢ (Biberger et al., 2018), which previously
successfully predicted subjective quality ratings for different types
of distortions and stimuli (see also, Flef3ner et al., 2019; Biberger
et al,, 2021), was applied to the quality ratings. Both models are
based on short-term power and envelope power SNRs.
Additionally, the binaural auditory model for audio quality
(BAM-Q; Fle3ner et al, 2017), based on the binaural
psychoacoustic model front end of Dietz et al. (2011), was applied
for the spatial distortion. BAM-Q predictions are based on the
combination of the sub-measures ILDs, ITDs, and interaural
vector strength. The same AFC-framework (Ewert, 2013) and the
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stimuli as used for the detection and discrimination
measurements were also used for GPSM simulations. For audio
quality predictions, the same sound files presented to the listeners
during the audio quality rating experiments were provided to the
quality models, whereas the left and right ear channels were
concatenated to a one-dimensional vector when the monaural
GPSM was applied. For quality predictions with maskers, an
additional preprocessing step was introduced that removed signal
parts with a signal-to-noise ratio (SNR) below —10dB. The
preprocessing had perfect a-priori knowledge about the target
and the masker signals, similar to the assumption in models, to
form an ideal binary mask (IBM; e.g., Wang, 2005; Brungart et al.,
2006) to examine the consequences of energetic masking on
speech intelligibility. A linear transformation was applied, to map
the predicted quality scores onto the same scale, ranging from 0
(“very strong difference”) to 100 (“no difference”), as used for
listener ratings. In Figures 2-4, predictions of GPSM and GPSM*
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FIGURE 5

Relationship between listeners’ quality scores (ordinate) and
detection thresholds (abscissa) for linear distortions in the speech
target in the Anechoic and Small rooms (upper and lower panel).
Mild and moderate distortions are represented by black and gray
symbols, respectively. Linear regression models fitted to data are
shown as solid lines. Statistically significant effects based on
levels of 0.05, and 0.01 are indicated as * and **

are shown as red open symbols, whereas BAM-Q predictions are
shown as small green open symbols.

Detection and discrimination thresholds

The GPSM captures only monaural cues, and therefore no
predictions are shown for the spatial distortions. For spectral
ripples, lower thresholds were predicted for the Small and the
Large room than for the Anechoic room, similar to measured
thresholds. For non-linear saturation, higher thresholds were
predicted for the Large room than for the Anechoic and Small
room, also in agreement with the measured data. Predicted
intensity JNDs showed no systematic differences between the
Anechoic, Small and Large rooms. With the exception of the
predicted threshold for speech with spectral ripples in small,2M,
model predictions consistently showed lower thresholds and
smaller JNDs than measured data. Despite this, generally the
higher sensitivity, GPSM-based predictions captured most of the
room- and masker related consequences on thresholds and JNDs
for those distortions. Accordingly, it is expected that the GPSM is
generally applicable for the prediction of distorted speech signals
in CAEs, while the higher sensitivity hints in the direction of
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(higher-level) cognitive effects not covered by the modeled
energetic- and amplitude-modulation masking.

Supra-threshold quality ratings

Regarding the effect of room, GPSM* scores for speech, guitar
and noise signals with mild distortions were always higher than
with moderate distortions (see Figure 3). Monaural GPSM¢ quality
predictions for binaural distortions in the speech and guitar
signals largely agree with listener’s quality ratings in the anechoic
condition, but not with those in the echoic Small and Large rooms.
In these monaural predictions only spectral differences were taken
into account: The change of the target source position of 4°
azimuth relative to the reference position (0° azimuth) resulted in
large spectral differences for the echoic conditions in GPSM¢,
related to differences in the sound-reflection patterns and late
reverberation for the two target source positions. The similarity of
the listeners™ quality scores under those conditions suggests that
only differences in the (unaltered) direct sound were considered
by the listeners, ignoring the effects of reverberation. This was
tested by considering only the direct sound (and early reflections)
of the BRIRs in the model, which is conceptually similar to the
approaches used by, e.g., Rennies et al. (2014) and Leclere et al.
(2015) to simulate the effect of reverberation on (binaural) speech
intelligibility by separating the early (useful) from the late
(detrimental) room reflections. Gray open symbols in Figure 3
represent GPSM predictions using a 5-ms window, starting with
the direct sound. This modification clearly improved prediction
accuracy for the mild spatial distortions and did not degrade
prediction accuracy for moderate spatial distortions. For moderate
spatial distortions, it can be expected that monaural spectral
differences would have had only a minor effect on listeners’ quality
ratings. Binaural predictions were also improved when using the
same 5-ms window (small blue symbols), less, however, than for
the monaural predictions.

For non-linear distortion, there are more pronounced
differences in the listeners’ quality ratings between room
conditions than observed in predicted scores, particularly for
guitar and noise signals. GPSM? mainly predicts higher scores for
speech in the Large room than in the other two rooms. Measured
and predicted quality scores of speech, guitar and noise signals
with spectral ripples showed no substantial effect of room
reverberation. Similarly, no room dependence was observed in the
measured and predicted quality scores for intensity distortions in
speech and guitar signals. A room effect was only observed for
noise signals with moderate intensity distortions, where listeners
provided significantly higher ratings for the Anechoic and Small
rooms, than for the Large room. Such differences were not
observed by GPSM prediction. Given that the intensity distortions
cause loudness differences between the reference and the distorted
signal, loudness models (e.g., Chalupper and Fastl, 2002; Pieper
et al., 2018) may account for the observed differences. However,
loudness predictions (not shown) of the dynamic loudness model
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(DLM; Chalupper and Fastl, 2002) provided a similar loudness
ratio between reference and test signal of about 1.3 in the three
rooms used, suggesting similar perceived loudness differences.
Thus, neither the GPSM? nor the DLM predicted the observed
effect of room for moderate intensity distortions with noise.
Despite such deviations, GPSM? achieved an overall good
prediction performance for audio quality of distorted signals in
rooms with different reverberation times, indicated by a Pearson
correlation coefficient of 0.8 and a Spearman rank correlation
coefficient of 0.75.

For the different masker configurations (speech target),
predicted quality scores of GPSMY are shown in Figure 4. The
preprocessing only kept unmasked and thus reliable time
segments of the target. The predicted quality scores for anchor
signals and spectral ripples, non-linear saturation, and spatial
distortion agree well with the data. The preprocessing assumes
that masked segments of the distorted target do not affect the
listeners” quality ratings of the entire distorted signal. Given the
accurate predictions, this assumption appears to be valid for
anchor signals and spectral ripples, non-linear saturation, and
spatial distortion, suggesting a certain degree of invariance of the
perceptual quality attributes of the target auditory object in the
presence of maskers. For intensity distortions, lower quality scores
were obtained with maskers than without maskers by the listeners,
whereas similar scores were predicted with and without maskers.
For intensity distortion, listeners” quality ratings are likely based
on a comparison between the target loudness of the reference and
the test signal. Hypothetically, the reduced number of spectro-
temporal segments (or observations) of the target available to the
auditory system in the presence of the masker decreases the
perceived target loudness. A comparable effect of maskers on the
target loudness was also observed by Fichna et al. (2021), where
the loudness of the target speaker decreased with an increasing
number of maskers. Consequently, target loudness (as the
presumably underlying quality attribute for the intensity
distortions) is invariant in the presence of other interfering
auditory objects and masking effects have to be taken into account
(see upper right panel of Figure 4). Overall, GPSM! predictions
agreed well with subjective quality ratings for distorted signals in
the presence of maskers, indicated by a Pearson correlation
coefficient of 0.87 and a Spearman rank correlation of 0.89.
Binaural BAM-Q predictions for the spatially distortions show a
similar pattern as observed in the measurements. Surprisingly,
BAM-Q predicted higher quality scores for the anchor signal
(target position at 40°) than for the speech target with moderate
spatial distortions (target position at 30°). While BAM-Q observed
larger ITD differences for the 40° target position than for 30°,
lower ILD differences were observed, with no substantial
differences for IVS. The final quality measure provided by BAM-Q
was obtained by combining ILD, ITD, and IVS differences, with
ILDs receiving the strongest weighting (see Section “Applicability
of auditory models to CAEs” in Flefiner et al, 2017), thus
explaining the surprisingly high quality ratings for the
anchor signal.
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Discussion
Detection and discrimination thresholds

No statistically significant differences between the Anechoic
and the Small room occurred for the detection thresholds of the
four distortions, suggesting that anechoic thresholds are also
representative for rooms with mild reverberation (T60: 0.35s), as
typically encountered in home environments. Conversely, with the
exception of intensity distortion, significant threshold differences
were found between the Large room with moderate reverberation
(T60: 1.5) and the other two rooms. The absence of any effect of
intensity distortion can be expected, given that neither spectral,
nor amplitude modulation, nor spatial changes were introduced.
All room acoustic features, such as the pattern of early reflections
and the DRR, were invariant to the level changes introduced in the
intensity distortion.

For spectral ripples, one reason for lower thresholds in the
Large room might be an improved audibility of spectral ripples
in certain frequency regions because of the room’s modal
structure. Similarly, Toole and Olive (1988) observed a better
detectability of signal resonances in echoic than in anechoic
rooms, which was presumably a result of an improved audibility
of such resonances. According to the representation of power-
based SNRs in the auditory model GPSM, the most dominant
spectral differences between the Anechoic and the Large room
occurred below 800 Hz.

Non-linear saturation resulted in additional frequency
components at higher signal levels, which likely provided spectral
or amplitude modulation cues to the listeners. A comparison of
the power- and envelope-power SNR representation (across
auditory and modulation filters) showed increased energy
between 2kHz and 3.15kHz for non-linear saturation under
anechoic conditions. Particularly large differences were observed
in high modulation filters (above 64 Hz) at signal onsets. Such
differences were substantially reduced with moderate
reverberation in the Large room.

Substantially increased position JNDs for the target in the
Large room suggest a degradation of binaural cues in the signal
onsets. For sound localization, e.g., Wallach et al. (1949), Blauert
(1971) have shown that the direction of the sound that arrives at
the ears first dominates perception compared to later-arriving
reflections from other directions. Accordingly, signal onsets are
important for sound localization in real rooms (e.g., Stecker and
Moore, 2018), as the onsets may be less impaired by overlap
masking. To interpret the current results, a binaural auditory
model (Dietz et al., 2011) was also applied here (not shown). Only
the direct sound and early reflections up to 50 ms after the direct
sound were analyzed, reflecting a simplistic simulation of the
precedence effect motivated by, e.g., Haas (1972) and Lochner and
Burger (1964). Consistently pointing ILDs (> 1,500 Hz) and ITDs
(< 1,500 Hz) were found for the Anechoic and Small rooms, but
more strongly fluctuating ITDs were found for the Large room.
Only slight differences in ILDs (> 1,500Hz) were observed
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between the Small and the Large rooms, suggesting that ITDs
served as a main cue under the current room conditions.

Maskers (here the interfering ISTS speech signal and pop
music) caused a substantial increase of detection and
discrimination thresholds for all four distortions. As supported by
the model simulations, this is a direct consequence of the reduced
amount of distorted spectro-temporal speech segments available
to the listeners, hampering the detection of distortion effects in
the target. Thus, particularly for CAEs with mild reverberation,
the effect of masking caused by interfering sounds is most relevant.

The correlation analysis for listener’s individual thresholds
(see Section “Comparison of individual results across conditions
and outcome measures”) indicated that well-performing listeners,
who obtained low detection thresholds for linear, non-linear
saturation and intensity distortions in the Anechoic room, mostly
remained good performers in the echoic rooms with and without
maskers. Conversely, this was not observed for spatially distorted
speech. Overall, findings of the correlation analysis suggest that
for spectral ripples, non-linear saturation, and intensity distortion,
the individual listener’s performance under anechoic conditions
might be a good indicator for their performance in CAEs with
mild- to moderate reverberation and maskers, but not for
spatial distortion.

Supra-threshold quality ratings — Effect
of room

Overall, the supra-threshold perception of distortions was
affected by reverberation, as supported by the significant main
effect of room on quality ratings. However, the effect depended on
the stimulus and the type of distortion, as indicated by the
significant interactions reported in Section “Effect of room™:

Quality ratings for spectral ripples were hardly affected by
reverberation. Although no significant effects were found, the
trend that for all three stimuli, spectral ripples were rated higher
in the Anechoic room than in the Small and Large rooms, agrees
with the effects found in the detection experiment.

For signals distorted by non-linear saturation, higher quality
ratings were obtained in reverberation than in the Anechoic room.
Here, as observed for detection thresholds, reverberation is
expected to mask distorted parts of the signals. As shown in
Figure 3 and indicated by the interaction between factors stimuli
and room, non-linear saturation in guitar music and noise was
more effectively masked by reverberation than in the speech
signal. This is presumably based on differences in the signal
properties of the fluctuating speech, and guitar signals and the
stationary noise signal: Non-linear saturation mainly affects signal
peaks in fluctuating targets, which provide high SNRs in
reverberation, while harmonic distortions in noise mainly result
in perceivable spectral coloration changes.

For intensity distortion, room reverberation had no effect on
the listeners’ quality ratings, except for moderate intensity
distortion in noise. Here, the lower quality ratings in the Large room
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compared to the Anechoic and Small rooms, imply larger perceived
differences. The dominating supra-threshold cue associated with
intensity is loudness. Accordingly, a loudness model (Chalupper
and Fastl, 2002) was applied in Section “Applicability of auditory
models to CAEs,” but did not explain the lower quality ratings in
the Large room for that specific condition (see lower panel in
Figure 3), but agreed with the other quality ratings for intensity
distortions. Overall, for intensity distortions it can be summarized
that reverberation had no, or only a minor, effect on quality ratings
as already observed for intensity JNDs (see Figure 2).

For spatially distorted noise signals, lower quality ratings were
obtained in the Small room than in the Anechoic and Large
rooms. This appears counterintuitive, given that a smaller effect of
reverberation would be assumed for the Small than for the Large
room. Here, listeners may have rated spectral differences instead
of spatial differences: A comparison of the (third-octave-
smoothed) frequency spectra of the noise target at 0° and 4° in the
Small room shows level differences between frequencies of 850 Hz
to 1,440 Hz of up to 3 dB, while only slight level differences were
observed in the Large room. Therefore, spectral as well as binaural
cues appear relevant for the perception of spatial distortions,
depending on the specific echoic environment.

A central question of this study was if listeners who showed
lower detection thresholds than other listeners were also more
sensitive in the quality ratings than the others. Such relationship
would allow making individual adjustments in, e.g., hearing
devices, purely based on distortion detection thresholds. The
correlation analysis revealed a significant correlation between
detection thresholds and quality ratings for speech signals with
spectral ripples. Therefore, information about the listener’s
threshold for spectral ripples might be sufficient for an
individualized adjustment of hearing devices concerning spectral
ripples when focusing on speech quality.

Supra-threshold quality ratings — Effect
of masker configuration

Based on the models applied in this study and the concept of
energetic masking, it is expected that listeners base their quality
judgements on reliable (unmasked) spectro-temporal segments of
the distorted target in the presence of fluctuating maskers. For
equally distributed distortions over time, it thus appears plausible
to expect only slight differences between quality ratings with and
without maskers, given that the effect of distortion is observable
in the unmasked spectro-temporal segments. For non-equally
distributed distortions, differences can be expected when, e.g.,
more-strongly distorted segments are masked, while mildly
distorted segments are not masked. Such a behavior was observed
for (moderate) spectral ripples and non-linear saturation where
listeners rated quality higher for the masked than for the
unmasked distorted target (speech) as shown in Figure 4. Here,
saturation distortions considered in this study were unequally
distributed over time, as they only occurred at higher signal levels.
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Although the spectral ripples applied in this study are in principle
equally distributed over time, the spectral composition of the
target changed over time, and thus provided spectro-temporal
segments where the distortions were easier to detect than in other
segments. This interpretation agrees well with the quality
predictions shown in Figure 4, where audio quality was estimated
using only reliable and unmasked segments of the distorted target
(with an SNR>= —10dB).

For intensity or spatial distortions, the presence of maskers
lowered the perceived quality. Intensity distortions were
introduced by decreasing the overall level of the target. Therefore,
in the quality ratings for intensity distortions, listeners likely rated
loudness in comparison to the reference. Accordingly, the
observed lower scores in the presence of maskers might reflect a
lower perceived loudness of the target, as parts were masked and
not accessible to the listeners. A similar observation was made in
Fichna et al. (2021), where the loudness of a target speaker was
decreased as the number of the maskers was increased. A masker-
induced loudness reduction was also observed in the data of a
“classical” loudness experiment presented in Figures 8-10 in Fastl
and Zwicker (2006) where the loudness of a 1-kHz tone was
reduced as a stationary pink-noise masker was added to the tone.

As for intensity distortions, a slight tendency for lower quality
ratings in the presence of maskers was also observed for spatial
distortions. Surprisingly, no difference between quality ratings was
observed for co-located and spatially separated maskers. Here, it
might be expected that the target at 4° azimuth (mild spatial
distortion) was more efficiently masked by co-located maskers (at
0°) than by separated maskers (at +45°), while the moderate
spatial distortion at 30° azimuth was more efficiently masked by
the separated maskers than by co-located maskers. However, the
diversity of the ISTS and pop-music maskers and the speech target
may have facilitated segregation and direction estimation of these
perceptually very different sound sources.

Another interesting effect was observed for the quality ratings
assigned to the reference with and without maskers. On average,
listeners rated the reference with maskers (2M,,) 9 points lower
than without maskers. Here, the maskers likely introduced an
uncertainty about the reference and affected the overall rating.
Only one listener ignored the maskers and provided a rating of
100 points. This uncertainty effect is an important finding for
reference-based audio quality predictions, as quality differences
between the reference with and without maskers cannot simply
be predicted by only taking unmasked spectro-temporal segments
of the reference signal into account (which would not predict any
quality difference). Accordingly, for audio quality models, an
uncertainty has to be considered, which may depend on the spatial
position of the masker, the number and the type of maskers.

Implications for auditory models

Detection and discrimination thresholds were more accurately
predicted than quality ratings, showing that basic sensory cues are
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reasonably well represented in the model’s auditory preprocessing.
As shown in Figure 2, GPSM consistently predicted lower
thresholds and JNDs than observed in the data. Such higher
sensitivity of the model compared to the listeners could be reduced
by introducing additional internal noise as suggested in earlier
studies (Dau et al., 1997; Wallaert et al., 2017; Ewert et al., 2020)
to represent further cognitive effects, which might be related to
segregation of the target from the scene.

While GPSM captured most of the effects of reverberation on
quality ratings, it strongly overestimated the spectral differences
related to differences in the sound reflection patterns between
target positions of 0° and 4°. GPSM¢ predictions can be improved
when only the direct sound and very early reflections of up to 5ms
are analyzed, both considered as “useful,” whereas late room
reflections are considered as masker (“detrimental”). The same
5-ms temporal window also improved binaural quality predictions
of BAM-Q for spatially distorted speech signals in echoic rooms.
The underlying cognitive effects of separating and segregating
direct sound and (typically correlated) early sound reflections,
from typically uncorrelated late reverberation, representing a
background “masker;” have to be considered for future modeling.

For quality predictions in the presence of maskers, a
preprocessing was applied to the waveform of the signals, removing
“unreliable” temporal segments with an SNR below —10dB. In
contrast to the data, without such a preprocessing, GPSM? would
predict higher quality scores for conditions with maskers, because
the model would observe reduced differences between the test and
reference signal for temporal segments dominated by the masker. As
shown in Figure 4, quality predictions of GPSM? with preprocessing
for spectral ripples, non-linear saturation, and spatial distortion
agreed well with data; they did not, however, capture the effect of
maskers for intensity distortions. Here, instrumental measures
would have to predict an apparent lower overall target loudness for
acoustic environments with maskers than without maskers.

Summary and conclusion

Detection thresholds and supra-threshold audio quality ratings
of spectral ripples, non-linear saturation, intensity, and spatial
distortions of a target in complex acoustic environments was
investigated. The complexity of the environments was changed by
varying the number of maskers and the amount of reverberation.
Speech served as the main target in all conditions, while the effect
of reverberation was additionally examined for a guitar and pink-
noise target. The following conclusions can be drawn:

o Detection thresholds for distorted speech targets in
anechoic and mild reverberation showed no significant
differences, suggesting that findings in anechoic conditions
are transferable to conditions with mild reverberation.
Conversely, a significant effect of moderate reverberation on
detection thresholds for spectral ripples, non-linear
saturation, and spatial distortion was found, indicating the
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relevance of additional measurements with moderate
reverberation when assessing performance in CAEs.

o Reverberation showed only a small effect on quality
ratings for distorted speech, but had a stronger effect on
guitar and noise signals. This effect is presumably based on
differences in the signal properties of the fluctuating speech,
guitar music and the stationary noise, that changes the sound
character of the distortions.

o Increased detection thresholds for distorted speech in
the presence of two maskers were measured compared to the
situations without masker. The effect of maskers on quality
depended on the type of distortions. In connection with the
model analysis, it appears that quality ratings were based on
unmasked temporal speech segments.

o Asignificant correlation between listeners’ individual
detection thresholds and their quality ratings for spectral
ripples in speech targets was found. Sensitive listeners with
low detection thresholds also provided lower quality scores
than listeners with higher detection thresholds.

. The GPSM (Biberger and Ewert, 2017) and the GPSM?
(Biberger et al,, 2018), captured the main effects of CAEs on
detection thresholds and quality ratings in different room- and
masker configurations, indicated by Pearson linear-correlation
coeflicient values of 0.8 and 0.87, respectively. For accurate
quality predictions in the presence of maskers, a preprocessing
that only provided “reliable” speech segments to GPSM¢!
was required.
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Human listeners are more sensitive to tones embedded in diotic noise when
the tones are out-of-phase at the two ears (NgSy) than when they are
in-phase (NoSp). The difference between the tone-detection thresholds for
these two conditions is referred to as the binaural masking level difference
(BMLD) and reflects a benefit of binaural processing. Detection in the NS
condition has been explained in modeling studies by changes in interaural
correlation (IAC), but this model has only been directly tested physiologically
for low frequencies. Here, the IAC-based hypothesis for binaural detection
was examined across a wide range of frequencies and masker levels using
recordings in the awake rabbit inferior colliculus (IC). IAC-based cues were
strongly correlated with neural responses to NgS; stimuli. Additionally,
average rate-based thresholds were calculated for both NoSp and NSy
conditions. The rate-based neural BMLD at 500 Hz matched rabbit behavioral
data, but the trend of neural BMLDs across frequency differed from that
of humans.

binaural masking level difference, binaural cues, binaural detection, interaural
correlation, midbrain

Introduction

Human listeners benefit from binaural hearing in detection tasks. For example, in
the tone-in-noise (TIN) detection task, the threshold for detection of out-of-phase tone
in identical noise at the two ears (NS ) is lower (i.e., better) than that for detection of an
in-phase tone (N¢Sp) (e.g., Hirsh, 1948; Hawley et al., 2004). The difference in detection
thresholds between the N¢Sy and NS conditions is referred to as the binaural masking
level difference (BMLD).

In NoSy stimuli, the difference between the tone-plus-noise waveforms at the two
ears results in differences in interaural time or phase and level differences (ITDs, IPDs, or
ILDs), as well as changes in the interaural correlation (IAC) (e.g., Domnitz and Colburn,
1976; Bernstein and Trahiotis, 1996). The statistics of the interaural phase and level cues,
and their distributions for different signal-to-noise ratios (SNRs) for stimuli used in
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binaural detection experiments are described in Zurek (1991).
Experiments designed to distinguish the relative importance
of dynamic ITD vs. IAC cues have suggested that ITD is
most important for 500-Hz binaural detection (van der Heijden
and Joris, 2010). Furthermore, a psychophysical study that
manipulated ITD and IAC cues over a wide range of frequencies
showed that predictions for tone detection differ for ITD and
IAC cues (Culling, 2011), and as expected, the role of the ITD
cue is diminished at higher target frequencies. The challenge
of discriminating between models based on these cues, which
co-vary in stimuli used for binaural detection, was described
by Domnitz and Colburn (1976), who stressed the importance
of testing these models over a range of frequencies or other
stimulus parameters in order to distinguish the models. Several
subsequent models for binaural detection have focused on
detection of a decrease in IAC upon addition of a tone in the
NS condition and have tested this class of model across a wide
range of stimulus conditions (e.g., Colburn, 1977; Bernstein and
Trahiotis, 1997, 2017).

Human listeners can have substantial BMLDs (>3 dB)
up to at least 8 kHz (van de Par and Kohlrausch, 1999;
Goupell, 2012), yet physiological studies have mainly focused
on low frequencies, for which the BMLD is typically larger
(up to 20 dB, depending on bandwidth) (e.g., van de Par and
Kohlrausch, 1999). Early physiological studies of detection of
tones in NSy stimuli focused on sensitivity of low-frequency
neurons in the auditory midbrain (inferior colliculus, IC) to
ITDs (e.g., Caird et al., 1991; McAlpine et al., 1996; Jiang et al.,
1997a,b). Later physiological studies analyzed low-frequency
IC responses in terms of the IAC cue (Palmer et al.,, 1999;
Lane and Delgutte, 2005), and the effect of decorrelation was
estimated over a wider frequency range in the owl (Asadollahi
et al,, 2010). The current study extends this work by applying
an analysis of IAC cues to responses in the IC of awake rabbit
across a wide range of frequencies. If interaural decorrelation
explains neural responses to NoSy stimuli, then the difference
in average rate between IC responses to diotic noise and
binaurally uncorrelated noise should be correlated to the rate
difference between responses to the noise-alone condition and
the noise-plus-dichotic-tone condition. This correlation was
directly tested in this study.

Additionally, human psychophysical studies have shown
that BMLDs are robust across a range of noise levels (Buss et al.,
2003) and in a roving-level paradigm, in which stimulus level
was randomly varied from interval to interval (Henning et al.,
2005). Therefore, in the current study neural responses were
recorded over a wide range of noise levels to explore trends
across sound level.

The IC is a nearly obligatory synapse along the ascending
auditory pathway, thus all information available for perception
must be encoded at this level. This fact makes the IC an
interesting place to examine the relationship between neural
and behavioral response properties in tasks such as masked
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detection. The IC receives afferent inputs from nearly all of the
auditory brainstem nuclei (Cant and Oliver, 2018). IC neurons
are sensitive to several features of stimuli, including ITDs and
ILDs (Reviewed in Yin et al., 2019) and envelope frequency and
depth (e.g., Langner and Schreiner, 1988; Krishna and Semple,
2000; Nelson and Carney, 2007; Zheng and Escabi, 2013).
Addition of a dichotic tone to a diotic noise masker influences
all of these cues. However, individual IC responses are complex
in that each neuron responds to different cues with different
sizes and directions of rate changes. In the current study,
the sensitivities of individual neurons were evaluated using
standard physiological characterizations, such as modulation
transfer functions and responses to noise with ITDs and ILDs.
Responses were then tested for their correlation to the IAC
cue. Consistent with previous physiological and psychophysical
studies, our results support the importance of the IAC in shaping
IC responses to stimuli used to estimate BMLDs, and extend
these results by illustrating that this correlation extends across
a wide range of noise levels and frequencies.

The current study also computed rate-based IC neural
thresholds for comparison with published detection thresholds
for human listeners (van de Par and Kohlrausch, 1999; Buss
et al., 2003; Goupell, 2012) and rabbits (Zheng et al., 2002).

Materials and methods

All neurophysiological procedures were approved by the
University of Rochester Committee on Animal Resources.
Recordings were from four awake, female Dutch-belted rabbits
with normal hearing. Distortion product otoacoustic emissions
(Whitehead et al., 1992) were used to monitor hearing over the
timecourse of the study. Two of the rabbits were studied from 17
to 55 months of age, and two rabbits from age 13 to 23 months.

Procedures

Surgical and recording procedures are described in detail
in Fan et al. (2021). Briefly, rabbits were anesthetized with an
intramuscular injection of ketamine (66 mg/kg) and xylazine
(2 mg/kg) for both headbar placement and microdrive (five-
drive, Neuralynx, Inc., Bozeman, MT, USA) implantation
surgeries. The headbar was custom-designed, 3D-printed hard
plastic, with a chamber that held the microdrive. The headbar
was permanently mounted on the rabbit skull with stainless-
steel screws and dental acrylic. After the rabbit recovered
from the headbar surgery, a craniotomy was made to allow
insertion of guidetubes from the microdrive through the dura.
One microdrive held four guidetubes and tetrodes and allowed
for independently advancing and retracting each tetrode. Each
tetrode consisted of four twisted 18-pum platinum iridium wires,
coated in epoxy (California Fine Wire Co., Grover Beach, CA,
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USA). The microdrive was replaced as needed, with guidetube
positions varied across placements, to search for new neurons.

During recording sessions, the rabbit was placed in a double-
walled, sound-proof chamber (Acoustic Systems, Austin, TX,
USA), with head fixed using the headbar. Sound was delivered
using Beyerdynamic DT990 (Beyerdynamic GmbH & Co.,
Heilbronn, Germany) or Etymotic ER2 earphones (Etymotic
Research, Inc., Elk Grove Village, IL, USA) with custom ear
molds for each rabbit. Ear molds were positioned deep in the
concha and included an Etymotic probe tube for calibration.
The stimulus system included an audio interface (16A, MOTU,
Cambridge, MA, USA), a digital-to-analog converter (DAC3
HGC, Benchmark Media Systems, Inc., Syracuse, NY, USA),
and earphones (Beyerdynamic DT990, Beyerdynamic GmbH
and Co., Heilbronn, Germany or ER2, Etymotic Research).
Wideband noise bursts were presented to search for auditory
responses. Recordings were made with a multi-channel system
(RHD, Intan Technologies, LLC., Los Angeles, CA, USA). When
the characteristic frequencies (CFs) increased with tetrode
depth, the tetrodes were determined to be in the central
nucleus of the IC (ICC). Action potentials were identified offline
using spike-sorting techniques applied to the tetrode recordings
(Schwarz et al., 2012; Fan et al., 2021). After the termination of
recording sessions in each animal, post-mortem histology was
applied to verify tetrode locations in the IC.

Stimuli

Speakers were calibrated with ER-7C or ER-10B+
microphones (Etymotic Research) at the beginning of each
recording session. The neurons were characterized in several
ways before presenting TIN stimuli. Binaural sensitivity was
determined by responses to contralateral, ipsilateral, and
binaural wideband noise (0.1-19 kHz) at several sound levels.
Responses to contralateral pure tones between 0.25 and 20 kHz
from 10 to 70 dB SPL were used to identify CF, the frequency
at which the neuron responded at the lowest sound level. Noise
delay functions (NDFs) described rate responses to noise stimuli
as a function of ITD; NDFs were recorded with wideband noise
(0.1-19 kHz), 1-sec duration, 30-dB SPL spectrum level, and
ITDs from -2,000 to 2,000 s with a 200-1s stepsize. Responses
to ILDs were recorded with the same noise bandwidth and
duration as for the NDF. ILDs ranged from -15 to 15 dB with a
5-dB stepsize; the stimulus on the contralateral side had a fixed
spectrum level of 30 dB re 20 pwPa. Responses to contralateral
sinusoidally-amplitude-modulated (SAM) wideband noise
(0.1-19 kHz), with 1-sec duration, were collected to identify the
shape of the modulation transfer function (MTF). SAM noises
were described by:

s = [1 + sin (anmt)] n(t)
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where n(t) is the wideband noise with a spectrum level of
30 dB SPL, and f,, is the modulation frequency. Modulation
frequencies were logarithmically spaced between 2 and 350 Hz,
with three steps/octave. Responses to contralateral unmodulated
noise were also recorded. For all of the above characterizations,
three repetitions of each stimulus condition were presented, in
random sequence.

For TIN stimuli, the tone frequency and the center
frequency of 1/3-oct gaussian noise maskers were chosen to be
approximately equal to CF. Noise maskers were simultaneously
gated with tone signals and generated by filtering wideband
noise with a 5,000th-order FIR band-pass filter. TIN stimuli
had 0.3-sec duration with 10-msec cos? on/off ramps. Overall
noise levels ranged from 35 to 75 dB SPL, with al0-dB stepsize.
Signal-to-noise ratio (SNR) ranged from -12 to 8 dB, with a
4-dB stepsize; a noise-alone condition was also included. Tone
levels and noise levels were presented in random order, and the
order was shuffled for each of the 30 repetitions of the stimulus
set. Responses were collected for sets of random noise, or
reproducible noise (for the temporal analyses in Fan et al., 2021),
or both. If more than one dataset was recorded, the dataset
with responses to random noise waveforms was used for the
analyses presented here. Among all neurons reported here, there
were 55 neurons studied with random noise and 81 neurons
studied with reproducible noise. No qualitative differences were
observed between these two types of datasets, although the use
of random noise would be expected to reduce the potential effect
of external noise on neural responses.

To test the influence of IAC on IC neurons, responses
to diotic (Np) and binaurally uncorrelated (N,) noise were
recorded. For both N and N,, conditions, the stimuli were 1/3-
octave random gaussian noise, with 2-sec duration, at 65 dB SPL.
Five repetitions of five Ny and ten N, noise were presented, in
random sequence.

Noise delay function shape
classification

The shape of the NDE the best ITD (dprrp), and the
frequency of ITD tuning (firp) were determined by fitting
the NDF with a Gabor function (Lane and Delgutte, 2005), a
sinusoid modulated by a gaussian function:

_ (@p—dprrp)*

G, = |Ae 202 cos [2ntfrrp (dirp — darrp)| + B,

where djrp is the interaural delay, A, B, and ¢ are parameters for
the amplitude, DC offset, and standard deviation of the gaussian
function, respectively, and |e| refers to half-wave rectification. If
a neuron’s CF was more than twice firp (i.e., a high-frequency
neuron), indicating that the neuron did not have fine-structure-
based ITD sensitivity, then frrp was set to zero, and the NDF was
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refitted with the following gaussian function:

2
_ (dITD"gSITD)

Gy = |Ae 20 + B

The function was fit to an NDF using a least-square
fit, obtained with a
(Isqcurvefit in MATLAB).

Each NDF was classified as peak-like, trough-like, or ITD-
insensitive. In the following cases, the neuron was considered
sensitive to ITDs: (1) for NDFs fitted with Gy, if the absolute
value of the amplitude (A) was more than 5 spikes/sec; (2) for
NDFs fitted with G, if the absolute value of the prominence
(A/B) was more than 0.25; (3) for NDFs fitted with G,, for
a fit with o between 60 and 1,000 ps. If the amplitude (A)
was positive, the neuron was classified as having a peak-like

trust-region-reflective  algorithm

NDF; otherwise, the neuron was classified as having a trough-
like NDF. Other neurons were classified as ITD-insensitive. The
classification of each NDF generally agreed with a qualitative
assessment (Figure 1).

Modulation transfer function shape
classification

The MTF shape was classified with rules designed to
be simple and to agree with qualitative descriptions of the
functions. Enhancement or suppression was identified with
the Mann-Whitney test as significantly higher or lower rates
at two or more neighboring modulation frequencies than
the rates in response to unmodulated noise. The presence
or absence of enhancement or suppression was used to
classify the MTF into the following four types: all-pass (AP,
no enhancement or suppression), band-enhanced (BE, only
enhancement), band-suppressed (BS, only suppression), and
hybrid (both enhancement and suppression, over different
ranges of modulation frequency).

Rate analysis

Average rates, excluding 20-ms onset responses, were
calculated for responses to all stimuli. For TIN stimuli, at
each noise and tone level (i.e., SNR), a rate-based receiver-
operating-characteristic (ROC, Egan, 1975) was calculated using
average rate responses for all 30 noise-alone and tone-plus-noise
presentations. The percent-correct performance was estimated
from the area under the ROC curve. Note that rates in response
to tone-plus-noise stimuli could be either higher or lower
than rates in response to noise-alone stimuli, so the minimum
percent correct was limited to 50%, regardless of the direction of
change in rate. The neural threshold was estimated using linear
interpolation to find the lowest SNR with 70.7% correct, which
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corresponds to a threshold estimated with a two-down, one-up
tracking procedure (Levitt, 1971).

Results

Responses to both NSy and NSy stimuli were recorded
from 136 isolated single units; responses to NoSo of 111 of
these units were presented in Fan et al. (2021). Responses to Nu
were recorded for 68 units. The distribution of CFs is shown in
Figure 2. All units were tested using a tone frequency within
1/3-octave of the neuron’s CF. Based on the MTF categorization
criteria described above, there were 40 BE units (29.4%), 62 BS
units (45.6%), 12 hybrid units (8.8%) and 22 AP units (16.2%).
Distribution of MTF types across CFs is shown in Figure 2.

Examples of single-neuron responses

Responses of several example units illustrate the complexity
of response properties of the IC responses that were analyzed
to test the IAC hypothesis. IC neurons have rates that vary with
both ITD and ILD, and the interaction of these cues in the NSg
and NoS; stimuli are complex (Zurek, 1991). Additionally, IC
neurons are sensitive to periodicity in the stimulus as conveyed
in their neural inputs. Adding a tone to narrowband gaussian
noise flattens the stimulus envelope (Richards, 1992) and also
reduces the amplitudes of neural fluctuations in peripheral
responses (Carney, 2018). Therefore, the MTFs of IC neurons
are interesting to consider, as well as sensitivity to the classical
interaural cues. Neurons with BE MTFs (Figure 3A) are excited
by fluctuations and therefore expected to have decreasing rate
with increasing SNR for TIN stimuli. On the contrary, neurons
with BS MTFs (Figure 3E) are suppressed by fluctuations and
therefore expected to have increasing rate with increasing SNR.
As expected, Neuron 1, with a BE MTE had decreasing rate
versus SNR at all noise levels (Figures 3C,D), and Neuron 2,
with a BS MTE had increasing rate versus SNR at all noise levels
(Figures 3G,H). Both of these examples responded as predicted
by their MTF types. Note that for both neurons in Figure 3,
the average rate changed at lower SNRs for the NySy condition
than for the NSy condition, for all noise levels tested, indicating
lower neural thresholds, consistent with psychophysical results
(e.g., van de Par and Kohlrausch, 1999).

Neural responses to NoSo stimuli have previously been
described as having increasing rate as a function of tone level
(Jiang et al., 1997a; Ramachandran et al.,, 2000), possibly based
on the assumption that neurons respond more strongly to
increasing stimulus energy (i.e., upon addition of a tone). Note
that Neuron 1 in Figure 3 is an example of a neuron that had
decreasing rate as tone level increased at each masker level,
whereas it had increasing rate versus masker level for the noise-
alone stimuli (SNR = -inf); these responses cannot be explained
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Distribution of MTFs across CF (in one-octave bins) for the units presented in this study. Gray shades from light to dark indicate units with
band-enhanced (BE), band-suppressed (BS), hybrid and all-pass (AP) MTF shapes. Two neurons with CF of 12.1k were included in the last bin for
simplicity. Most MTF types were represented across the range of CFs, although hybrid MTFs were not observed at the lower CFs.
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based on stimulus energy. The shape of NDF has been used
to explain changes in neural responses for the N¢S; condition
(Jiang et al, 1997a,b): a diotic noise masker has zero ITD;
adding a dichotic tone introduces non-zero ITDs. Neurons with
peak-like NDFs respond most strongly to near-zero ITDs, and
thus would be expected to have decreasing rate with increasing
SNR based on the ITD hypothesis. In contrast, neurons with
trough-like NDFs would be expected to have increasing rate
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with increasing SNR. Responses to NSy stimuli of Neurons 1
and 2 can also be explained by their NDF shapes: Neuron 1 had
a peak-like NDF shape (Figure 3B) and decreasing rate versus
SNR for the NS condition; Neuron 2 had a trough-like NDF
(Figure 3F) and increasing rate versus SNR.

Single-unit responses to NoSo and NoSp stimuli were
analyzed based on MTF properties and responses to ITDs and
ILDs. In general, the directions and sizes of rate differences to
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FIGURE 3

Responses of two example neurons (top and bottom row respectively). (A,E) MTF, response rates to amplitude-modulated noise; stars indicate
modulation frequencies that had rates significantly different from the unmodulated condition. (B,F) ITD sensitivity, response rates vs. time delay
in contralateral side (negative indicates ipsilateral side has delay). (C,D,G,H) Responses to NgSp and NoSy stimuli at different noise levels
(different symbols) vs. SNR (from left to right); filled symbols indicate supra-thresholds. Errorbars indicate standard deviation. MTF shape and
tone frequency for TIN stimuli (close to CF) are shown on the left. The example BE neuron had decreasing rate upon addition of a tone for both
NpSp and NgSx, while the example BS neuron had increasing rate for both conditions.

NoSo stimuli can be predicted based on MTF properties (Fan
et al.,, 2021), but in response to NSy stimuli, predictions of
changes in rate based on MTF properties were only significant at
the highest noise level tested (Fan, 2020). Rate differences were
also weakly but significantly correlated to rate differences in the
NDE but the correlations decreased as stimulus level increased
(Fan, 2020).

In general, IC responses to dichotic TIN stimuli are not
easily explained by characterizations based on MTFs, ITDs, or
ILDs (see below), likely because of the interaction of these cues
in NoSp and NSy stimuli and because of the different types of
sensitivity of IC neurons to these cues (Figure 4). For example,
Neurons 3 and 4 both had BE MTFs and decreasing rate versus
SNR for the NSy condition at most noise levels, as expected.
However, for the NoS; condition, Neuron 3 had decreasing rate
versus SNR that could be explained by its MTF shape, but not its
trough-like NDF. In contrast, Neuron 4 had an increasing rate
versus SNR that could be explained by its NDF shape, but not
by its MTF shape. Neurons 5, 6, and 7 all had BS MTFs, and
thus were expected to have increasing rates versus SNR, but the
responses of these neurons differ. Neuron 5 had increasing rate
versus SNR for both NoSg and NS, conditions, which could
be explained by its BS MTE but not by its peak-like NDF. The
MTF of Neuron 6 did not explain responses to either N¢Sy or
NoSx stimuli, but responses to NoSy; stimuli (decreasing rate)
could be explained by its peak-like NDF. Neuron 7 also had
decreasing rate versus SNR, which could not be explained by
either MTF or NDF shape. Neuron 8 had an all-pass MTE,
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and responses to NoSy stimuli that could be explained by its
peak-like NDF.

Rate differences in response to NgS;
stimuli and binaural cues

The rate differences in response to ITDs or ILDs were
quantified by the difference between the maximum and
minimum response rates over the range of stimuli tested. The
maximum change in rate in response to NSy stimuli, for
both directions of rate change as a function of SNR, was
significantly correlated to the maximum rate differences in both
ITD and ILD responses (Figures 5A,B), explaining a small
but significant proportion of the variance (i.e., ). There was
not an obvious difference between results shown in Figure 5
for lower-CF neurons (< 1.5 kHz, filled triangles) vs. higher-
CF neurons (open circles). The significant correlation between
the maximum rate differences for NS, responses and rate
differences for both ITD and ILD responses could be because
(1) adding a dichotic tone not only introduces ITDs, but also
ILDs; and/or (2) the dynamic ranges of ITD and ILD responses
were significantly correlated (Figure 5C). Changes in neural
responses to NoS; are likely due to a combination of ITD
and ILD sensitivities and to the co-variation of these cues.
The standard deviations of interaural phase and interaural level
cues as a function of SNR have been previously described [see
Figures 9 and 10 in Zurek (1991)].
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Inferior colliculus responses to
interaural correlation

Adding a dichotic tone to diotic noise introduces both ITD
and ILD cues, as well as interaural decorrelation, but the changes
in these cues differ for different tokens of noise waveform as well
as for different SNRs. For example, the ITD of a NSy stimulus
is dominated by the ITD of the added tone with increasing tone
level, but the effective ITD of a NoS;; stimulus with a low-SNR
tone (e.g., at threshold) is hard to estimate, and varies with the
noise token due to the phase interaction between the noise and
tone. Additionally, unlike a pure tone, the instantaneous ITD
of NoSy stimuli varies throughout the duration of the stimulus
waveform. Therefore, prediction of the rate-change direction
upon addition of a tone at threshold based on sensitivity to
static ITDs and ILDs is not simple. On the other hand, the
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effect of interaural decorrelation can be studied with a more
straightforward method. To examine the effect of decorrelation,
average rates were recorded in response to 1/3-octave diotic
(Np) and binaurally uncorrelated (N,,) gaussian noise for 68
neurons. The N, noises presented at the two ears were simply
independent narrowband noise tokens. The correlation between
the difference in average rate in response to the NSy condition
(the difference between average rates in response to noise-alone
and to NSy at 0-dB SNR) and the difference in average rates in
response to the Ny and N, conditions was significant at all noise
levels (Figure 6), supporting the hypothesis that IC rates are
influenced by TAC. The correlation was strongest for TIN stimuli
with a masker level of 65 dB SPL, the level at which the Ny and
Ny, noise were presented. At 65 dB SPL, additional analyses of
the rate differences in responses to NoSy stimuli at SNRs of -8

to 8 dB relative to the noise-alone condition were all significantly
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Correlation between dynamic ranges of responses to NgS; and ITD (A), NgSx and ILD (B), and ILD and ITD (C) at 65 dB SPL (as indicated in
titles). Correlation coefficients and p-values are shown at the top right of each panel; a star indicates that the correlation coefficient was
significant after Bonferroni correction (p < 0.017). Neurons with CF below 1.5 kHz (low—-CF) are shown with filled triangles, whereas neurons
with CF above 1.5 kHz (high—CF) are shown with open circles. Solid gray lines indicate linear regressions.

correlated to the rate difference between the responses to N, and
Ny noise, with correlation coefficients ranging from 0.71 to 0.84,
and p values all less than 0.0001 (significant after Bonferroni
correction, not shown). The significant correlation coeflicients
at all SNRs and noise levels indicated that, in general, the
direction and size of the changes in rate in response to NSy
stimuli were explained by the change in the stimulus from Ny
toward N,,. Note that there were only a few low-CF (<1.5 kHz,
filled triangles) in this dataset, so it is clear that the correlations
illustrated in Figure 6 applied to the much larger group of
high-CF neurons (open circles).

Rate-based neural thresholds

Rate-based thresholds of all units for the NySg and NSy
conditions at five noise levels were computed and compared
with behavioral data from previous studies (Figure 7). There
was no clear trend in the numbers of units with increasing or
decreasing rate-change direction across frequency, for either
the NoSp or NoSy condition, except a weak trend of more
units with increasing rate at the lowest noise level tested
(bottom row). The lowest rate thresholds across frequency were
lower for the NS, condition than for the NySy condition, as
expected.

The lowest rate thresholds at 500 Hz matched the mean
rabbit behavioral detection threshold at the same frequency
(Zheng et al., 2002). Compared with human thresholds, the
lowest rate thresholds for the NSy condition were close
to human thresholds across frequencies, but the lowest rate
thresholds for the NSy condition only matched human
thresholds at high frequencies (note that the lower limit of
SNRs tested limited this comparison, see below). Human
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thresholds from Goupell (2012) are slightly lower than van
de Par and Kohlrausch (1999) at some frequencies, possibly
due to differences in paradigm and stimulus bandwidths. Note
that stimuli used in previous studies have slightly different
parameters from this study: stimuli in Zheng et al. (2002) had
200-Hz bandwidth (vs. 116 Hz in this study) and an overall level
of 63 dB SPL; stimuli in van de Par and Kohlrausch (1999) had
bandwidths of 100, 250, 500 Hz and 1 kHz (vs. 116 Hz, 232,
463, and 926 Hz in this study) for center frequencies of 500 Hz,
1, 2, and 4 kHz, and with overall level of 70 dB SPL; stimuli
in Buss et al. (2003) had 50-Hz bandwidth and overall noise
levels of 42, 57, and 72 dB SPL; stimuli in Goupell (2012) had
bandwidths of 78, 240, 456, and 888 Hz (vs. 116, 463, 926, and
1,852 Hz in this study) for center frequencies of 500 Hz, 2, 4,
and 8 kHz. However, despite the discrepancies among stimuli, in
general, the lowest rate-based thresholds could explain human
thresholds for the NySy condition across all frequencies tested
and for the NoSy condition at high frequencies. Note that the
thresholds of most sensitive neurons across frequencies did not
vary qualitatively across noise levels, consistent with human
thresholds tested at multiple noise levels (Buss et al., 2003) and
with a roving-level paradigm (Henning et al., 2005).

Rate-based neural binaural masking
level differences

Neural BMLDs were evaluated in two ways: using the
BMLDs of individual neurons, and using the BMLDs calculated
from the NoSp and NSy thresholds of the neural population.
For BMLDs of single neurons (Figure 8), only neurons with
measurable thresholds for both NSy and NS, conditions
are plotted, together with human BMLDs (van de Par and
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Kohlrausch, 1999; Buss et al., 2003; Goupell, 2012). BMLDs were
typically positive, indicating greater TIN sensitivity for NoSy
compared to NoSp. There was no clear association observed
between small or negative.

BMLDs and rate-change direction for either NSy or NSy
conditions, in contrast to a previous report (Jiang et al., 1997a).
There was also no clear pattern of same (open symbols)
or opposite (filled symbols) rate-change directions for NoSg
and NoSy conditions across frequency (i.e., thresholds were
similar for upward and downward triangles). Overall, there were
more neurons with the same rate-change directions than with
opposite rate-change directions (more open symbols than filled
symbols) between NSy and NoSy conditions. Among neurons
with opposite rate-change directions across conditions, more
neurons had decreasing rate at threshold for the NoSy condition
(more filled downward than upward triangles). At 500 Hz,
single-neuron BMLDs were close to human BMLDs at noise
levels of 45 and 65 dB SPL, but not at other noise levels. At
1 kHz and above, the maximum single-neuron BMLDs were
larger than human BMLDs. The maximum BMLDs were similar
across noise levels, as well as across frequencies, unlike human
BMLDs that decrease substantially with increasing frequency
(van de Par and Kohlrausch, 1999; Goupell, 2012).

To calculate BMLDs of the neural population, neural
thresholds for the most sensitive subset of neurons were
calculated for 0.5, 1, 2, 4, and 8 kHz for the NySy or NS
conditions. The decision to focus on the most sensitive units
for this analysis, as proposed by the lower-envelope principle
(Barlow et al, 1971), was based on the fact that many of
the neural thresholds were significantly higher than behavioral
thresholds (Figure 7). Due to the limited SNR range that was
tested, many sensitive neurons were suprathreshold (greater
than 70.7% correct) at the lowest tested SNR, especially for
the NoS; condition. To reduce the number of neurons for
which the BMLD estimate was limited in this way, individual
thresholds were recalculated using a criterion of 79.1% correct
for the population-threshold results shown in Figure 9 (squares
and diamonds). Individual symbols in Figure 9 represent all
neurons that had thresholds above the lowest SNR tested. For
each frequency, the population threshold was based on the
neurons with thresholds in the lowest 10th percentile within a
one-octave range centered at that frequency. Thresholds at 55-
75 dB SPL had similar patterns and were plotted together in
Figure 9, which shows that neural population thresholds for
both NySo (blue solid line) and NS, conditions (red dashed
line) did not vary across frequency. Human thresholds were
moved up by 4 dB to align the means of the human and
NoSo thresholds of the population, to better compare the trend
across frequency (Figure 9). Human NS, thresholds increase
as a function of frequency, whereas thresholds of the neural
population did not. Therefore, human and neural BMLDs
had different trends across frequency: human BMLDs decrease
with increasing frequency, whereas neural BMLDs did not.
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rabbit behavioral data for both conditions.

Rate-based threshold for NpSg (A) and NSy (B) conditions. Thresholds of most sensitive neurons across frequencies matched human
behavioral data for the NgSg condition, but had a trend different from human for the NoS,; condition. Neural thresholds at 500 Hz matched

The BMLDs based on the neural population thresholds were
smaller than the maximum single-neuron BMLDs, as expected
due to averaging across the subsets of sensitive neurons for
calculation of the population thresholds. However, the BMLDs
based on either neural-population or single-neuron thresholds
had similar trends across frequency.

Discussion

In the current study, single-neuron responses to TIN stimuli
were recorded in the IC for both NSy and NS, conditions over
a wide range of target frequencies, as well as noise and tone
levels. For the population of neurons, changes in rate due to
interaural decorrelation were strongly correlated with changes
in rate upon addition of an out-of-phase tone to identical noise
at all noise levels.
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Comparison with previous
physiological studies

There have been a limited number of physiological studies of
neural responses to both NSy stimuli and NSy stimuli in the
IC (Jiang et al., 1997a,b; Lane and Delgutte, 2005). The results
here were most comparable to those of Jiang et al. (1997a,b),
who used a tone target, as opposed to the chirp target used in
Lane and Delgutte (2005). There were a few differences between
the stimuli used in the current study and in Jiang et al. (1997a)
that may explain differences in the results between the two
studies. First, responses were only recorded for a tone frequency
of 500 Hz in Jiang et al. (1997a), for neurons with a range of
CFs, up to 1.5 kHz. Large differences between the tone frequency
and CF would be expected to affect response properties. For
example, the response of a model auditory-nerve (AN) fiber
(Zilany et al., 2014) is saturated in response to a CF tone at 65 dB
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Binaural masking level differences (BMLDs) calculated based on single-neuron thresholds for both NgSg and NSy conditions. Open triangles
indicate that the direction of change in rate vs. SNR at threshold for the NoS; condition was the same as for the NgSg condition, whereas filled
triangles indicate opposite direction of change in rate at threshold for the NgSg and NgSy conditions. Only neurons that had measurable

thresholds in both NgSg and NS, conditions are shown here.

SPL, but not in response to a 65-dB-SPL tone one octave below
CF. Therefore, when the tone frequency is far from CF, AN
rates would vary with stimulus sound level, possibly a stronger
cue than the relatively small change in neural fluctuations that
would result from an off-CF tone. Thus, the difference between
CF and target-tone frequency could explain the finding that
the majority of neurons in Jiang et al. (1997a) had increasing
rate with increasing SNR for the NoSy condition, whereas many
neurons in the current study had decreasing rate versus SNR.
Second, many neurons in the current study did not have
measurable thresholds due to the limited range of SNRs tested,
but finer steps and a wider range of SNRs were used in Jiang
et al. (1997a), so thresholds were measurable for almost all
neurons. However, it is worth noting that a 20-dB range of SNRs
were tested in this study; thus, neurons without a measurable
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threshold over this SNR range were largely insensitive to
addition of a tone. Thresholds for more neurons might have
been measured if the SNR had been increased further, but
such thresholds would likely reflect changes in response to tone
levels high above behavioral thresholds, and would thus not be
relevant to tone-in-noise detection.

Third, the masker in Jiang et al. (1997a) had a bandwidth
from 50 Hz to 5 kHz and a level of 65 dB SPL, whereas
the current study used 1/3-octave noise centered at the tone
frequency, presented over a wide range of noise levels, including
65 dB SPL. The difference in masker bandwidth between studies
represents a large difference in noise spectrum level: e.g., 28 dB
SPL for Jiang et al. (1997a) 65 dB SPL overall level noise,
versus a spectrum level of 44 dB SPL for the 500-Hz target
tone tested at the overall noise level of 65 dB SPL in the
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NpSo (solid blue line) and NoS» thresholds (dashed red line) of the neural population across frequency. Individual neural thresholds at 79.1%
correct for NgSp (blue square) and NgS; (red diamond) conditions, for noise levels of 55-75 dB SPL are shown for all neurons with measurable
thresholds above the lowest SNR tested. Symbols with a black star indicate that the threshold was lower than the lowest measured SNR. Human
detection thresholds are from van de Par and Kohlrausch (1999) and shifted up by 4 dB for comparison with neural thresholds, which were
computed using a higher criterion. Neural binaural masking level differences (BMLDs) had a different trend across frequency compare to human

BMLDs.

current study. This difference in spectrum level would have
elicited different responses in the periphery, especially at low
stimulus frequencies. Even though peripheral neurons respond
to a wide frequency range at high sound levels (Ruggero, 1992),
the tuning is usually asymmetric and spreads more toward lower
frequencies (Schmiedt, 1989). Therefore, for low-CF neurons
(e.g., 1 kHz), possibly only the low frequency components of
the noise masker used in Jiang et al. (1997a) effectively masked
the tone. Additionally, due to non-linear cochlear compression
(Robles and Ruggero, 2001), neural responses would differ for
maskers having different spectral levels, though the overall level
may be matched.

The role of interaural correlation in
NoSr responses and relationship to
other binaural cues

Adding an out-of-phase tone reduces the IAC (e.g.,
Bernstein and Trahiotis, 2017). The change in rate elicited by
an out-of-phase tone was significantly correlated with the rate
difference between responses to Ny and N, noise (Figure 6); the
large proportion of variance explained (37-69%) suggested an
important role of the IAC in physiological NoSy responses.

Results showed that both ITD-, and IAC-based cues
explained a proportion of neural responses to NoS; stimuli
(maximum 34 and 69%, respectively) (Fan, 2020). The
ITD-based hypothesis explained responses at low-to-medium
noise levels, whereas the IAC-based hypothesis explained
TIN responses at all noise levels. The IAC-based hypothesis
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explained a larger proportion of variance in rate responses at
65 dB SPL, at which Ny and Ny, noise responses were collected.
However, these cues are not independent. For example, the
decreasing trend in the proportion of results explained by the
ITD-based hypothesis as noise level increased could be due to
the fact that envelope ITDs dominated responses of the high-
CF neurons, which were the majority of the neurons in the
population studied here. However, the fluctuation amplitudes
in AN responses saturate (i.e., flatten) at higher sound levels,
and thus binaural differences in the neural representations of the
stimulus envelope would also decrease with increasing sound
level, which would explain a weaker effect of envelope ITDs at
high sound levels. Also, at high frequencies, IAC-cues have been
proposed to be envelope-based (Durlach, 1964; Bernstein and
Trahiotis, 1996).

Some effort has been made to separate the role of IAC
and ITD in binaural detection (van der Heijden and Joris,
2010; Culling, 2011). Based on results from these studies, both
ITD and ILD cues are proposed to contribute to interaural
decorrelation. Adding an out-of-phase tone not only introduces
ITDs, but also ILDs; additionally, the added binaural cues are
time-varying. The dynamic range of neural responses to ILD
was correlated not only to that of NoS;; responses, but also to
the dynamic range of ITD responses (Figure 5). Fluctuations of
ITD in an NSy stimulus increase with increasing tone level,
whereas fluctuations of ILD first increase and then decrease
as tone level increases (Zurek, 1991). Therefore, interaural
decorrelation involves a nonlinear combination of ITD and
ILDs cues: both ITD and ILD cues affect IAC at low tone levels,
whereas at high tone levels (e.g., above 4 dB SNR), ITD cues
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dominate IAC. This proposed idea is consistent with a previous
modeling study (Mao and Carney, 2014) in which ITD cues
are shown to dominate in stimuli with low modulation depths
(e.g., tone-plus-noise), and the combination of ITD and ILD
cues dominate in stimuli with high modulation depths (e.g.,
noise). In that study, the nonlinear combination of ITD and
ILD cues is described by the slope of the interaural envelope
difference (SIED), whereas detection in the NS condition at
high frequencies has been proposed to be explained by the
envelope-based IAC (Durlach, 1964; Bernstein and Trahiotis,
1996). Thus, the SIED cue is hypothesized to be a specific
implementation of an envelope-based IAC in explaining NoSx
responses.

Neural binaural masking level
differences vs. human binaural
masking level differences

Rate-based thresholds were estimated for both NSy and
NSy conditions in order to estimate neural BMLDs over a
range of frequencies and noise levels. For the NSy condition,
the lowest rate-based thresholds across frequency could explain
human detection thresholds. For the NyS;; condition, the lowest
rate-based thresholds across frequency had a different trend
from human detection thresholds: neural thresholds were higher
(i.e., worse) than human thresholds at low frequencies, and
lower (i.e., better) than human thresholds at high frequencies.
Many neurons had BMLDs as large as 20 dB. BMLDs estimated
based on the most sensitive units in the neural population and
estimates of maximum BMLDs for single neurons only varied
slightly across frequency, whereas human BMLDs decrease
substantially with increasing frequency. BMLDs estimated for
the neural population were shown to be slightly lower than
maximum single-neuron BMLDs across all frequencies, because
individual neurons with the lowest thresholds in either the NoSp
or NSy condition did not always have the lowest thresholds in
the other condition.

Rate-based neural thresholds were similar across noise
levels, consistent with human psychophysical studies (Buss
et al,, 2003). Human BMLDs have been shown to be minimally
affected by the roving-level paradigm, in which stimulus levels
randomly vary from interval to interval (Henning et al., 2005).
Similar patterns of rate-based neural BMLDs across noise levels
could explain the level-resistance of human listeners.
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Introduction: Bilateral cochlear implants (BiCls) can facilitate improved
speech intelligibility in noise and sound localization abilities compared to
a unilateral implant in individuals with bilateral severe to profound hearing
loss. Still, many individuals with BiCls do not benefit from binaural hearing
to the same extent that normal hearing (NH) listeners do. For example,
binaural redundancy, a speech intelligibility benefit derived from having
access to duplicate copies of a signal, is highly variable among BiCl users.
Additionally, patients with hearing loss commonly report elevated listening
effort compared to NH listeners. There is some evidence to suggest that BiCls
may reduce listening effort compared to a unilateral Cl, but the limited existing
literature has not shown this consistently. Critically, no studies to date have
investigated this question using pupillometry to quantify listening effort, where
large pupil sizes indicate high effort and small pupil sizes indicate low effort.
Thus, the present study aimed to build on existing literature by investigating
the potential benefits of BiCls for both speech intelligibility and listening effort.

Methods: Twelve BiCl adults were tested in three listening conditions: Better
Ear, Poorer Ear, and Bilateral. Stimuli were IEEE sentences presented from a
loudspeaker at 0° azimuth in quiet. Participants were asked to repeat back the
sentences, and responses were scored by an experimenter while changes in
pupil dilation were measured.

Results: On average, participants demonstrated similar speech intelligibility
in the Better Ear and Bilateral conditions, and significantly worse speech
intelligibility in the Poorer Ear condition. Despite similar speech intelligibility
in the Better Ear and Bilateral conditions, pupil dilation was significantly larger
in the Bilateral condition.

Discussion: These results suggest that the BiCl users tested in this study did
not demonstrate binaural redundancy in quiet. The large interaural speech
asymmetries demonstrated by participants may have precluded them from
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obtaining binaural redundancy, as shown by the inverse relationship between
the two variables. Further, participants did not obtain a release from effort
when listening with two ears versus their better ear only. Instead, results
indicate that bilateral listening elicited increased effort compared to better ear
listening, which may be due to poor integration of asymmetric inputs.

listening effort, binaural hearing, pupillometry, speech intelligibility, bilateral
cochlear implants, binaural redundancy, interaural asymmetry

Introduction

Patients with cochlear implants (CIs) commonly report
that listening is exhausting. This is because listening requires
effort, defined as the intentional focus of cognitive resources
to perform listening tasks (Pichora-Fuller et al., 2016). The
amount of mental resources allocated can be influenced by
many different variables, including the environment (e.g., quiet
versus noisy) and individual factors such as linguistic skills,
working memory capacity, and audibility (Wendt et al., 2016;
Winn et al., 2018). Additionally, the amount of effort a listener
expends is thought to be influenced by their motivation to
perform the task (Pichora-Fuller et al., 2016; Hughes et al.,
2018). Thus, two individuals listening to the same conversation
may exert different amounts of effort depending on how
motivated they are to pay attention and understand what is
being said (Winn et al., 2018). Listening effort is an important
aspect of communication to investigate because elevated effort
is associated with fatigue and stress, especially for individuals
who must overcome additional listening obstacles like hearing
loss. Compared to individuals with normal hearing (NH),
studies have found that individuals with hearing loss report
higher levels of effort and fatigue, are more likely to require
recovery after work, and are more inclined to take sick-leave
due to stress-related factors (Kramer et al., 2006; Kramer, 2008;
Nachtegaal et al., 2009; Alhanbali et al., 2017). Additionally,
the subjective feeling that one needs to exert elevated effort in
complex listening situations has been associated with feelings
of social isolation and anxiety in individuals with hearing loss
(Hughes et al., 2018).

Patients with severe-to-profound hearing loss who struggle
to understand speech with a hearing aid can receive a
cochlear implant (CI). An increasing number of patients
with hearing loss in both ears are now being bilaterally
implanted to maximize speech perception and improve spatial
hearing abilities. Compared to hearing aids or a unilateral
CI, most individuals with bilateral CIs (BiClIs) demonstrate
improvements in sound localization (Gantz et al.,, 2002; van
Hoesel and Tyler, 2003; Laszig et al., 2004; Litovsky et al., 2004,
2009; Nopp et al., 2004; Grantham et al., 2007; Tyler et al., 2007)
and speech understanding in noise (Gantz et al, 2002; van
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Hoesel et al., 2002; van Hoesel and Tyler, 2003; Litovsky et al,,
2004, 2009; Nopp et al., 2004; Schleich et al., 2004; Tyler et al,,
2007; Loizou et al., 2009). Further, advantages of BiClIs have also
been documented using subjective questionnaires. Tyler et al.
(2009) administered the Spatial Hearing Questionnaire (SHQ)
to bilateral and unilateral cochlear implantees and found that
BiClIs users rated their localization, speech understanding in
quiet, and music perception abilities significantly higher than
unilateral CI users. Similarly, using the SHQ, Perreau et al.
(2014) found that BiCI users reported better subjective hearing
performance on individual spatial hearing items as well as sound
localization, music, and speech understanding in quiet subscales
compared to unilateral CI or bimodal CI users. Together,
these findings suggest that bilateral implantation provides both
objective and subjective benefit on a variety of listening tasks
compared to unilateral implantation.

Binaural redundancy is another benefit that can be derived
from having access to sound in both ears. This phenomenon
arises from access to duplicate copies of a signal that can be
combined centrally, resulting in improved speech intelligibility
and an increase in perceptual loudness (Litovsky et al., 20065
Avan et al, 2015). Mosnier et al. (2009) found a binaural
redundancy benefit of 10% in quiet for BiCI listeners using
disyllabic word stimuli. Similarly, BiCI users in Laszig et al.
(2004) demonstrated a binaural redundancy benefit of 4%
using open-set sentence stimuli. In contrast, the same group
of listeners in Laszig et al. (2004) did not show a significant
binaural benefit using a different open-set sentence corpus, and
BiCI users in Goupell et al. (2018) also did not demonstrate a
binaural redundancy benefit using the IEEE sentence corpus.
At least some of the variability in binaural redundancy benefit
appears to be related to interaural asymmetry (either in speech
intelligibility or hearing history). When Mosnier et al. (2009)
split listeners into symmetric and asymmetric groups based on
the difference in speech scores across ears, symmetric listeners
(< 20% difference in percent correct across ears) demonstrated
a significant binaural redundancy benefit, whereas asymmetric
listeners did not. Yoon et al. (2011) used this same asymmetry
criterion and measured binaural redundancy in quiet using
sentences, consonants, and vowels. When averaging binaural
redundancy for all three stimuli together, they observed

frontiersin.org
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significant benefit in quiet in symmetric BiCI users, but not
asymmetric BiCI users. Likewise, listeners in Goupell et al.
(2018) were recruited based on their asymmetric hearing history
or early onset of deafness and late implantation. Together these
results suggest that interaural asymmetry may preclude binaural
redundancy benefits in quiet. However, due to methodological
differences between studies (i.e., definition of “asymmetry,
stimuli used) this relationship warrants further investigation.
We aim to examine this in the present study.

Historically, the primary measures of success regarding
bilateral implantation have been bilateral speech intelligibility
scores and spatial hearing abilities. There has been significantly
less attention given to the potential impact of bilateral
implantation on listening effort. Litovsky et al. (2006)
administered a subjective questionnaire known as the
Abbreviated Profile of Hearing Aid Benefit (APHAB) to
BiCI users during a “bilateral deprivation” period in which
participants only wore the CI of their better performing ear, and
again several months later after participants had access to both
of their ClIs (Cox and Alexander, 1995; Litovsky et al., 2006). The
APHAB contains 24 statements about everyday communication
abilities or sound perception and asks participants to rate how
often each statement is true. Statements are split into four
subscales: Ease of Communication, Reverberation, Background
Noise, and Aversiveness (Cox and Alexander, 1995). They
found that participants perceived bilateral listening to be
beneficial in background noise and reverberant environments
and experienced increased ease of communication for bilateral
compared to unilateral listening (Litovsky et al., 2006). Another
study employed the Speech, Spatial, and Qualities of Hearing
Scale, and found that individuals with two CIs expressed
higher ability ratings on the spatial hearing domain, as well as
segregation, naturalness, and listening effort aspects, compared
to individuals with one CI (Noble et al., 2008). Together, these
studies demonstrate that many patients subjectively experience
reduced listening effort from BiCIs compared to a unilateral CI.

Another common method for quantifying listening effort
is the behavioral dual-task paradigm. Hughes and Galvin
(2013) used this method to assess listening effort during a
speech-in-noise task in eight young BiCI users (aged 10-
22 years) in unilateral and bilateral listening conditions. These
listeners all had an early onset of deafness (before 1 year
of age) and long inter-implant delays (mean = 7.8 years).
They found that, on average, BiCI users demonstrated a
significant reduction in listening effort when using two implants
compared to one, however, on an individual level, this
effect was only significant for three of the eight listeners
(Hughes and Galvin, 2013). Another study asked 16 adult CI
participants to repeat monosyllabic words in noise and found
no difference in the dual-task or subjective measure of listening
effort between unilateral CI and bimodal/bilateral CI listening
(Sladen et al,, 2018). Similarly, Perreau et al. (2017) found no
difference in dual-task or subjective measures of listening effort
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between 10 unilateral CI users, 12 BiCI users, and 12 unilateral
hybrid CI users. Due to the dearth of literature combined
with the inconsistent results using either dual-task or subjective
measures, we aimed to investigate listening effort with each CI
alone and with BiCIs by measuring changes in pupil dilation.
We chose this approach because pupillometry is considered to
be an objective physiological measure of listening effort (Kramer
etal., 1997; Zekveld et al., 2010; McGarrigle et al., 2014). To our
knowledge, this is the first study to date that has examined this
question using pupillometry.

Pupil dilation is modulated by cognitive load, increasing
for difficult tasks that require more processing demand,
and decreasing for tasks that are less challenging (Beatty,
1982). Mechanisms underlying the task-evoked pupil response
include the activity of noradrenergic neurons in the locus
coeruleus (Aston-Jones and Cohen, 2005). When the task
becomes so difficult that listeners may feel that additional
effort would not benefit performance, motivation declines,
and pupil dilation decreases (Pichora-Fuller et al, 2016;
Ohlenforst et al, 2017; Wendt et al, 2018). This effect
has been shown for listening tasks that measure speech
intelligibility. Pupil dilation increases as performance decreases
to ~30% correct, after which pupil dilation then decreases,
presumably due to a decline in motivation and engagement
(Ohlenforst et al,, 2017; Wendt et al,, 2018). Pupillometry
is an ideal technique for studying listening effort in the
hard of hearing population because it has the advantage of
being compatible with assistive devices like hearing aids and
CIs (Gilley et al., 2006; Friesen and Picton, 2010; Wagner
et al, 2019). Additionally, unlike a dual-task paradigm,
which is subject to behavioral bias and relies on a single
metric such as response time (McGarrigle et al., 2014; Gagné
et al, 2017), pupil dilation is completely objective and
can be measured throughout the duration of a behavioral
listening task to capture mental effort as it unfolds over time
(Winn et al., 2018).

In short, the purpose of this study was to investigate the
potential benefits of bilateral listening in performance and
effort domains, both of which are important for successful
communication. To do this, we measured speech intelligibility
and listening effort in adults with BiCIs in three conditions:
with their poorer ear only, better ear only, and bilaterally.
Based on previous work that has shown binaural redundancy
benefit in quiet (Laszig et al., 2004; Mosnier et al., 2009) and a
reduction in listening effort for bilateral compared to unilateral
CI listening (Litovsky et al., 2006; Noble et al., 2008; Hughes
and Galvin, 2013), we predicted that speech intelligibility would
be better (binaural redundancy) and pupil dilation would be
smaller (release from effort) for BiCI users listening with both
implants compared to their better ear only. Further, due to
the accumulating evidence indicating an association between
asymmetry and binaural benefits, we predicted that interaural
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speech asymmetry would be negatively related to binaural
redundancy.

Materials and methods

Participants

Twelve native English-speaking adults with BiCIs were
recruited to participate in this experiment (age range 25-
78 years). Table 1 provides demographic information for these
participants; 11 were implanted with Cochlear Ltd., devices,
and one (IDI) was implanted with Advanced Bionics devices.
Participants traveled to Madison, Wisconsin to participate in
multiple studies over the course of several days. Testing for the
present study took place over the course of one 2-h session. This
study was approved by the University of Wisconsin-Madison
Health Sciences Institutional Review Board.

Experimental setup

Testing took place in a standard sound booth (IAC
Acoustics, IL, USA). Participants were seated at a table with
their chin and forehead supported in a headrest to keep their
head stable during testing; the table and chair position and
height were adjusted for each participant. A computer monitor
was attached to the table and positioned approximately 65 cm
away from the headrest. The eyetracker camera was secured
to the table using a desktop mount 8 c¢cm in front of the
monitor. Illumination of the test room was controlled for all
participants (93 lux). Stimuli were played to a loudspeaker
(Tannoy, Coatbridge, Scotland) positioned at 0° azimuth. Pupil
size was measured in pixels using the “Area” setting on an
eyetracker (Eyelink 1000 Plus; SR Research, Ontario, Canada)
and a sampling rate of 1,000 Hz.

TABLE 1 Participant demographics.

10.3389/fnins.2022.1038856

Stimuli

Stimuli were drawn from the Institute of Electrical and
Electronics Engineers sentence corpus (IEEE, 1969) and were
recorded by a female talker. All stimuli were scaled to 65 dB
SPL-A and played to the loudspeaker through a USB high-
speed audio interface (RME Fireface, Haimhausen, Germany).
Duration of sentences ranged from 4,000 to 6,000 ms. Custom
software written in MATLAB (The MathWorks, Natick, MA,
USA) with PsychToolbox 3 was used to deliver stimuli and
collect data (Brainard, 1997; Kleiner et al., 2007).

Procedure

Participants were tested in three listening conditions:
better ear CI only (“Better Ear”), poorer ear CI only
(“Poorer Ear”), and both CIs (“Bilateral”). Prior to testing,
the better ear was classified as the ear with the higher
word recognition score measured in the audiology clinic. If
there was no difference in word recognition score between
the two ears, the participants preferred ear according to
subjective reporting was labeled the “better” ear. Participants
were tested using their clinical programs with noise reduction
and beamforming settings disabled. Before beginning the
experiment, an informal interaural loudness balance check
was completed with participants wearing both CI processors
together to verify that they were equal in loudness. An
experimenter stood directly in front of participants at the
same distance as the loudspeaker and asked participants
whether the ears were equally loud and sound was centered
between the two ears. If participants perceived one CI to
be noticeably louder than the other, the volume settings
were adjusted so that the ears were balanced. Participants
completed a familiarization procedure in which they listened
to and repeated 10 sentences in each condition. Stimuli for

SubjectID  Sex  Age (years) Firstimplant Better Ear  Inter-implant delay (years)  Bilateral CI experience (years)
IcwW F 25 Right Right 18.6 49
IBZ F 51 Right Right 13 11.0
IDI F 52 Right Right 0.6 46
IBY F 55 Left Right 42 7.3
ICP M 56 Left Left 3 7.3
ICD F 61 Right Left 6.0 10.0
ICB F 67 Right Left 2.8 12.9
ICJ F 69 N/A Right 0.0 8.8
IDG F 70 Left Right 2.0 7.7
IBL F 72 Left Right 438 12.8
ICK M 75 Right Left 1.0 7.2
IBK M 78 Left Left 6.0 9.8
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practice trials were randomly selected and then excluded from
the test corpus.

During testing, participants were asked to fixate their
gaze on a small gray cross in the center of the computer
screen and attend to open-set target sentences presented by a
loudspeaker positioned directly in front of them (0° azimuth).
Participants were instructed to repeat the sentence that was
heard. Prior to the start of each trial, the gray cross turned
white to indicate that the trial was about to commence. This
was followed by a 2,000 ms pre-trial interval and then the
trial began with a 1,000 ms baseline pupil measurement in
silence before the stimulus (IEEE sentence) was presented.
Following stimulus offset, participants were given a 2,000 ms
silent period before the cross turned green and two beeps were
presented, prompting participants to repeat what they heard.
Each sentence contained five key words that were scored by
an experimenter. The experimenter waited 10-15 s between
trials to allow the pupil to return to baseline before beginning
the next trial. Participants completed 30 trials per listening
condition (30 sentences x 3 conditions = 90 sentences total).
Trials were blocked into two runs per listening condition (15
sentences/run) and condition order was randomized for each
participant. Target sentences were randomly selected from the
corpus without replacement. Participants were given regular
breaks during testing to avoid fatigue.

Data analysis

Prior to data analysis, pupil data were pre-processed to
reduce artifacts and discard noisy trials. First, pupil tracks with
greater than 45% blinks were discarded from analysis (Burg
et al, 2021). This blink criterion was chosen because it is
more inclusive compared to other commonly used criteria (e.g.,
15%, 30%). Previous work has shown a positive association
between task difficulty and blink percentage; therefore, an
overly conservative blink criterion like 15% could result in a
higher number of difficult trials being excluded from analysis,
potentially confounding results (Burg et al, 2021). When
calculating the percentage of blinks in a track, samples from
the response period were not considered since this part of the
pupil track is influenced by the motor response (Privitera et al.,
2010; Winn et al., 2015). Blinks were detected by tagging samples
that fell below three standard deviations (SDs) from the mean
(Zekveld et al., 2010). Consistent with best-practices described
by Winn et al. (2018) tracks with irregular baselines, extreme
distortions, or atypically large growth that is not consistent with
task-evoked changes in pupil dilation were also discarded. In
total, 1.4, 1.9, and 2.5% of trials were discarded due to these
kinds of contamination for the Better Ear, Bilateral, and Poorer
Ear condition, respectively.

The second step in pre-processing was an interpolation
process, whereby individual tracks were “de-blinked” by linearly
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interpolating 80 ms before a blink and 160 ms following a
blink to account for eyelid disturbances, and low-pass filtered
using the “smooth” function in MATLAB (Zekveld et al., 2010).
Next, raw pupil dilation was transformed to proportional change
from baseline by subtracting the baseline value (average of
first 1,000 ms of each trial) and then dividing by the baseline
value. Baseline pupil dilation was compared across conditions
to ensure that there were no systematic differences that would
influence results. Divisive baseline correction was chosen over
subtractive baseline correction because the former accounts for
differences in pupil reactivity across participants and across
trials for individuals (Winn et al, 2018). Finally, remaining
tracks were time-aligned to stimulus offset and averaged
together by listening condition for each participant. From the
averaged trials, maximum pupil dilation and percentage of
correctly repeated words were calculated and extracted for each
condition. Maximum pupil dilation was extracted from the
“silent period” (i.e., 2,000 ms period after stimulus offset and
prior to response prompt), because this processing window has
consistently been shown to elicit the largest pupil size during
the trial for sentence recognition tasks (Zekveld et al., 2010;
Winn et al., 2015, 2018).

Statistical analysis

Speech intelligibility scores were transformed from percent
correct to rationalized arcsine units (RAU) to alleviate ceiling
effects and normalize variance (Studebaker, 1985). The effect of
listening condition on speech intelligibility and listening effort
were each evaluated separately using one-way repeated measure
analysis of variance (ANOVA) tests with listening condition
(three levels: Better Ear, Poorer Ear, Bilateral) as the independent
variable. For these ANOVAs, dependent variables were either
speech intelligibility (RAU) or maximum proportional change
in pupil dilation (peak pupil size during the silent period).
Post hoc pairwise comparisons were completed using paired
t-tests. Benjamini-Hochberg corrections were employed to
control false discovery rate (Benjamini and Hochberg, 1995).
Correlational analyses were conducted to examine potential
relationships between interaural speech asymmetry, change
in speech intelligibility (RAU) from Better Ear to Bilateral
conditions, and change in listening effort (pupil dilation) from
Better Ear to Bilateral conditions. Assumptions for omnibus,
post hoc tests, and correlations were statistically evaluated
using Mauchly’s Test of Sphericity and Shapiro-Wilk normality
tests. Due to our directional hypothesis that interaural speech
asymmetry would be inversely related to change in speech
intelligibility from the Better Ear to Bilateral condition (i.e.,
binaural redundancy), a one-sided test was used to evaluate
this relationship. The relationship between interaural speech
asymmetry and change in listening effort from Better Ear to
Bilateral conditions was evaluated with a two-sided test. An
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alpha of 0.05 was used to determine whether results were
statistically significant.

Results
Speech intelligibility

Mean speech intelligibility (RAU) for each listening
condition is shown in Figure 1. Speech intelligibility was
higher for the Better Ear and Bilateral conditions than the
Poorer Ear condition (Better Ear mean £ SD = 83.2 &+ 24.4;
Bilateral = 84.8 £ 26.9; Poorer Ear = 62.2 £ 35.2). Notably,
there was substantial inter-subject variability in performance,
as demonstrated by the wide range of performance (Better
Ear = 21-105 RAUj; Bilateral = 19-114 RAUs; Poorer Ear = -5-
104 RAUs) and large standard deviation for all conditions. There
was also considerable variability in the amount of interaural
asymmetry demonstrated by participants, which ranged from 2
to 65 RAUs (Table 2). A one-way repeated measures ANOVA
using a Greenhouse-Geisser correction revealed a significant
main effect of listening condition on speech intelligibility
[F(2,22) = 134, p < 0.01]. Post hoc pairwise comparisons
revealed that speech intelligibility did not significantly differ
between Better Ear and Bilateral conditions (p = 0.55),
indicating that, on average, participants did not demonstrate a
binaural redundancy benefit. Further, speech intelligibility was
significantly worse for the Poorer Ear condition compared to the
Better Ear (p < 0.01) and Bilateral conditions (p < 0.01). Finally,
Figure 2 plots binaural redundancy as a function of interaural
speech asymmetry, with a higher positive value indicating
greater binaural redundancy. Consistent with previous work
reporting an association between asymmetry and binaural
redundancy benefit (Litovsky et al, 2006; Mosnier et al,
2009; Yoon et al, 2011), a Pearson correlation revealed a
significant negative relationship between the two variables,
indicating that less speech asymmetry was associated with
greater binaural redundancy benefit (r = -0.61, p < 0.05, one-
tailed).

Listening effort

Grand average pupil tracks for each condition (with 95%
confidence intervals) are shown in Figure 3. In general, average

10.3389/fnins.2022.1038856
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FIGURE 1

Mean speech intelligibility (RAU; n = 12) for each listening
condition. Error bars represent + 1.96 SE (95% confidence
interval). Asterisks indicate the significance level of pairwise
comparison results (* for p < 0.05, ** for p < 0.01, and *** for
p < 0.001).

pupil dilation during the silent period was largest for the
Poorer Ear condition, followed by the Bilateral condition,
and finally the Better Ear condition. Maximum pupil dilation
was extracted from this period and is plotted in Figure 4.
Maximum pupil dilation was smallest for the Better Ear
condition and similar for Poorer Ear and Bilateral conditions
(Better Ear = 0.23 + 0.15; Poorer Ear = 0.27 £ 0.12;
Bilateral = 0.28 £ 0.15). A one-way repeated measures
ANOVA revealed that the main effect of listening condition
was not significant [F(2,22) = 2.4, p = 0.1]. However,
F-tests have the potential to lead to either false positives
or false negatives; thus, the pairwise comparisons can be
informative regardless of the omnibus result (Chen et al,
2018). Indeed, post hoc testing revealed that pupil dilation
was significantly larger for the Bilateral condition compared
to the Better Ear condition (p < 0.05). Contrary to our
prediction, this indicates that participants exerted greater
effort or engagement when listening bilaterally than with their
better ear only. There were no significant differences between
the Poorer Ear and Better Ear conditions (p = 0.24), or
between the Poorer Ear and Bilateral conditions (p = 0.74).

TABLE 2 Interaural speech asymmetry for each participant, defined as the difference in RAU scores between the Better Ear and Poorer Ear

conditions.
Subject ID
ICW ICJ IBL ICP ICB IDG IBK IDI ICD IBY IBZ
Interaural speech asymmetry 64.5 51.4 43.4 26.3 15.7 10.7 9.1 7.0 5.2 2.0 -54
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Relationship between interaural speech asymmetry (RAU) and
binaural redundancy, defined as the difference in speech
intelligibility (RAU) between Bilateral and Better Ear conditions.
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FIGURE 3

Grand average pupil tracks (n = 12) for each listening condition.
Maximum proportional change in pupil dilation was extracted
from the silent period, indicated by the vertical dashed lines
(0-2,000 ms). Shaded regions represent + 1.96 SE (95%
confidence interval).

Finally, we examined whether interaural speech asymmetry
was related to release from effort (Figure 5). Release from
effort was calculated as the difference in maximum pupil
dilation between the Better Ear and Bilateral conditions, with
a higher positive value indicating a greater reduction in pupil
dilation (and effort) when listening bilaterally. A Pearson
correlation indicated that interaural speech asymmetry was
not related to release from effort (r = -0.16, p = 0.63, two-
tailed).

Discussion

This study measured speech intelligibility and listening
effort in adults with BiCIs to examine whether bilateral
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Mean maximum proportional change in pupil dilation (n = 12)
for each listening condition. Error bars represent & 1.96 SE (95%
confidence interval). Asterisks indicate the significance level of
pairwise comparison results (* for p < 0.05, ** for p < 0.01, and
*** for p < 0.001).
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FIGURE 5

Relationship between interaural speech asymmetry (RAU) and
release from listening effort, defined as the difference in
maximum pupil dilation between Better Ear and Bilateral
conditions.

listening provides a benefit above the better ear alone.
Speech intelligibility was significantly worse in the Poorer
Ear condition compared to the Better Ear and Bilateral
conditions, and there was no significant difference between
performance in the Better Ear and Bilateral conditions. This
indicates that, on average, the BiCI users in the present
study had significant asymmetry in speech intelligibility
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across ears, but this asymmetry did not negatively affect
performance in the Bilateral condition since performance was
similar to the Better Ear condition. This is not surprising
considering that listeners were tested in quiet and could rely
on their better ear for speech intelligibility in the Bilateral
condition. Further, pupil dilation was significantly larger in
the Bilateral compared to Better Ear condition, and there
was no significant difference between either of these and the
Poorer Ear condition. This suggests that, on average, the
BiCI users tested in this study did not obtain a performance
benefit from binaural redundancy, nor did they obtain a
release from effort when listening with two CIs versus their
better ear alone.

Interaural speech asymmetry predicts
binaural redundancy benefit

The lack of measurable binaural redundancy benefit in the
present study contrasts with results from Laszig et al. (2004)
and Mosnier et al. (2009), which both reported significant
binaural redundancy benefit for their BiCI listeners. However,
there are noteworthy demographic differences between their
participants and participants in the present study. Mosnier
et al. (2009) required that their BiCI participants had less
than a 5-year difference in duration of deafness between the
two ears and were simultaneously implanted. Listeners in the
present study, on the other hand, had variable differences
in duration of deafness across ears, and inter-implant delays
ranging from 0 to 18 years. Thus, our group of BiCI listeners
was more heterogeneous and included listeners with asymmetric
hearing histories. Similarly, participants in Laszig et al. (2004)
did not demonstrate significant interaural speech asymmetry,
whereas our BiCI participants exhibited large interaural speech
asymmetries, with an average of 21.0 &= 22 RAU difference across
ears. These observations indicate that interaural asymmetry
may be key to understanding why our BiCI users, on average,
did not demonstrate binaural redundancy. Consistent with
this theory, Mosnier et al. (2009) and Yoon et al. (2011)
split their participants into symmetric and asymmetric groups
based on the difference in speech intelligibility across ears
and found that only the symmetric groups demonstrated
significant binaural redundancy benefit. Additionally, Goupell
et al. (2018) failed to find a significant binaural redundancy
benefit in BiCI listeners with asymmetric hearing histories or
early onset of deafness and late implantation. These findings
suggest that interaural asymmetries in hearing history and
speech intelligibility may limit listeners’ ability to benefit from
binaural redundancy. Indeed, we found that interaural speech
asymmetry was inversely related to binaural redundancy in the
present study (Figure 2), suggesting that the relatively large
speech asymmetries demonstrated by our BiCI listeners (as
compared to listeners in Laszig et al., 2004) may have limited
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their ability to successfully combine input from both ears and
benefit from binaural redundancy.

While binaural redundancy was not observed at the
group level, the majority of listeners demonstrated improved
performance in the Bilateral condition compared to the Better
Ear condition. The largest binaural redundancy benefits were
demonstrated by ICD (16 RAUs), IBY (10 RAUs), and IDI (9
RAUs; Figure 6). These listeners all demonstrated relatively
small interaural asymmetries of 7 RAUs or less (Table 2). ICD
had the second longest inter-implant delay of 6 years but also
had 10 years of bilateral experience prior to testing, while
IDI had the second shortest inter-implant delay of 0.6 years
but only 5 years of bilateral experience prior to testing. In
contrast, four listeners (ICW, ICJ], ICP, ICB) demonstrated
worse performance in the Bilateral condition compared to the
Better Ear condition. Three of these listeners demonstrated
interaural asymmetries greater than 20 RAUs (Table 2), which
was the percent correct criterion used by Mosnier et al. (2009)
to categorize listeners into symmetric and asymmetric groups.
The greatest decrement in performance from the Better Ear to
Bilateral condition (18 RAUs) was shown by IC] (Figure 6B).
This participant had the second largest interaural asymmetry
(51 RAUs). Interestingly, IC] was simultaneously implanted,
and had almost 9 years of bilateral CI experience prior to
testing. In contrast, the participant with the largest interaural
speech asymmetry (ICW: 65 RAUs; Figure 6A) and the longest
inter-implant delay (18.6 years) only demonstrated a 4 RAU
decrease in performance from the Better Ear to Bilateral
condition. These are prime examples of the extreme variability
that exists among BiCI users, and how difficult it can be
to predict outcomes due to the vast number of variables
that contribute to performance in each ear and across ears
(Gantz et al,, 2002; Litovsky et al., 2006; Mosnier et al., 2009).

Bilateral listening is more effortful than
better ear listening

Unlike previous studies that have shown that BiCIs may
facilitate reduced listening effort compared to a unilateral CI
(e.g., Litovsky et al., 2006; Noble et al., 2008; Hughes and Galvin,
2013), results from the present study indicate that, on average,
bilateral listening elicited increased listening effort compared to
better ear listening. In fact, out of the 12 BiCI participants tested,
only two demonstrated a reduction in pupil dilation from the
Better Ear to Bilateral condition (ICB and ICD, Figure 6, panels
F andJ). This is the first study to date that has shown this effect.
Further, our results indicate that this increase in listening effort
cannot be explained by a change in speech intelligibility, since
there was no significant difference in performance between the
Better Ear and Bilateral conditions. This is further supported
by our correlation analysis that found no relationship between
binaural redundancy and release from effort (r = 0.15, p = 0.65,
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Speech intelligibility (RAU; open circles) and maximum proportional change in pupil dilation (closed circles) for each participant. Participants
(A-L) are ordered from largest to smallest interaural speech asymmetry.

two-tailed). Indeed, previous studies have shown differences in
listening effort across conditions when speech intelligibility is
held constant (e.g., Koelewijn et al., 2012). This underscores the
value of measuring listening effort in studies examining speech
intelligibility, as it can reveal additional information that is not
apparent from performance alone.

To obtain a binaural redundancy benefit, listeners
must be able to centrally combine information across ears
(Litovsky et al.,, 2006). Results of the present study indicate
that this ability was largely inaccessible to our group of BiCI
users due to the large degree of interaural speech asymmetry
observed. One reason that asymmetries may preclude binaural
redundancy is that it is difficult to combine disparate signals
into one coherent sound, which may in turn result in increased
listening effort. In other words, increased effort in the Bilateral
condition may be explained by a lack of binaural fusion. Steel
et al. (2015) examined binaural fusion and listening effort in
children with BiCIs. They found that poorer binaural fusion
was associated with greater pupil dilation and longer reaction
times. Further, larger brainstem asymmetries, classified by
mismatched electrically evoked auditory brainstem latencies,
were associated with worse binaural fusion abilities (Steel
et al, 2015). Indeed, we also found a relationship between
our measures of asymmetry (interaural difference in speech
intelligibility) and binaural integration (binaural redundancy)
(Figure 2). This suggests that increased listening effort in the
Bilateral condition may be related to poor binaural fusion due to
the relatively large interaural speech asymmetries demonstrated
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by our BiCI listeners. Pragmatically, it makes sense that
attempting to integrate two disparate signals, or ignore an
impoverished signal from the poorer ear, would require more
effort than simply attending to the better ear alone. This
theory is supported by previous work that has demonstrated
impaired binaural fusion in BiCls users (Fitzgerald et al,
2015) that is exacerbated by asymmetries, such as interaural
place-of-stimulation mismatch (Kan et al., 2013). While degree
of speech asymmetry was not significantly correlated with
release from effort, this does not disqualify the possibility that
the two are related in some way since the relationship was
assessed using a simple linear correlation, and pupil dilation
does not always scale linearly with task difficulty (Koelewijn
et al., 2012; Ohlenforst et al., 2017; Wendt et al., 2018). Further,
there is also evidence that BiCI users have abnormally broad
pitch fusion ranges and that bimodal CI users with a hearing aid
in the contralateral ear can experience interference, a decrease
in performance when listening with two ears versus one. This
may arise from involuntary fusion of disparate inputs (Reiss
et al,, 2016, 2018). Thus, it is also possible that BiCI users in
the present study experienced unfavorable fusion, making it
more difficult to understand the target speech. This effect might
not have been reflected by speech intelligibility scores because
listeners may have been able to compensate by using context
clues to repair missing or ambiguous information, ultimately
requiring more effort (Winn, 2016).

Alternatively, it is also possible that increased pupil dilation
in the Bilateral condition represents increased engagement
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in the speech intelligibility task. Previous work has shown
that pupil dilation increases with increasing task performance
until the task becomes so difficult that increased effort is
unlikely to improve performance (Ohlenforst et al., 2017; Wendt
et al,, 2018). In other words, listeners will continue to be
engaged in a task so long as they perceive a potential benefit.
Additionally, stimulus or task value to the participant can
modulate engagement and pupil dilation even when speech
is equally intelligible (Eckert et al., 2016; Winn et al., 2018).
Because participants are accustomed to listening with both
CIs in daily life, they may have expected to perform best in
the Bilateral condition, resulting in increased pupil dilation
due to greater engagement or motivation. Since we did not
explicitly measure task engagement, we cannot disentangle
engagement or motivation from effort in the present study.
Another possibility is that increased loudness due to binaural
summation contributed to greater pupil dilation in the Bilateral
condition compared to either monaural condition. Indeed,
Legris et al. (2022) demonstrated increasing maximum pupil
diameter with increasing tone burst level (40 dBA, 60 dBA,
80 dBA) in both NH participants and hearing aid users. For
NH participants, pupil dilation was significantly larger for all
increases in level, but for hearing aid users, pupil dilation
was only significantly different when comparing the 40 dBA
condition to 80 dBA condition, regardless of whether or not
participants were using their hearing aids. The 20 dB step size
used by Legris et al. (2022) corresponds to a fourfold increase
in loudness, whereas an increase of about 3 dB, as is typical for
binaural summation, only corresponds to a 1.2-fold increase in
loudness (Epstein and Florentine, 2012). Thus, the need to use
large step sizes, especially in the hearing aid user group, indicates
that the potential 3 dB of binaural summation experienced
by BiCI users in the present study is very unlikely to have
caused any significant change in pupil dilation. This is further
supported by Nunnally et al. (1967) who only saw a significant
effect of intensity on pupil dilation for very loud levels above
90 dB.

As mentioned previously, this is the first study to find
bilateral listening to be more effortful than unilateral listening
in BiCI users. One reason for the discrepancy between the
present results and previous work may be the method used
to gauge listening effort, as this was also the first study to
investigate this question using pupillometry. In general, studies
that have employed both subjective rating and pupillometry to
measure effort have found that the two measures are typically
uncorrelated (e.g., Zekveld et al.,, 2011; Zekveld and Kramer,
2014; Wendt et al, 2016). Lack of correspondence between
these measures is likely related to participants’ subjective
interpretation of what is “effortful” (Colby and McMurray,
2021). For example, some participants may base their effort
rating on their performance accuracy rather than mental
effort, resulting in a linear relationship between accuracy and
subjective effort, whereas the relationship between accuracy and
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objective effort measured by pupil dilation has been shown to be
non-monotonic (Koelewijn et al., 2012; Ohlenforst et al., 2017;
Wendt et al., 2018; Winn and Teece, 2021). Finally, another
important factor to consider is the unilateral comparison
condition (i.e., Better versus Poorer Ear). The comparison
between participants’ best possible unilateral listening condition
(i.e., the Better Ear condition) and the Bilateral condition reveals
changes explicitly due to bilateral listening. In contrast, if one
were to compare the Poorer Ear condition to the Bilateral
condition, it would be unclear whether changes in effort are
simply due to the addition of the better ear or are explicitly
related to bilateral listening. Litovsky et al. (2006) and Sladen
et al. (2018) compared better ear listening to bilateral listening,
but Hughes and Galvin (2013) did not report which ear their
unilateral condition represented. If the unilateral condition
represented the poorer performing ear or a mixture of poorer
and better performing ears, a comparison of their results to the
present study would be invalid.

Limitations

The present study tested participants in quiet, which
resulted in near-ceiling level performance for some listeners.
While previous work has measured significant binaural
redundancy benefit in BiCI users in quiet conditions (e.g.,
Laszig et al., 2004; Mosnier et al., 2009; Yoon et al, 2011)
this benefit can be larger in noise conditions (e.g., Yoon
et al,, 2011). Measuring differences in speech intelligibility and
pupil dilation from better ear to bilateral listening in both
quiet and noise would elicit a wider range of performance
and ultimately help elucidate whether bilateral CI listening is
more effortful or more engaging than unilateral CI listening.
Further, while subjective reports of listening effort do not
always correlate with pupillometry results (e.g., Zekveld et al,,
2011; Zekveld and Kramer, 2014; Wendt et al., 2016), it could
nonetheless be interesting to compare the two metrics in
future studies. Finally, a subjective measure that attempts to
disentangle engagement/motivation from effort could be very
useful for virtually any future study using pupillometry to gauge
listening effort.

Summary and conclusion

The present study measured speech intelligibility and pupil
dilation to quantify differences in performance and listening
effort in adults with BiCIs when listening with their poorer ear
only, better ear only, or bilaterally in quiet. Previous studies
have shown that some BiCI users demonstrate an increase in
performance from better ear to bilateral listening. This was
not observed in the present study, as BiCI users performed
similarly when listening with their better ear only and bilaterally.
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The large interaural speech asymmetries demonstrated by
our BiCI users may have precluded them from obtaining
binaural redundancy benefit, as shown by the significant
negative relationship between the two factors. Additionally,
listeners exhibited an increase in pupil dilation for bilateral
compared to better ear listening, indicating that bilateral
listening was more effortful. Due to the substantial interaural
asymmetries demonstrated by our participants (in speech
intelligibility and hearing history) we propose that increased
listening effort may be due to difficulty combining two disparate
signals. In conclusion, these results indicate that interaural
speech asymmetries can impede BiCI patients’ ability to access
binaural redundancy and may provoke increased listening
effort for bilateral compared to better ear listening. Therefore,
investigating methods for reducing interaural asymmetries
seems to be a promising direction for future research seeking
to improve binaural hearing outcomes in BiCI patients.
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on binaural perception
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Stroke-induced lesions at different locations in the brain can affect various
aspects of binaural hearing, including spatial perception. Previous studies
found impairments in binaural hearing, especially in patients with temporal
lobe tumors or lesions, but also resulting from lesions all along the auditory
pathway from brainstem nuclei up to the auditory cortex. Currently, structural
magnetic resonance imaging (MRI) is used in the clinical treatment routine
of stroke patients. In combination with structural imaging, an analysis of
binaural hearing enables a better understanding of hearing-related signaling
pathways and of clinical disorders of binaural processing after a stroke.
However, little data are currently available on binaural hearing in stroke
patients, particularly for the acute phase of stroke. Here, we sought to
address this gap in an exploratory study of patients in the acute phase of
ischemic stroke. We conducted psychoacoustic measurements using two
tasks of binaural hearing: binaural tone-in-noise detection, and lateralization
of stimuli with interaural time- or level differences. The location of the stroke
lesion was established by previously acquired MRI data. An additional general
assessment included three-frequency audiometry, cognitive assessments, and
depression screening. Fifty-five patients participated in the experiments, on
average 5 days after their stroke onset. Patients whose lesions were in
different locations were tested, including lesions in brainstem areas, basal
ganglia, thalamus, temporal lobe, and other cortical and subcortical areas.
Lateralization impairments were found in most patients with lesions within
the auditory pathway. Lesioned areas at brainstem levels led to distortions of
lateralization in both hemifields, thalamus lesions were correlated with a shift
of the whole auditory space, whereas some cortical lesions predominantly
affected the lateralization of stimuli contralateral to the lesion and resulted
in more variable responses. Lateralization performance was also found to be
affected by lesions of the right, but not the left, basal ganglia, as well as by
lesions in non-auditory cortical areas. In general, altered lateralization was
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common in the stroke group. In contrast, deficits in tone-in-noise detection
were relatively scarce in our sample of lesion patients, although a significant
number of patients with multiple lesion sites were not able to complete

the task.

binaural hearing, psychoacoustics, brain lesions, lateralization, binaural masking level
difference, magnetic resonance imaging, stroke

1. Introduction

The interaural level differences (ILD) and interaural time
differences (ITD) provide the basis for localizing sound sources
in the horizontal plane. This ability informs the listener about
the spatial location of an approaching vehicle, for instance,
but is also crucial for segregating different auditory streams
in more complex listening environments, such as multiple
talkers in a crowded restaurant. Especially the latter ability is
clearly compromised in listeners with sensorineural hearing
loss (e.g., Gatehouse, 2004; Shinn-Cunningham and Best, 2008).
However, spatial hearing can also be impaired by damage to the
central nervous system. The consequences of such damage for
spatial hearing and binaural perception are arguably less well
understood (Gallun, 2021).

One relatively prevalent type of central nervous system
damage is stroke. For instance, the GEDA 2014/2015-EHIS
study found that, in Germany, 1.6% of adults suffered a stroke
or chronic consequences of a stroke during the past 12 months
(Robert Koch-Institut, 2017). Central stroke lesions do not
usually affect hearing thresholds, but they can affect binaural
hearing (Hausler and Levine, 2000). This is also reflected in
patient-reported difficulties in sound localization in the chronic
phase after stroke, as shown in Bamiou et al. (2012). Given the
relatively high prevalence of stroke in the general population, an
improved understanding of its effects on spatial hearing would
be desirable.

Previous studies have revealed deficits in binaural hearing
in patients with different stroke lesion locations. Furst et al.
(2000) investigated the binaural performance of patients
with brainstem lesions using a test of interaural difference
discrimination and with a lateralization task. Binaural
performance was affected whenever the lesion overlapped
the auditory pathway. Lesions of the caudal pons led to center-
oriented lateralization, whereas lesions rostral to the superior
olivary complex led to side-oriented lateralization results.
Just-noticeable differences in ILD and ITD were affected in
some patients with pontine lesions.

Comparable methods were used by Spierer et al. (2009),
who studied the effects of cortical lesions on ITD- and ILD-
based lateralization. The findings suggested a dominance of
the right hemisphere in auditory spatial representation. More
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frequent and more severe deficits were observed after right-
sided, compared to left-sided, damage. Lesions of the right
hemisphere influenced contralesional as well as ipsilesional
lateralization, whereas the effect of left-sided damage was
restricted mainly to the contralesional hemifield.

Along the same lines, the effect of auditory neglect (impaired
perception of auditory stimuli in one hemispace) is also more
frequently observed for right-hemispheric lesions, especially
when the temporal lobe is damaged (Gokhale et al, 2013).
The term neglect is used for various impairments and different
modalities (Heilman et al., 2000). As reviewed in Gokhale
et al. (2013), language-related stimuli are mainly associated
with the left temporal cortex, whereas non-language stimuli are
predominantly processed in the right hemisphere. As a result,
processing of non-language stimuli is often impaired, and in
some cases, neglected after damage to the right hemisphere.

Two separate processing streams are suspected to be
responsible for the ‘where’ and ‘what’ of auditory perception.
This hypothesis is supported by the fact that binaural hearing
performance of the centrally impaired auditory system depends
not only on the location of the damaged area, but also on the
task to be performed (Bellmann et al., 2001). For instance, a case
report of a patient with lesions in the right hemisphere showed
a difference between using binaural cues implicitly or explicitly
(Thiran and Clarke, 2003). The patient was able to implicitly use
binaural cues for stream segregation in a spatial-release-from-
masking task, but had no explicit lateralized perception at all
when presented with stimuli with ITDs. The implicit and explicit
use of binaural cues was also investigated by Tissieres et al.
(2019), with a larger number of participants. They concluded
that the implicit use of auditory spatial cues relies on a distinct,
left-dominated network.

In general, previous studies on the effect of lesions of the
central nervous system on binaural perception were mainly
investigated in the chronic phase of stroke in subgroups of
stroke populations. Based on the results of, e.g., Trapeau
and Schonwiesner (2015), who showed that relearning of
localization with altered ITDs is possible within a few days, we
assume that stroke-induced lateralization impairments will be
strongest in the acute phase and at least partially recovered in the
chronic phase of stroke. The existing studies revealed a plethora
of deficits that vary significantly across lesion location, stimulus
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material and patients. The great variability and individual nature
of the findings indicate that further large-scale research is
needed to move closer to a complete understanding of the
effects of stroke on binaural hearing performance. By studying
the disturbed system shortly after stroke onset, the patients’
responses may give novel insights into the role of the affected
areas in spatial hearing, including its relevance for the healthy
system.

In addition to studies with stroke patients, neuroscientific
experiments with healthy adults revealed different mechanisms
of ITD processing along the auditory pathway. Thompson
et al. (2006) presented large ITDs (41500 ps), well outside
the range of ITDs of £700 s, that are usually experienced
under natural listening conditions. Using functional magnetic
resonance imaging (MRI) neural activity was measured by
means of the blood oxygenation level dependent response.
For these large ITDs, they found higher neural activity in the
ipsilateral, compared to the contralateral, side of the mid-brain,
which is the opposite of findings for smaller ITDs. A related
study by von Kriegstein et al. (2008) revealed that at the level of
the cortex, both hemispheres were activated for these large ITDs.
For the small ITDs, predominantly the primary auditory cortex
in the contralateral hemisphere was active. These data show that
coding of ITD in the cortex is fundamentally different from the
mid-brain representation of ITD, but it remains unclear how
such large ITDs are perceived if lesions impair the encoding or
decoding at different stages of the auditory pathway.

Studying clinical populations has shaped our understanding
of binaural processing, and is still useful to supplement studies
in different animal models (Gallun, 2021). Currently, structural
MRI is used in standard clinical routine for stroke patients. The
combination of the information on the precise lesion location,
and the patients’ performance in behavioral tasks, could lead
to insights into individual problems in binaural processing and
possible ways to individualize therapies.

The detrimental effects of stroke lesions on binaural hearing
tasks vary not only for different lesion locations and lesion sizes,
but can also be shaped by factors such as age, conductive or
sensorineural hearing loss, cognitive abilities, and other non-
auditory characteristics. Therefore, in addition to group analyses
that are compared to age-matched control subjects, focusing on
individual patients with all their confounding influences case by
case remains unavoidable.

The objective of the current exploratory study was to
investigate the binaural perception of individuals in the acute
phase of stroke, compared to an age-matched control group
in a quantitative, yet individual manner. Since binaural deficits
have been observed for lesions across multiple brain areas
that are not directly related to audition, we did not limit
our study to predefined regions of interest. This choice was
further motivated by our aim to conduct a relatively large-
scale study with potential to reveal patterns that would
remain unnoticed or ambiguous with smaller patient cohorts.
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We conducted two binaural experiments using headphone
stimulation. Performance in both experiments relied on using
interaural differences. In the first experiment, a binaural tone-
in-noise detection task, the implicit use of interaural cues was
sufficient to detect differences to the reference stimulus. In
the second experiment, a lateralization task, listeners had to
explicitly use interaural cues to judge the perceived intracranial
position of the stimulus. These experiments, and an additional
general assessment, were completed by patients that had rather
small lesions in different brain areas. The location of the lesion
was established based on previously acquired MRI data.

2. Materials and methods
2.1 Participants

In total, 50 stroke patients (mean age of 63 years, SD:
14 years, 20 female, 30 male) and 12 control subjects (mean age
of 61 years, SD: 14 years, 9 female, 3 male) participated after
passing audiometric and cognitive assessments (see Sections
“2.2 General assessment” and “2.4.1 Audiometry” for details)
and providing written informed consent. Participants that had a
stroke will be referred to as patients, whereas those participating
in the control group will be referred to as control subjects.
The study was approved by the Medical Research Ethics
Board of the University of Oldenburg, Germany. The stroke
patients were recruited in the stroke unit of the Evangelisches
Krankenhaus, Oldenburg, Germany and tested in a quiet room.
Only those patients participated who could understand and
produce speech, who were mobile and in a general stable
condition, and able to complete the different tasks despite their
recent stroke. Exclusion criteria were additional neurological
diseases or a pure-tone average of 40 dB HL or more (see Section
“2.4.1 Audiometry”). The stroke patients participated in the
experiments on average 5 days (range: 1—9 days, 16 days for
one patient, SD: 2 days) after stroke onset. The symptoms of
stroke, as measured by the National Institute of Health stroke
scale (see Section “2.2 General assessment”), ranged from 0 to
6 points, except for one patient with a score of 20 points. The
median of the scores was one point, thus representing a stroke
cohort suffering from minor stroke. The control group was
age-matched and followed the same exclusion criteria.

2.2 General assessment

Preceding the psychoacoustic experiments, the Montreal
Cognitive Assessment (MoCA, Nasreddine et al., 2005) was
used to screen for mild cognitive impairment or dementia.
The test contains 30 tasks targeting different cognitive abilities,
and is scored with a maximum of 30 points. Scores below 26
points suggest mild cognitive impairment. Three patients with
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a performance score of 17 or lower were excluded from the
subsequent experiments.

The National Institute of Health stroke score (National
Institute of Neurological Disorders and Stroke [NIHSS], 2019)
was obtained as part of the clinical routine 24 h after the patients
came to the hospital. It consists of several measures judging the
severity of the symptoms of stroke, with a maximum score of
42 points. Scores below 5 are classified as minor stroke, below
15 as moderate stroke, and above this as moderate to severe and
severe stroke. The score includes several items related to motor
functions, but no item explicitly targeting auditory impairments.

To quantitatively assess the intensity of possible depression,
we used the short version of the Beck’s Depression Inventory
(BDI, Beck et al., 2013). It contains 7 sets of statements from
which are chosen those that best describe the patients current
state. To be compatible with the full version, the results are
scaled to fall within the ranges of the full test. Scores below
9 indicate no or minimal depression, those between 9 and 13
indicate mild depression. Moderate depression is indicated by
scores between 20 and 28, and severe depression by scores in the
range between 29 and 63.

The multiple-choice vocabulary intelligence test, the
German MWT-B (Lehrl