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Editorial on the Research Topic

Spatiotemporal modeling and analysis in marine science
Recent advancements in monitoring technologies have ushered in an era characterized

by an explosion of spatiotemporal data across diverse fields, notably within global oceans.

This surge of data, sourced from satellites, unmanned aerial vehicles, buoys, and unmanned

underwater vehicles, poses challenges in extracting meaningful insights and bridging the

gap between raw data and scientific understanding (Frankel and Reid, 2008; Wu et al.,

2020). Data-driven spatiotemporal modeling and analysis present potential solutions,

offering avenues to uncover inherent features within the data, delineate characteristics of

natural phenomena, refine general knowledge or theories, and bolster the management and

conservation of oceans. Consequently, based on these spatiotemporal, spatial or temporal

data, specific methodologies are tailored and employed for analysis. For instance, prevalent

machine learning and deep learning techniques excel in modeling the nonlinear and non-

stationary aspects of spatiotemporal, spatial, or temporal data (Ham et al., 2019; Reichstein

et al., 2019; Runge et al., 2019; Callaghan et al., 2021). Geostatistical methods adeptly

capture spatial or spatiotemporal correlations within such data (He and Kolovos, 2018; He

and Christakos, 2021; Wu et al., 2021). Additionally, time-frequency methods decompose

temporal data into distinct series for nuanced variation detection (Cazelles et al., 2008; Xiao

et al., 2019). Cutting-edge frameworks, such as those integrating geostatistical and machine

learning methods, have been proposed to more accurately reflect the natural phenomena

(Du et al., 2021). The primary objective of this Research Topic is to furnish a platform for

scholars to disseminate novel methodologies or insights within the spatiotemporal context

of marine or coastal regions.

Chen et al. posited that integrating artificial intelligence (AI) technology with extensive

datasets from ocean observations can significantly address challenges in advancing marine

science or theory, especially in the intermediate ocean depths ranging from approximately

100 to 1,000 meters. In their review titled “Deep Blue AI for Knowledge Discovery of

Intermediate Ocean,” they synthesized findings from satellite remote sensing at around 100

meters deep and in situ observations at approximately 1,000 meters. Additionally, they
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discussed three distinct AI methodologies: associative statistical,

physically informed, and mathematically driven neural networks.

The application of these methodologies was reviewed in context,

covering areas such as the 3-D identification and trajectory

prediction of oceanic eddies, the vertical reconstruction of Ekman

drift, internal wave forecasting, and subsurface chlorophyll

maxima prediction.

Wang et al. centered their research on predicting typhoon

activity to bolster decision-making aimed at mitigating associated

risks. A pivotal challenge in modeling arose when selecting the

optimal number of historical satellite images for future predictions.

Using too few images might not offer adequate information on

typhoon trajectories, while an excessive number could diminish the

size of the training dataset. To address this, the team devised a

feature enhancement module paired with a channel attention

module. This combination was designed to amplify the intrinsic

characteristics of typhoons and determine the appropriate number

of images for subsequent modeling. The spatiotemporal attributes

of typhoons were then modeled using a symmetrical encode-decode

module comprising convolutional long short-term memory

networks (ConvLSTM). Furthermore, a multi-scale strategy was

implemented to curtail information loss during the ConvLSTM

process. In their quest to design the optimal structure for the

Enhanced Multi-Scale Deep Neural Network (EMSN), the team

explored multi-scale components, channel attention modules, and

spatiotemporal capture units. By adjusting various parameters

within these modules, they assessed the accuracy of typhoon

predictions. Notably, the EMSN outperformed both the MSCIP

satellite image predictor and the conventional U-net.

While hyperspectral remote sensing data are limited and costly,

Hu et al. investigated the potential of reconstructing hyperspectral

images using economical RGB images, a development that could

enhance marine observations. By replacing the standard

convolution kernel with atrous convolution and incorporating a

multi-scale atrous convolution residual block, the image’s multi-

scale spatial features were more effectively extracted by integrating

images across different scales into a multi-scale feature layer

without increasing computational costs. The introduced Multi-

Scale Atrous Convolution Residual Network (MACRN) comprises

three segments: low-level feature extraction, high-level feature

extraction, and feature transformation. MACRN’s efficacy was

evaluated using clean and real-world datasets and benchmarked

against exsiting algorithms like HSCNN-R, HSCNN-D, HRNet,

AWAN, and MST++.

Li devoted significant effort to applying the greedy strategy for

mode identification with significantly crossed frequencies and

overlapped component separation. Consequently, the Spatio-

Temporal Nonconvex Penal ty Adapt ive Chirp Mode

Decomposition (STNP-ACMD) algorithm was proposed. It

addresses the limitations of traditional algorithms, such as ACMD

and Variational Mode Decomposition (VMD), which primarily

prioritize channel-wise processing without accommodating the

coupled nature and spatio-temporal characteristics. The STNP-

ACMD employs a recursive mode extraction approach to

segregate overlapped components or crossed intrinsic functions
Frontiers in Marine Science 026
and accentuates the spatio-temporal relationship within the coupled

nature by refining the spatial and temporal matrices. Comparative

analysis, using both numerical and real-world case studies,

demonstrated that STNP-ACMD surpassed the Ensemble

Empirical Mode Decomposition and VMD.

Chiu et al. leveraged the spatial correlation traits found within

observed data to estimate blue carbon (BC) stocks in marsh soils. A

Bayesian linear mixed-effects model was devised to assimilate auxiliary

information from variables such as marsh type, soil category, soil

depth, and marsh site. This model assumed that site effects adhered to

the intrinsic conditional autoregressive (ICAR) spatial dependence. By

incorporating the ICARmarsh site effects, an inherent spatial clustering

of sites became discernible, a pattern not reflected in the primary

auxiliary predictors. Notably, the ICAR model produced a narrower

confidence interval for the marsh site effects’ coefficient compared to its

non-ICAR counterpart, highlighting the spatial correlation of BC stock

and underscoring the importance of including these characteristics in

BC assessment models.
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in the Northern South China Sea
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1School of Ocean Technology Science, Qilu University of Technology, Jinan, China,
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Based on historical temperature and salinity (T–S) profiles, the correlation

between the sea surface temperature (SST) anomaly, sea surface dynamic

height (SSH) anomaly, and temperature profile anomaly is constructed by

regression analysis. A three-dimensional temperature field is reconstructed in

the northern South China Sea by satellite SST and SSH, with daily temporal and

0.25°×0.25° spatial resolutions. The three-dimensional salinity field is also

reconstructed based on the correlation between salinity and temperature.

Compared with the observational T–S profiles, the reconstructed T–S field

reflects the characteristics and structure and accurately describes the

mesoscale variability of the ocean temperature field. The new expanded T–S

field can be used as the initial field in numerical models and be assimilated into

numerical reanalysis and prediction systems, improving their output.

KEYWORDS

northern south china sea, reconstruction of t–s profiles, regression analysis, satellite
sea surface temperature, satallite sea surface dynamic height
1 Introduction

The northern South China Sea is a large marginal sea in the tropics with a maximum

depth of over 5000 m and a variable temperature and salinity (T–S) structure with many

mesoscale eddies, which mainly come from the unstable changes in the process of

Kuroshio intrusion and wind stress curl changes (Wang et al., 2003; Su, 2004; Wu et al.,

2007; Yuan et al., 2007; Hu and Hou, 2010). The T-S profiles of this region is the key

database to study the eddy variation and other ocean processes.

At present, the availability of T–S observation profiles from Argo (Array for Real-

time Geostrophic Oceanography), CTD (conductivity-temperature-depth), XBT

(expendable bathythermograph), and ocean stations is increasing, especially the

massive Argo observation profiles have played an essential role in the ocean
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observation system. For example, Nan et al. (2011) analysed the

vertical structures of three long-lived anticyclonic eddies in the

northern South China Sea by in situ measurements. Hu et al.

(2012) demonstrated the penetration of nonlinear Rossby eddies

into the South China Sea with cruise data. But real-time

observation is still challenging, and the spatial resolution is low.

However, with the continued development of satellite

remote sensing technology, sea surface temperature (SST) and

sea surface dynamic height (SSH) datasets provide many real-

time observations with high spatial resolution on the sea surface.

For example, based on these satellite observations, detailed

statistical characteristics of mesoscale eddies, including eddy

census statistics, kinematic properties, shapes, nonlinearity and

propagation characteristics, have been provided in many studies

of the global ocean (Chaigneau et al., 2009; Chelton et al., 2011;

Li et al., 2014; Li et al., 2016), especially for eddy-active regions

like the South China Sea (Chen et al., 2011; Hu et al., 2011; Chen

et al., 2012; Hu et al., 2012). However, satellite observations

cannot provide any subsurface information. Therefore, the

combination of in situ and satellite observation has become an

effective method to reconstruct a more detailed ocean T–S field.

As early as the end of the 1980s, several methods for inverting

T–S profiles by mapping sea surface information (SST or SSH)

have been proposed. Hurlburt (1986) has constructed a numerical

oceanmodel to transform simulated altimeter data into subsurface

information dynamically. Studies and applications of satellite

observations for inferring sea subsurface information matured

using statistical methods (Carnes et al., 1990; Hurlburt et al., 1990;

Carnes et al., 1994; Gavart and Mey, 1997; Pascual and Gomis,

2003), which are mainly based on empirical orthogonal functions

(EOFs). These researchers showed that the deep sea or oceanic

temperature and salinity profiles obtained by the combined

inversion of SST and SSH is much better than the results using

SST or SSH alone. Furthermore, Bruno and Santoleri (2004) used

coupled pattern analysis to build the relationship between

temperature profiles and sea surface information to rebuild the

temperature field. The EOF and coupled pattern methods are

simple and clearly reflect the physical concepts, but both require

observation data with a certain continuity in time and space,

which is limited in the actual ocean. Regression analysis is a data

analysis method based on mathematical and statistical principles

(Fox et al., 2002; Guinehut et al., 2004). First, a lot of statistics are

mathematically processed, then a mathematical function

expression (regression equation) with strong correlation is

established by determining the correlation between the target

variable and some independent variables, finally it is generalized

to predict the possible changes of the dependent variable in the

future. In this study, the regression analysis method was used to

establish the mapping relationship between SST, SSH and

temperature and salinity profiles using historical T–S profile

observation data after strict quality control and fine processing

for the northern South China Sea over a recent 30-year period.

Then, the T–S profiles were reconstructed and examined.
Frontiers in Marine Science 02
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Compared with EOF and coupled pattern methods, althothg the

regression analysis method lacks clear physical concept, it does

not require time-space continuity of historical observation data,

and the calculation method is simpler and more maneuverable

(Fox et al., 2002).

This study is organised as follows. The historical and satellite

observations used in this study are introduced in Section 2. In

Section 3, the reconstruction of T–S profiles in the northern

South China Sea based on the regression analysis method is

described in detail. The results are examined using observed

data, both in general and in case analyses. Finally, conclusions

are summarised in Section 4.
2 Data and methodology

2.1 Historical argo profiles observations

The historical T–S profile data used in this study are based

on the WOD18 (World Ocean Database, 2018) produced by the

NODC (National Oceanographic Data Center), which mainly

includes high-resolution CTD, XBT, DRB (drifting buoy), PFL

(profiled buoy) andMRB (anchor buoy) data (Boyer et al., 2018).

These data were supplemented by Argo float data obtained from

the China Argo Real-time Data Center. The spatial range is from

110°E to 125°E, 15°N to 25°N, and the time range is from 1

January 1993 to 1 January 2018. The distribution of the Argo

stations is shown in Figure 1, and they are spread throughout the

northern South China Sea. Furthermore, quality control for this

extensive profile dataset is essential to improve the accuracy of

the results (Chaigneau et al., 2011). Thus, a valid database is

constructed in several steps as follows:
1. Extract the required data including temperature,

salinity, longitude, latitude, depth and date in the

defined spatial and time range;

2. Delete data with NaN (not a number) values;

3. Select the data with a temperature between 0°C and 35°

C and salinity between 31 psu and 36 psu;

4. Delete stations with less than three values in the vertical

direction;

5. Construct a database with the standard vertical layer by

linear interpolation for depths of 0, 5, 15, 20, 25, 30, 35,

50, 75, 100, 125, 150, 175, 200, 250, 300, 350, 400, 450,

500, 600, 700, 800, 900, 1000, 1100, 1200, 1300, 1400

and 1500 m.
Although the WOD18 data provides very high vertical

resolution data, it was found in the process of data screening

that the profiles change very little at depths below 500m and the

profiles above 500m are highly variable. Furthermore, most ocean

processes and phenomena are concentrated above 1500m, such as

eddies, material transport. Therefore, we divided a total of 20
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layers between the sea surface and 500m, which is basically the

same as WOD18 data. However, the deep water layer with no

obvious change were divided into 10 layers from 500m to 1500m,

which would not affect the overall research results, and reduce a

lot of calculation in the regression statistical analysis.
2.2 Climatic T–S data

The climatic T–S data based on the WOA18 (World Ocean

Atlas, 2018) from NODC were regarded as an initial field and

compared with the reconstructed results (Garcia et al., 2019).

The WOA18 dataset provides standard layer data that have been

objectively analysed. The spatial resolution is 1°, and the

temporal sampling includes both annual average and monthly

average versions. Comparing the reconstructed fields to these

data can indicate T–S anomalies caused by eddies in the three-

dimensional structure because the WOA18 data are excessively

smoothed, and the eddy signals are significantly suppressed.
2.3 Test T–S data

The test T–S data were obtained from GTSPP(Global

Temperature and Salinity Profile Plan) and Argo datasets. A

total of 18.174 million T-S observation profiles have been

provided by GTSPP from 1990 to 2014. The datasets mainly

include XBT, which has strong timeliness and can be

downloaded from NODC website. The Argo dataset includes

the global Argo dataset and the Chinese Argo dataset, which

collectively provide more than 1.4 million T-S observation

profiles and can be downloaded from the China Argo Real-
Frontiers in Marine Science 03
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time Data Center website. These test data were subjected to strict

quality control and then interpolated to the standard layer for

the test. The observation profiles used for the test were not used

during the reconstruction process and were strictly independent.
2.4 Satellite observations

The SST data used in this study are from a dataset provided

by American Remote Sensing Systems (ARSS) that combines

several observations from the optimal interpolation MW

(microwave) and IR (infrared) sensors (Gentemann et al.,

2010), including the TRMM (Tropical Rainfall Measuring

Mission) Microwave Imager, AMSR-E, AMSR-2 (Advanced

Microwave Scanning Radiometer), WindSat and MODIS

(Moderate Resolution Imaging Spectroradiometer). The spatial

resolution is 9 km, and the temporal sampling is 1 day.

Moreover, the SSH data from DUACS (Data Unification and

Altimeter Combination System) DT2014 from 1993 to 2018

with a spatial resolution of 0.25° and temporal sampling of 1 day

(Pujol et al., 2016) were used in this study. It is provided by

AVISO (Archiving, Validation and Interpretation of Satellite

Oceanographic) and the datasets combined data from several

altimeters, including T/P (Topex/Poseidon Satellite), ERS-1&2

(European Remote Sensing satellites 1&2), Jason-1&2, EnviSat

(Environmental Satellite) and GFO (Geo Follow-On), which

could be downloaded from the Copernicus Marine Environment

Monitoring Service (CMEMS). And the sea level anomaly (SLA)

data used in this study from multi-satellite altimeter is also

provided by AVISO and has the same resolution as the SSH data,

which could be downloaded from the CMEMS (Taburet

et al., 2019).
FIGURE 1

Distribution of observed T–S profile stations in the northern South China Sea.
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2.5 Reconstruction of temperature
profiles by SST and SSH

At present, there are three regression models for retrieving

three-dimensional temperature field from sea surface

information: The polynomial of SST, the polynomial of SSH,

and the polynomial of the combination of SST and SSH are used.

The third polynomial is a good combination of the two satellite

observation data of SST and SSH. Previous studies have pointed

out that the three-dimensional ocean temperature profile

obtained by the joint inversion of SST and SSH is better than

the profile obtained by the inversion of SST or SSH alone

(Guinehut et al., 2004), so the polynomial combined with SST

and SSH is directly used in this paper.

First, the sea surface dynamic height at each location can be

calculated from its T–S profile as:

h =
Z H

0

n T , S, Pð Þ − n 0, 35, Pð Þ½ �
n 0, 35, Pð Þ dz (1)

where n is the seawater specific volume, n(0,35,P) is the

specific volume of seawater at 0°C temperature and 35 psu

salinity, and H is the sea depth. Then, the correlation between

the SST, SSH and the temperature profiles are established by

regression analysis, expressed as:

Ti,k(SST , h) = Ti,k + aT3i,k (SST − Ti,1) + aT4i,k (h − hi)

                     + aT5i,k SST − Ti,1

� �
h − hi
� �

− hSSTi

� �
(2)

WhereTi,k(SST,h) are the values of the reconstructed

temperature for extended grid point i and depth k,hSSTiis the

weighted mean of the product, (sstj − Ti,1) (hj − hi), j is the

observation index, i is the location index, and aT3i,k ,a
T4
i,k and aT5i,k

are regression coefficients, they can be calculated by statistical

method (Fox et al., 2002). The regression coefficients in equation

(2) are obtained at monthly timescale, by comparing the

monthly static climatic fields calculated from WOD18 to

monthly-averaged satellite observations, the 3D T/S fields at

daily time scale can be reconstructed by satellite daily resolution.

It is important to note that we only took one kind of

polynomial of the structure, but the regression coefficients in

each layer were determined by the plenty of T–S data, which are

different in each layer. Therefore, the temperature field extended

from Equation (2) is relatively independent in each vertical layer,

which can better reflect the different variation characteristics of

the actual temperature profile.
2.6 Reconstruction of salinity profiles
by temperature

The correlation between the temperature and salinity can be

expressed using Equation (3) by regression analysis:
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Si,k Tð Þ = Si,k + aS1i,k T − Ti,k

� �
(3)

where Si,k is the average salinity, Ti,k is the average

temperature and Si,k(T) are the values of reconstructed salinity

for grid point i and depth k , and aS1i,k are the regression

coefficients. Equation (3) was used to reconstruct the daily

salinity profile data.
3. Results and discussion

3.1 Construction of the static climatic
T–S field

Based on theWOD18 data, the historical temperature profile

observations in the northern South China Sea were gridded and

pre-treated using Equation (4) to form a static climate

temperature field product with a horizontal resolution of 0.25°

and a time scale of 1 month. It should be noted that the spatial

resolution of 0.25° was seleted to be consistent with the satellite

data, so as to complete the reconstruction.

Tc
i,k = TWOA18

i,k +o
j=N

j=1
wi,j T0

j,k − TWOA18
j,k

� �
(4)

where TWOA18
j,k are the WOA18 temperature interpolated to

the required position and depth, T0
j,k are the observation data,

Tc
i,k are the results at the new grid i and depth k . The wi,j , N

weights are calculated using Equation (5),

CiWi = Fi (5)

where wi,j are weight coefficients, Ci is the covariance matrix

and Fi is the matrix of initial errors between the grid point and

the observation point. The calculation of Equations (5) is

explained very clearly by Fox et al. (2002), which determined

the wi,j and then completed calculation of Tc
i,k.

The monthly vertical distribution of the northern South

China Sea temperature profiles using these static climate field

products is shown in Figure 2. Compared with the results from

WOA18, the obtained temperature profiles are slightly different,

especially at depths below 600 meters, where temperatures are

about 0.3°C higher than the WOA18 temperatures. However, for

depths above 600 meters, the temperature of the static climatic

field is similar to WOA18. Figure 3 shows the vertical

distribution of the temperature profile standard deviations.

The values increase from the sea surface with increasing depth

and reached a maximum of about 1.8 to 2.2°C near the

thermocline in different months. Then temperature standard

deviations gradually decrease with increasing depth and

approach the minimum of about 0.2°C when the water depth

exceeds 1000 meters.

Static climatic salinity fields were generated at each grid

point based on Equation (3) for different water depths in the
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northern South China Sea. Similar to the temperature profiles,

Figure 4 shows the monthly vertical distribution of the salinity

profiles. The results were about 0.1 psu higher than the WOA18

data above 1000-meter depths and are highest near 400 meters.

The two datasets are fairly consistent when the water depth

exceeds 1000 meters. Figure 5 shows the vertical distribution of

the salinity profile monthly standard deviations. The maximum

standard deviation is about 0.3 psu at the surface. The salinity

standard deviation drops sharply from the sea surface to about

400 meters depth and then maintains a low value of about 0.02

psu to the deepest data points.
3.2 Reconstruction of an expanded
three-dimensional T–S field

3.2.1 Expanded three-dimensional T–S field
and statistical tests

Based on Equation (2), the temperature static climate field in

Section 3.1 was expanded to a three-dimensional temperature

field with a spatial resolution of 0.25° and a daily time scale using

the daily SST and SSH datasets. The three-dimensional salinity

field with the same time and space resolution was also formed
Frontiers in Marine Science 05
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using Equation (3). Finally, the T–S observation data from

GTSPP and Argo datasets in the northern South China Sea for

a recent 20-year period were collated as a historical observation

dataset for statistical testing.

The daily expanded three-dimensional T–S field data were

interpolated to each observation position to obtain the

corresponding expanded profiles, and the root–mean–square

errors between the expanded results and the observation profiles

were calculated month by month. Figures 6, 7 show the vertical

distribution of the monthly errors of the expanded temperature

and salinity profiles, respectively. The results show that the

errors in monthly temperature are larger in the upper ocean

and are over 1.0°C near the thermocline (100–200 meters),

decreasing sharply with increasing depth below the

thermocline. The errors reached their largest values (1.55°C) at

a depth of 75 meters in July. Furthermore, the errors in monthly

salinity are larger near the sea surface, reaching about 0.70 psu

from June through October. With increasing depth, the values

gradually decrease and then remain small below 200 meters. The

T-S errors are close to the existing products called CORA (China

ocean reanalysis), which was devoloped by similar method and

its average errors of temperature (salinity) are 1.14°C (0.18 psu)

(Han et al., 2011). In the future work, the integration of other
FIGURE 2

Monthly temperature profiles in the northern South China Sea. The blue and red lines represent the static climatic field and the WOA18 data, respectively.
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FIGURE 3

Vertical distribution of monthly static climatic temperature field standard deviations in the northern South China Sea.
FIGURE 4

Monthly salinity profiles in the northern South China Sea. The blue and red lines represent the static climatic field and WOA18 data, respectively.
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data products may be an effective method to reduce the salinity

profile errors at the sea surface (Yang et al., 2015; Bao

et al., 2019).

3.2.2 Test of single stations
Stations 20110303 and 20110822 in Figure 8 were selected

for further study. The expanded T–S profiles are compared with

the observed data in Figure 9. The results show that the

expanded profiles are very close to the observed profiles,

proving that the expanded field can be effectively applied in

this region. Furthermore, the spatial distribution of maximum

temperature errors along the vertical showed in Figure 8, which

revealed that the maximum errors increase near the coast of

South China Sea.

3.2.3 Cross-validation tests
The cross-validation tests were used for this work to

strengthen the validation of the reconstruction. The WOD18

database was randomly divided into two parts in a ratio of 3 to 1,

three quarters of them were used for the reconstruction method,

and anothor part was kept for validation of the method.

Figures 10, 11 show the vertical distribution of the monthly

errors of the expanded temperature and salinity profiles,
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respectively. The distribution of the errors results is similar to

Figures 6, 7. The difference is that the errors obtained by cross-

validation tests are generally small. For example, the temperature

errors are generally less than 1.2°C (0.8°C) in summer (winter).

The salinity errors are less than 0.2 psu overall, except in

summer when it can reach 0.6 psu at the sea surface. The

smaller errors may be due to the different databases used

for validation.

Stations 20160808 and 20130216 in Figure 8 were selected

for further study. The expanded T–S profiles are compared with

the observed data in Figure 12. The results show that the

expanded profiles are close to the observed profiles, proving

that the expanded field can be verified by cross-validation tests.
3.2.4 Comparison analysis of a temperature
cross-section

An observation section between Taiwan Island and Luzon

Island was selected to test the expansion results. The position of

the observation section is shown in Figure 8. The starting

position of the observation section is (118.0°E, 21.5°N), and

the end position is (124.0°E, 16.5°N). The observation date is 19

March 2000. In the observed temperature section (Figure 13A),

there is a cold eddy causing the isotherm to bulge upward near
FIGURE 5

Vertical distribution of monthly static climatic salinity field standard deviations in the northern South China Sea.
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122.0°E and a sinking isotherm caused by a warm eddy near

120.8°E and 123.3°E. Compared to the WOA18 climatic

temperature section in March (Figure 13C), the expanded

temperature section (Figure 13B) better reflects the internal

variation characteristics of the mesoscale eddy. The two warm

eddies in the observation section are well described, and the cold

eddy is also shown. In addition, the structure of the upper mixed

layer is further resolved.

3.2.5 Structure and variation of the
temperature profiles affected by the luzon
warm eddy

The Luzon Warm Eddy (LWE) was first recognised as an

anticyclonic ring centred at about 117.5°E, 21°N in summer (Li

and Pohlmann, 2002). Yuan et al. (2007) used altimeter data to

identify the ring as an anticyclonic eddy generated off the

northwestern coast of Luzon Island and gave the LWE its

name. The LWE is a seasonal phenomenon closely related to

sea level anomalies (SLA). Figure 14 describes the variation of

SLA during the LWE, and a black square was seleted as the target

area. The results show that an anticyclonic eddy gradually

formed a ring from 15 September 2006 through 5 November

2006, with high SLA in the target area. It then moved westward
Frontiers in Marine Science 08
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and finally disappeared on January 15, 2007 and the SLA in the

target area decreased accordingly.

Figure 15 shows the time series of temperature profiles

corresponding to the target area in Figure 14 based on the

observation data and expanded temperature field, respectively.

Similar to the observation data, the results for the expanded

temperature field clearly show the variability of these

temperature profiles. Because of the significant influence of the

LWE, the upper-ocean temperatures were up to 28°C, and the

thermocline depths were about 150 meters before November

2006. After the LWE had disappeared, the thermocline uplifted

gradually, reaching 100 meters, and the upper-ocean

temperatures were reduced to 22°C. In addition, the subtle

time-scale changes were only reflected by observation data.
4 Conclusions

The mapping relationship between sea surface and

subsurface temperature information was established by the

linear regression analysis method using the historical Argo

profile observations (WOD18). Daily three-dimensional

temperature fields with a spatial resolution of 0.25° in the
FIGURE 6

Vertical distribution of expanded temperature field monthly errors in the northern South China Sea.
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FIGURE 7

Vertical distribution of expanded salinity field monthly errors in the northern South China Sea.
FIGURE 8

Two observation stations and a temperature cross-section. The numbers are dates and the background color is the spatial distribution of
maximum temperature errors along the vertical.
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northern South China Sea were reconstructed based on the SST

and SSH datasets derived from ARSS and CMEMS, respectively.

First, we selected valid data from WOD18 to construct a

static climatic temperature field in the northern South China Sea

and described their monthly vertical distributions. The results

showed that these constructed temperature profiles were similar

to the results fromWOA18 and the standard deviations between

them were relatively small, reaching a maximum of about 1.8°C

near the thermocline and decreasing in other layers. The static

climatic salinity fields were established next and were also close

to the results from WOA18 with maximum standard deviations

of about 0.3 psu at the surface.

An expanded three-dimensional T–S field was also

reconstructed in the northern South China Sea. The T–S

observation data from GTSPP and Argo datasets were selected

as a statistical test field. The results showed that the monthly

errors in the expanded temperature (salinity) profiles remained

small and the maximum was less than 1.6°C (0.8 psu) near the

thermocline (surface). Then, the errors of T-S profiles obtained
Frontiers in Marine Science 10
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by cross-validation were also smaller, and the maximun was less

than 1.2°C (0.6 psu) near the thermocline (surface). Because of

these small monthly errors, the expanded T–S fields are

considered to provide a realistic representation of the northern

South China Sea, and the expanded T–S profiles at two single

stations were also confirmed to be similar to the observed results.

Furthermore, the expanded T–S field clearly described the

vertical temperature structure at a cross-section through the

Luzon Strait and accurately simulated the structure and

variation of the temperature profile associated with the LWE.

These results prove that the ex-panded T–S field can accurately

reflect the actual ocean field’s vertical structure and internal

variation and the mesoscale eddies inside the ocean.

Obviously, the reconstructed salinity profiles have relatively

large errors on the sea surface, especially in summer. Although this

does not affect the overall results of this work, we hope to reduce

the errors in future work. The use of satellite SSS (Sea Surface

Salinity) database may be an effective method, which can provide

large-scale and continuous data (Yang et al., 2015; Bao et al., 2019).
FIGURE 9

T–S profiles for two observation stations in the northern South China Sea. The blue and red lines represent the expanded T–S field results and
observations (WOD18), respectively.
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FIGURE 10

Vertical distribution of expanded temperature field monthly errors in the northern South China Sea (cross-validation tests).
FIGURE 11

Vertical distribution of expanded salinity field monthly errors in the northern South China Sea (cross-validation tests).
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Recently available SSS data mainly come from SMOS (Soil

Moisture and Ocean Salinity), Aquarius and SMAP (Soil

Moisture Active Passive) satellites, of which Aquarius stopped

working on June 7, 2015 due to power supply problems (Tang
Frontiers in Marine Science 12
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et al., 2017). However, the SSS database is also required strict

quality assessment and error analysis, and the data mainly focus on

the last 10 years, so the use of SSS to complete the reconstructed

salinity profile needs further research.
FIGURE 12

T–S profiles for two observation stations in the northern South China Sea (cross-validation tests). The blue and red lines represent the expanded
T–S field results and observations (WOD18), respectively.
B CA

FIGURE 13

Temperature profiles of the cross-section (Figure 8) based on the observations (A), expanded temperature field (B) and WOA18 (C), respectively.
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FIGURE 14

SLA (colours) from 15 September 2006 through 15 January 2007 in the western Luzon Strait. Black squares denote the locations of observed
profiles from WOD18.
A B

FIGURE 15

Temperature profiles corresponding to the black squares in Figure 14 based on the observation data (A) and the expanded temperature field (B),
respectively. The black lines are isotherms of 23°C used as a thermocline proxy and the interval bewewen color contours is 2°C.
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The T–S information inside the ocean is a basic component of

oceanographic research data, playing a crucial role in describing

the nature of the ocean. For example, Han et al. (2011) developed a

regional ocean reanalysis system for the coastal waters of China

and adjacent seas by similar method, and the evaluations show that

a good representation of the processes and phenomena were

produced. Wang et al. (2012) reconstructed the T-S profiles from

1993 to 2008 near the Luson Strait, which was used to estimate the

heat, salt and volume transports during mesoscale eddies

movement. This study’s expanded T–S field is expected to be

used as the initial field for an ocean numerical model or for

pseudo-observation assimilation into an ocean numerical

reanalysis and prediction system to improve the three-

dimensional T–S field results, which could delineate ocean

processes and phenomena such as mesoscale eddies more clearly.
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Accurate wave height prediction is significant in ports, energy, fisheries, and

other offshore operations. In this study, a regional significant wave height

prediction model with a high spatial and temporal resolution is proposed based

on the ConvLSTM algorithm. The model learns the intrinsic correlations of the

data generated by the numerical model, making it possible to combine the

correlations between wind and wind waves to improve the predictions. In

addition, this study also optimizes the long-term prediction ability of the model

through the proposed Mask method and Replace mechanism. The

experimental results show that the introduction of the wind field can

significantly improve the significant wave height prediction results. The

research on the prediction effect of the entire study area and two separate

stations shows that the prediction performance of the proposed model is

better than the existing methods. The model makes full use of the physical

correlation between wind and wind waves, and the validity is up to 24 hours.

The 24-hour forecast R² reached 0.69.

KEYWORDS

wave height forecast, deep learning, high spatial and temporal resolution, new
mechanism, long time prediction
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1 Introduction

Wind waves are waves generated by and influenced by the

local wind (Barnett and Kenyon, 1975). It is characterized by

often sharp wave crests, very irregular distribution on the sea

surface, short crest lines, and minor periods. When the wind is

strong, the phenomenon of breaking waves often occurs, and

water splashes are formed. In general, wind disturbance of the

sea surface causes capillary waves (ripples) so that the wind

further provides the necessary roughness for delivering energy to

the sea surface. Then, the waves continue to be fueled by the

pressure of the wind on its surface (Longuet-Higgins, 1963;

Kirby, 1985), causing the wind waves to grow (Phillips, 1957).

Wind waves dominate the motion of the sea for a short period.

Therefore the study of wind waves has implications for many

applications such as navigation safety and coastal engineering.

Waves also define air-sea fluxes and interact strongly with

surface currents, upper ocean turbulence, and sea ice.

Understanding and accurately predicting waves are very

beneficial to humans.

In the past few decades, researchers have made great strides

in studying the causes of wind waves and the correlation between

wind and waves (Barnett, 1968). In order to analyze the wind

waves field, Sverdrup andMunk (1947) first used an empirical or

semi-analytical approach. However, the method has obvious

limitations (Kamranzad et al., 2011). Hasselmann (1968) has

also studied the evolution of the wind waves’ power spectrum in-

depth and demonstrated a strong correlation between both wind

and wind waves.

At this stage, the mainstream forecasting idea for

oceanographers to forecast wind waves is to use numerical

models. The numerical model uses oceanic elements such as

wind as input and solves complex equations to produce wave

forecasts. The most widely used models include the National

Weather Service’s (NWS) WaveWatch III (WW3) (Tolman

et al., 2009), Simulating Waves Nearshore (SWAN) (Booij

et al., 1999) developed by the Delft University of Technology,

etc (Zheng et al., 2016). Traditional numerical model forecasting

methods combine the advantages of physical simulation and

data-driven approaches to make forecasts with high spatial and

temporal resolution (Wei et al., 2013). This hybrid approach of

physical simulation and data-driven prediction is theoretically

sound. However, it has significant limitations in practical

offshore industry applications: the time lag and its accuracy

cannot be guaranteed. In addition, the expensive computational

and maintenance costs of the numerical model make it a prudent

consideration as an operational application (Song et al., 2022).

In recent years, the application of Artificial Intelligence (AI)

in marine and atmospheric sciences has developed rapidly (Van

Aartrijk et al., 2002; Bolton and Zanna, 2019). AI can naturally

process many data sources, such as numerical forecast results,

radar, satellite, station observations, and even decision data

(natural language), which is almost impossible for existing
Frontiers in Marine Science 02
24
coupled sea-air numerical models. Some studies have even

found that AI models outperform existing numerical models

for short-term wind waves prediction (James et al., 2018). Berbić

et al. (2017); Callens et al. (2020) predicted the significant wave

height within 3-hour accurately using Random Forest (RF) and

Support Vector Machine (SVM), respectively. Fan et al. (2020)

used the Long Short Term Memory Network(LSTM) algorithm

to predict the significant wave height of several stations for 6-

hour, and the results were satisfactory. Song et al. (2020) uses

merged-LSTM to mine the hidden patterns in short time series

to solve the long-term dependence of series variability and to

make compelling predictions of sea surface height anomaly

(SSHA). Meng et al. (2021) proposes a bi-directional gated

recurrent unit (BiGRU) network for predicting wave heights

during tropical cyclones (TCs). Artificial intelligence has the

advantage of solid data drive and a high potential for model

optimization, which can theoretically solve the “costly” problem

of numerical forecast models while improving the “accuracy”

of forecasts.

Although the application of AI in wave height prediction is

becoming more and more widespread, most of them are limited

to single-site forecasting. However, wind wave fields are two-

dimensional fields, so predicting wave height at a point is not

only a matter of time series but should also consider the spatial

correlation with other surrounding points (Jönsson et al., 2003;

Gavrikov et al., 2016). In addition, most current AI applications

for predicting wave height use single-factor forecasting, treating

each ocean variable individually, which ignores the correlation

between different ocean elements and lacks physical meaning

(Fu et al., 2019). Only the wave field factor is applied to forecast

the wave field. The physical correlation between wind and wind

waves is ignored. Zhou et al. (2021) established A two-

dimensional SWH prediction model based on convolution

Long and Short-term memory (ConvLSTM). However, the

model only considers the wave and ignores the influence of

wind. The mean absolute percentage errors of 6-hour, 12-hour,

and 24-hour advance are 15%, 29%, and 61%, respectively.

Moreover, the spatial and temporal resolution of the data

should also be considered if the deep learning approach is to

be truly applied to the problem of forecasting ocean elements.

With the deep development of ocean research, human

production life increasingly needs to understand the ocean

elements with high spatial and temporal resolution. Most of

the current deep learning wave forecasting methods are limited

to low spatial and temporal resolution conditions, and such

research can no longer meet the practical needs of society.

In this study, a deep learning model based on ConvLSTM

was developed to combine the correlation between wind and

wind waves to predict significant wave heights with high spatial

and temporal resolution in the Beibu Gulf. ConvLSTM has been

successfully applied to 2D precipitation prediction (Shi et al.,

2015). It enables the model to learn the spatial correlation of

elements through a unique convolution method, which solves
frontiersin.org
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the problem of spatial information loss in traditional LSTM and

improves the accuracy of 2D predictions. Specific modifications

to the model were made in this study to enable the model to be

adapted to the study sea area and to learn the correlation

between wind and significant wave heights in the numerical

model data. We then set up a series of experiments to evaluate

the performance and accuracy of the model. The model

successfully predicts the hourly significant wave height of 1/

40° and has an excellent long-term prediction ability. After the

model is trained, it is only necessary to provide the model with

the corresponding wind speed and significant wave height data

to obtain the required predicted significant wave height.

The rest of the paper is organized as follows: Section.2

describes the data and research area we used, and Section.3

describes the method used and the construction and evaluation

metrics of the proposed model. Section.4 shows the predictive

performance of the proposed model and corrects the problems

in the prediction process. Finally, we conclude and discuss future

research recommendations in Section.5.
2 Study area and data

2.1 Study area

In this work, the study area is the Beibu Gulf and its adjacent

waters in the South China Sea (16°N - 23°N, 105°E - 113°E), as

shown in the black box in Figure 1. It includes the shelf waters as

well as other waters around Hainan Island; the water depth

gradually deepens from the shore to the central part, with an

average depth of 42 meters and a maximum depth of more than

100 meters (Gao et al., 2015). The study area is mainly

surrounded by some cities in Guangxi, Guangdong, Hainan
Frontiers in Marine Science 03
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Province (China), and Vietnam, which are important ports

and good fishing grounds (Koongolla et al., 2020). The Beibu

Gulf is located in tropical and subtropical areas (Cooke et al.,

2011). In winter, it is influenced by cold air from mainland

China, with northeast winds and sea surface temperature of

about 20C. In summer, the wind comes from the tropical ocean,

mainly from the southwest, and the sea surface temperature is as

high as 30C. It is often attacked by typhoons. Generally, about

five typhoons (Shao et al., 2018) pass here every year.
2.2 Data

The data used in this study are the significant wave height

(SWH) and wind speed (WS) data. It is worth noting that the

significant wave height data we use refers specifically to the

significant wave height of wind waves. These data were provided

by the South China Sea Institute of Oceanography, Chinese

Academy of Sciences. These data are the products of the

WAVEWATCH III and COAM models. The researchers

involved have adopted the latest wind stress calculation

scheme based on the third-generation wave model WW3,

which improves the model’s prediction of wind and waves

generated by different wind speeds and wind field variations.

The model allows a better simulation of the temporal variation

of the waves, and the values obtained are closer to the observed

values than in the ERA5 reanalysis. The model can provide

hourly forecasts with a spatial resolution of 1/40°*1/40°. A more

detailed description of the data is available here (Li et al., 2021).

Due to the high accuracy of these data, they can be used as an

approximation of the observed data in the case of insufficient

actual measurement data. Since it is difficult to obtain actual

measurement data with high accuracy in the study area, we used
B

A

FIGURE 1

(A) South China Sea and the Beibu Gulf, and (B) Beibu Gulf and its adjacent waters.
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the above data as a comparison value in our study. In this study,

SWH and WS data with Spatio-temporal resolution of 1h and 1/

40°*1/40° for two years from 2018-2019 were selected, with 80%

of the data used as the training set, 10% for validation, and 10%

for testing. The maximum significant wave height in the data is

7.34m and the top wind speed is 17m/s. In Section 4, we also

compare the predictions with the ERA5 reanalysis information

used, which can be found here (www.ecmwf.int/en/forecasts/

datasets/reanalysis-datasets/era5). It is worth stating that the

high-resolution data used in this study will be open-sourced to

facilitate researchers in studying important wave height issues at

high resolution. These data are available here: citep https://doi.

org/10.5281/zenodo.6402321.
3 Methods

This study focuses on the significant wave height variation

over the entire study area rather than on specific stations.

Therefore, for each point in the study area, we need to

consider it in terms of time series and spatial relationships.

This study proposes a novel prediction method based on Mask-

ConvLSTM deep learning network and Replace mechanism. In

this study, specific modifications are made to the ConvLSTM

model, which allows the model to be adapted to our study sea

area and learn the physical correlation between wind speed and

significant wave height. The model was used to predict the SWH

conditions after a few hours. The number of layers of the

network is three, containing 6,12,2 convolutional kernels,

respectively, the size of these convolutional kernels is set to

3*3, and the step size of each move is 1. Our experiments were

conducted on a cluster of computers. This study used an

NVIDIA TeslaV100S and Intel(R) Xeon(R) Silver 4214R CPU

in terms of hardware. Regarding software, this study used

Tensorflow-2.4.1 and CentOS 7.6.
3.1 Convolutional LSTM network

The LSTM algorithm, known as Long short-term memory,

was first proposed by Hochreiter and Jürgen Schmidhuber in

1997 and is a particular form of RNN (Recurrent neural

network), while RNN is a general term for a series of neural

networks capable of processing sequential data (Hochreiter and

Schmidhuber, 1997). In 2005, Alex Graves and Jürgen

Schmidhuber proposed a bidirectional long short-term

memory neural network (BLSTM) based on LSTM, also

known as vanilla LSTM (Graves and Schmidhuber, 2005). It is

one of the most widely used LSTMmodels at present. The ability

of LSTM to remove or add information to nodes to change the

information flow state relies on the careful regulation of the gate

structure (Meng et al., 2022). Gates are nodes that can be

selected to pass information, and they consist of Sigmoid
Frontiers in Marine Science 04
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complexes and point-by-point multiplication operations. The

ingenuity of the LSTM lies in the addition of input gates,

forgetting gates, and output gates for protecting and

controlling the information flow vector states. In this way, the

scale of integration can be changed dynamically at different

moments with fixed model parameters, thus avoiding the

problem of gradient disappearance or gradient expansion

(Hochreiter et al., 2001). The input gate determines how much

of the input data of the network at the current moment needs to

be saved to the cell state. The forgetting gate determines how

much of the cell state needs to be preserved in the current

moment from the last moment. The output gate controls how

much of the current cell state needs to be output to the current

output value. The computation of the LSTM layer can be

expressed as follows.

it = s Wxixt +Whiht−1 +Wci ∘ ct−1 + bið Þ (1)

ft = s Wxf xt +Whf ht−1 +Wcf ∘ ct−1 + bf
� �

(2)

ct = ft ∘ ct−1 + it ∘ tanh  Wxcxt +Whcht−1 + bcð Þ (3)

ot = s Wxoxt +Whoht−1 +Wco ∘ ct + boð Þ (4)

ht = ot ∘ tanh  ctð Þ (5)

where ti denotes the input gate, ft denotes the forget gate, Ot

denotes the output gate. Ct and Ct-1denote the state at the current

and previous moments, respectively. W is the assigned weight

for each layer, xt is the input time step at the current moment,

and b is the bias. s denotes the sigma operation. X denotes the

Hadamard product.

The internal structure of the hidden layer of the LSTM is

shown in Figure 2. The forgetting gate ft determines which

information coming from the information state ht-1 at the

previous time node needs to be discarded and which needs to

be retained. The input information xt from the current moment

and ht-1 from the previous moment are simultaneously fed into

the sigmoid activation function, and the output value is the value

of the forgetting gate ft. The value range of ft is between (0, 1),

and the closer the value is to 1 means that the information

passing through the forgetting gate should be retained, and vice

versa, it should be discarded. The input gate it controls which

new inputs will be kept in the cell state. The current moment’s

input xt and the previous moment’s information state ht-1 are

first fed to the sigmoid activation function, which adjusts the

value of the input gate it to a value between (0, 1). Then xi
and ht-1 are jointly delivered to the tanh function to create a

new candidate cell state ct for the current moment, which is

followed by the LSTM layer back to update the cell state ct for the

current moment. The forgetting gate ftis used to control which

information in the previous moment’s cell state ct-1 needs to be

discarded, and then the input gate it is used to determine which
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information in the current moment’s candidate state ctwill be

retained in the new cell state, respectively, using the product

calculation. Finally, the product of the two is summed to obtain

the cell state ct at the current moment. output gate ot controls the

output of the current information state, i.e., the information state

ht input to the next time node, which is jointly determined by x1,

ht-1, and ct.

The limitation of the LSTM application in the ocean domain

is that it can only handle time-series data from a single location.

It is well known that the ocean is a dynamically changing whole,

and different points are temporally and spatially correlated with

each other (Magdalena Matulka and Redondo, 2010). Although,

researchers can divide the complete ocean into multiple points

and use LSTM to process them one by one. However, this

approach ignores the regional characteristics of different

oceans and the interactions between neighboring points of the

same ocean. To address this problem. Shi et al. (2015) improved

the LSTM and firstly proposed the Convolutional LSTM

Network (ConvLSTM). He and his team use ConvLSTM for

rainfall forecasting. They have collected many radar plots which

give the distribution of clouds in a given region. Moreover, these

maps are changing along the time axis. So with the past timeline

and cloud cover maps, it is possible to predict where the clouds

should go at future points in time, weather changes, and the

chances of future rainfall in an area. Using traditional LSTM

models leads to the loss of geolocation information in the cloud

cover map, and therefore it is difficult to predict where the clouds

will move. The contribution of the original paper is to add the

convolution operation that can extract spatial features to the

LSTM network that can extract temporal features and propose

the architecture of ConvLSTM. ConvLSTM inherits the

advantages of traditional LSTM and makes it well suited for

Spatio-temporal data due to its internal convolutional structure.
Frontiers in Marine Science 05
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The computation of the ConvLSTM layer can be expressed as

follows.

it = s Wxi*Xt +Whi*Ht−1 +Wci ∘Ct−1 + bið Þ (6)

ft = s Wxf *Xt +Whf *Ht−1 +Wcf ∘Ct−1 + bf
� �

(7)

Ct = ft ∘Ct−1 + it ∘ tanh  Wxc*Xt +Whc*Ht−1 + bcð Þ (8)

ot = s Wxo*Xt +Who*Ht−1 +Wco ∘Ct + boð Þ (9)

Ht = ot ∘ tanh  Ctð Þ (10)

where * is convolution operator.

The most important feature of the ConvLSTM algorithm is

that it replaces the matrix multiplication in the LSTM with

convolution operations. However, its essence is still the same as

LSTM, using the previous layer’s output as the input of the next

layer. The difference is that with the addition of the convolution

operation, the temporal relationships can be obtained, and the

spatial features can be extracted like the convolution layer. In

this way, Spatio-temporal features can be obtained. Regional

wave height forecasting is a typical Spatio-temporal problem.

Therefore, the proposed model uses the ConvLSTM algorithm.
3.2 Forecasting method

For the wind wave prediction problem with high spatial and

temporal resolution, we would like the proposed model to make

longer time predictions. However, if we perform multi-step

prediction directly, the error of the results may be unstable.

Therefore, the proposed model adopted a different approach
FIGURE 2

Internal structure of LSTM hidden layer.
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from most current forecasting methods that directly establish

correlations between specific future moments and historical

data. Instead, this study used a more appropriate forecasting

strategy to improve the long-term predictive capability of the

model. According to previous studies, the Rolling Mechanism

(RM) is more suitable for dealing with high-frequency and long-

time forecasts (Akay and Atak, 2007; Kumar and Jain, 2010).

The main idea of the RM method is to use the obtained

forecast data as the latest data and add it to the future forecast.

Figure 3 shows the process of forecasting. The small boxes

represent the data for each moment. The numbers in the small

boxes represent the moments of the data, and the large boxes

represent the historical data used for each forecast (time

window), which is of length N. Our forecast is a single-step

forecast. First, we use the historical data from T-N to the

moment T

to forecast the data for the future moment T+1. Immediately

after that, the time window is shifted down by one step. We treat

the data just obtained for T+N as known data and use the N data

from T-N+1 to T+1 to forecast the data at the moment T+2,

repeating the above process n times. We then get the data from T

+1 to T+nmoments. In this way, the prediction process of using

historical data continuously to predict the next n moments

is completed.

It is worth noting that the standard convolution operations

in deep learning algorithms such as CNN and ConvLSTM can

only act on standard rectangular areas. In our study, the study

area is not a pure sea area, but a land-sea combined area,

including Hainan Island and parts of the eastern Indo-China

Peninsula. Due to the existence of land points, the error

calculated during model training will be affected by these land

points, thus affecting the effectiveness of the model. This is not

what we expected. To solve this problem, we propose the Mask

method described below. “Mask” is an idea in deep learning. In

simple terms, it is equivalent to masking or selecting some

specific elements by putting a mask over the original tensor.
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This study proposes the Mask method by combining the

“Mask” idea.

A brief description of the Mask method is given in Figure 4.

This study generates a matrix of size equal to the input data so

that the points in the matrix can correspond to the points in the

input data one by one. It will be referred to as the Mask matrix.

The antique-white part in Figure 4 represents the land area, and

we set the value of the Mask matrix corresponding to this area to

0 and the value of the Mask matrix for the ocean part

represented by the blue part to 1. It is worth noting that, in

practice, the land-sea distribution of the study area is much more

complicated than in Figure 4. But because of the specificity of the

right-angle grid data. We can still build the corresponding Mask

matrix according to the idea in Figure 4. During the model’s

training, the model determines the direction of the subsequent

gradient descent by calculating the average error between the

results and the labels. To implement our Mask method, we

rewrite the loss function for network training according to

Eqs.11 and 12 during network training.

Focean = U −Fland (11)

loss = o
n
0( X tð Þ − Ytð Þ ∘Mask)2

N
N ∈ Foceanð Þ (12)

where U denotes the ensemble of points in the study region,

Flanddenotes points in the land region, andFocean denotes points

in the ocean region. X(t) denotes the output matrix of the

prediction at this time. Yt denotes the corresponding factual

matrix, and N is the number of points in the ocean area.

In this way, during the training process of the network, the

result X(t) of each prediction is subtracted from the control value

Yt and then dotted multiplied with the Mask matrix. Since the

result is dot multiplied by Mask, and the value of the land part in

the Mask matrix is zero, the error of the corresponding land part

in the error matrix will also be zero. Therefore, the network only

considers the error value of the ocean part in the loss value
FIGURE 3

The prediction method integrated with RM.
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calculated in each iteration. In this way, the influence of the land

region on our experiments is eliminated.
3.3 The proposed model

The wind and wind wave data used in this study have a

spatial resolution of 1/40°*1/40° and a temporal resolution of 1

hour. Such high spatial and temporal resolution data means that

the degree and speed of sea state variability are much more

significant than other slightly lower resolution data. It increases

the difficulty of forecasting. As mentioned earlier, there is a

strong correlation between wind and wind waves in physical

oceanography. If we want to exploit this correlation, we need to

have both wind speed and significant wave height as inputs to

the model and to have the two dependent on each other. So we

need a multi-input network structure to capture this physical

correlation and the subtle sea state variations. In this study, we

combine the Mask method with ConvLSTM and change the

number of input channels of the model to dual channels. It

enables the model to meet our needs. The structure of the model

proposed in this study is given in Figure 5.

The input data for the model are Xt-N to Xt. Each input data

consists of the wind speed (blue quadrilateral in Figure 5) and

significant wave height data (green quadrilateral in Figure 5) at

that moment. The data N is the length of the time window we

choose. The size of these input data is (321*281) and after

combining them into dual-channel data, each input X has a

dimension of (321*281*2). These input data enter the

regularization layer for regularization and are then fed to the

three Mask-ConvLSTM layers. Between each Mask-ConvLSTM

layer, model use relu as the activation function. During the

model training process, the network then learns the Spatio-

temporal correlation of the input data and the physical
Frontiers in Marine Science 07
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correlation between SWH and WS. Then, the size of the

output data that we need to obtain is controlled by

the convolution layer(Conv3D). In this way, we obtain the

predicted data at Xt-N moments and then add the obtained

predicted data at Xt+N moments to the RM module to achieve

rolling forecasts.
3.4 Evaluation metrics

In order to evaluate our model reasonably, this study

selected a variety of evaluation metrics commonly used to

evaluate the significant wave height prediction problem,

including Root Mean Square Error (RMSE), Scatter Index (SI),

and R Square (R²). In this, the SI can measure the percentage of

RMSE relative to the average actual value. However, due to the

specificity of the study sea area, we make some modifications to

these standard evaluation metrics to match our problem. We

combine the indicator RMSE,SI with our Mask method to make

it possible to focus only on the error situation in the marine area.

It ensures no disturbances from the terrestrial values in the area

and that there are no erroneous undercounts due to incorrect,

missing point counts. The mathematical equation for these

evaluation indicators is as follows:

RMSE =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
oN

0 (X − Y)2

N

s
(13)

SI =
RMSE

�Y
(14)

Mask − RMSE =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
oN

0 ( X − Yð Þ ∘Mask)2

N N ∈ Foceanð Þ

s
(15)
FIGURE 4

Idea of Mask method. The antique-white areas represent land areas and the blue areas represent ocean areas.
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Mask − SI =
Mask − RMSE

�Y
(16)

R2 = 1 −o
N
0 (X − Y)2

oN
0 (Y − �Y)2

(17)

where X represents the predicted value, Y represents the

corresponding value, and N is the number of points in the

taken region.
4 Results

The effect experiments are based on the significant wave

height and wind speed data for 2018-01 to 2019-12 mentioned in

Section 2. In order to test the performance of the model, this

study conducted multiple sets of controlled experiments. The

forecast tests were conducted in the validation set that did not

participate in the training.
4.1 Performance study

In order to verify the superiority of the proposed model for

the high-resolution significant wave height prediction problem,

this study compares several published significant wave height
Frontiers in Marine Science 08
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prediction methods. The compared methods include the

traditional machine learning methods RF (Callens et al., 2020)

and SVM (Berbić et al., 2017)mentioned in Section 1 and the

LSTM (Fan et al., 2020), GRU (Meng et al., 2021) algorithms in

deep learning. Five sets of experiments, including the model

proposed in this study, used the same training data, and their

performance is shown in Figure 6.

Firstly, this study conducted effect experiments for three

different forecast lengths of 1 hour, 3 hours, and 6 hours. To

more visually show the comparison of the effects between

different methods, we chose two sites, siteA(17°N, 110°E) and

siteB(19°N,108°E)(shown in Figure 2), to conduct our

experiments. Figures 6A, D) show that at a forecast length of

1-h, there is little difference between the predicted and

comparison values of the five methods. When the time grows

to 3-h, the results of the RF methods show significant differences

from the comparison values, especially in the case of low wind

waves (Figure 6E). Although the SVM algorithm can predict the

trend of data variation, the difference in values is significant.

When it comes to 6-h, the RF and SVM methods have

completely lost their forecasting ability. The effect of the three

groups of deep learning algorithms also appears to be very

different. Although LSTM, GRU, and ConvLSTM all capture

the change in significant wave height, ConvLSTM has more

accurate numerical magnitude predictions than the other two.
FIGURE 5

Architecture of the proposed model.
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To avoid the effect of chance, we performed the above

experiments for all points in the sea area and averaged the

results of the comparisons, which are shown in Figures 7, 8.

Figure 7A shows the variation of RMSE for the five groups of

algorithms. It can be seen that the RMSE of the SVMmethod has

reached about 0.18 at a prediction time of 1 hour. We can also

visualize it in Figure 8B. The SVM algorithm lost effectiveness

when the predicted large wave height was below 0.5 m. The

remaining groups of algorithms do not differ much. The

prediction effectiveness of the conventional machine method

decays severely with time. Especially for smaller apparent wave

heights, both SVM and RF show different degrees of inaccuracy.

The RMSE of the SVM algorithm reaches about 0.3 for 3 hours
Frontiers in Marine Science 09
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and even 0.7 for 6-hour forecasts, while the RMSE of RF also

reaches about 0.6. Two groups of deep learning methods, LSTM

and GRU, have acceptable performance in the early stage

(Figure 8A, C. However, the error after 6 hours is also much

higher than that of the ConvLSTM method, with the RMSE

increasing to more than 0.4 and the SI reaching 0.2. The

comparison of the SI of different experimental groups in

Figure 7B also shows the superiority of the ConvLSTM

algorithm in this study. As we mentioned in Section 3, when

dealing with such high spatial and temporal resolution data if

only the temporal correlation of one point is considered without

considering the spatial relationship of each point. It would be

difficult for the model to predict the sea state changes within the
B

C

D

E

F

A

FIGURE 6

The differences in prediction effects of different algorithms at sites (A, B): (A, D) 1h, (B, E) 3h, (C, F) 6h. Sample number indicates the time
sample number.
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sea area accurately. It may be the reason for the poor

performance of the LSTM and GRU algorithms in this study.
4.2 Ablation study

In order to verify the advantages of the wind and wind waves

dual-channel compared to the wave-only single channel and the

effectiveness of introducing the Mask mechanism, we set up four

different sets of experiments. First, a single-channel experiment

using only significant wave height data for training and no Mask

method (Single-channel). Second, single-channel experiments

use only significant wave height data for training but with the

Mask method (Single-channel & Mask). Third, experiments

using significant wave height and wind speed data for training

but without using the Mask method (Dual-channel). Finally,

experiments using the significant wave height and wind speed

for training with the Mask method (Dual-channel & Mask). It is

worth mentioning that the results obtained by the dual-channel

network during the prediction process are also dual-channel,

containing both the prediction results of the significant wave

height and the wind speed. This study aim to study the network’s

prediction of the significant wave height. Therefore, we take only

the significant wave height prediction results from the dual-

channel network forecast results when comparing different

groups of experiments.

To ensure the validity of these four sets of experiments. The

hyperparameters of the four sets of experiments will be set to the

same set of values. We randomly selected a period of history and

made a 6-hour forecast downward using each of the four models.

Figure 9 shows the results of our experiments. It can be seen that

the error of the dual-channel network is significantly smaller

than that of the single-channel network when only the number

of channels is considered, and this situation persists with

increasing forecast time. It proves the advantage of the dual-

channel network. With the introduction of wind speed, the
Frontiers in Marine Science 10
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network takes advantage of the physical correlation between

the two to improve our forecasting results for the significant

wave height. Similarly, we can see that after the Mask method is

used. When the channels are the same, the Mask-RMSE in the

two groups of experiments using the Mask method is smaller

than in the other two groups of experiments without the Mask

method. However, we noticed a particular case. Before 3-h, the

error of the single-channel network with the Mask method is

smaller than that of the dual-channel network without the Mask

method. It may be because the Mask mechanism can dominate

the error situation brought by the forecast in the short term.

However, this slowly disappears as the forecast time goes on, and

both sets of dual-channel experiments slowly outperform the

two sets of single-channel experiments. The above findings

demonstrate the superiority of the wind and wind waves dual-

channel network compared to the wave single-channel network

and the effectiveness of the Mask method in this experiment.
4.3 Conventional forecast

After completing the training process of the model, we first

explore the performance of the proposed model on intermediate

time scales. As input data, we use 6 hours of data from 00:00-

12:00 on August 28, 2019. To more visually demonstrate the

ability of the proposed model to predict the high-resolution

significant wave height of the study sea, we plot the results.

Results and error statistics are shown in Figure 10 and Table 1.

In Figure 10, the three subplots (a), (d) and (g) on the left

side represent the significant wave height forecasts for 1,3,6-h,

respectively. The numerical model data at the corresponding

time are shown on the right side. Their evaluation indicators are

shown in Table 1. We can see from Figures 10A, B that our

model accurately captures the distribution of the significant

wave height at 1-h with a Mask-RMSE of only 0.08 and

accurately predicts the higher wind waves in the northwestern
BA

FIGURE 7

The difference in prediction effect of different algorithms: (A) RMSE of different algorithms varies with the forecast time, and (B) SI of different
algorithms varies with the forecast time.
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part of Hainan Island. After increasing the time to 3-h, the

proposed model still has high accuracy and low error value, and

the R² value can be maintained at 0.98. It also has a good

prediction ability for distributing significant wave height and

wave height size in the region. However, numerically, the

predicted values for the western part of Hainan Island in

Figure 10D are smaller than the corresponding values. When

the time window comes to 6-h, although our model can still

capture the significant wave height distribution in the sea, there

is a significant difference in the values(Figures 10G, H). Mask-

RMSE increases to 0.27. However, this value is perfectly
Frontiers in Marine Science 11
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acceptable for such high spatial and temporal resolution data.

Overall, the forecasting effect of our model is excellent.
4.4 Analysis of error sources
and treatment

The model we use is a dual-channel network. In the

prediction process, both SWH and WS channels generate

errors. Because the network considers the characteristic

correspondence between wind and wind waves, if the error in
B

C D

E F

A

FIGURE 8

Scatter plots of five groups of algorithms in different forecast times: (A, B) 1 h, (C, D) 3 h, (E, F) 6 h.
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one channel is too large, it will also decrease the prediction of the

other channel. In order to study the variation of the error of the

two channels with the forecast time during the forecast, we

extended the forecast time to 12-h in Section.4.3 and analyzed

the error sources.

For the experimental results in Section.4.3, we analyze the

error variance of the two channels in the prediction process

separately. The yellow line in Figure 11 shows the trend of the

prediction error of WS over time, and the blue line shows the

trend of the error of SWH. It can be seen that the Mask-RMSE of

both channels increases with the prediction time due to the

rolling mechanism. However, on the way up, the blue line shows

a steady upward trend over time, while the yellow line shows a

strong upward trend, especially after 6 hours. It shows that the

predictive validity of the WS channel drops significantly after 6

hours. The correlation between the two channels is considered in

the model prediction process. The sharp increase in the error of

the WS channel will directly lead to an increase in the error of

the SWH channel, increasing the total error of the prediction

results. We pioneered a new mechanism called Replace and

added the Replace mechanism to the RM process to solve

this problem.

The core idea of the Replace mechanism is to replace the

predicted wind speed values of the wind speed channel in the

network with the wind speed of the numerical model. As shown

in Figure 12, the model is run to get the forecast output Xt+1, and

the RM mechanism uses the obtained Xt+1 to continue the

rolling forecast to get the output results for the next n-1

moments. The black dashed box in Figure 12 explains the

specific steps of the Replace mechanism. As we mentioned

before, the forecast results of each step of the model include
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forecast SWH and forecast WS. However, the error of WS

increases sharply during the rolling forecast process

(Figure 11), leading to an increase in the error of SWH

associated with it. Suppose we can solve the problem of a

sharp increase of WS in this process. Then the forecast results

will be improved. To solve this problem, we perform the

following operation for each model and RM mechanism

forecast result Xt+m: replace the WS obtained from the

network forecast with the WS of the numerical model to form

a new Xt+m consisting of the numerical model WS and the

network forecast SWH (red dashed box in Figure 12). This data

is used to replace the original Xt+m for RM processing.

To verify the effectiveness of the Replace mechanism, we

conducted a set of controlled experiments. The error profiles of

SWH before and after adopting the Replace mechanism are

shown in Figure 13. The yellow line is the error plot of SWH

after adopting the Replace mechanism, and the blue line is the

forecast error without the Replace mechanism. It can be seen

that the adoption of the Replace mechanism significantly

reduces the overall forecast error, especially in the medium

and long time scales. Compared to the previous one, the

Mask-RMSE is even reduced by up to 50%.
4.5 Long time scale forecasting

In previous deep learning wave height forecasting studies.

Within the margin of error, the effective forecast duration

obtained using hourly data was typically limited to 6-12 hours.

If the data resolution is increased, this time will be further

shortened. To investigate whether the proposed model can make
FIGURE 9

Mask-RMSE of the four groups varied with the forecast times.
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predictions on long time series after using the Replace

mechanism, we set up two sets of experiments. One group had

Replace mechanism, and the other group had no Replace

mechanism. We adjusted the timestep to 12 and retrained the

model using previous data from each set of experiments. The

results of the two experiments are shown in Figure 14, where (a)

is the numerical model data, (b) is the prediction result of the

model with the Replace mechanism, and (c) is the prediction

result of the model without the Replace mechanism.

We predicted the significant wave height for the next 24-hour

using the data from 12:00-24:00 on August 2, 2019. The variation

of each indicator with time is shown in Table 2. It can be seen that

the two sets of experiments still maintain good performance at 1-

hour and 3-hour (Figures 14B, C). The significant wave height and

the distribution of wind waves in the sea still have a good

forecasting effect. When the time reached 8-hour, the effects of
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the two groups of experiments began to show more apparent

differences. The network without the Replace mechanism has a

higher prediction of the significant wave height in the eastern part

of Hainan Island. In contrast, the network with the Replace

mechanism can still predict the change of the significant wave

height in the sea more accurately, but the distribution has slightly

deviated. When we increase the prediction scale to 12-hour, it can
B C

D E F

G H I

A

FIGURE 10

Comparison of forecast effect of the model under different forecast times. (A, D, G) are the predicted significant wave height effect diagrams for
1h, 3h, and 6h, respectively. (B, E, H) is the significant wave height diagram of the numerical model at the corresponding time. (C, F, I) is the
difference error between forecasting and comparison.
TABLE 1 The evaluation metrics of the model at different forecast time.

Time (h) Mask-RMSE Mask-SI R²

1h 0.08 0.05 0.99

3h 0.16 0.10 0.98

6h 0.27 0.17 0.96
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FIGURE 11

The Mask-RMSE of significant wave height and wind speed changes with increasing forecast time.
FIGURE 12

The idea of Replace Mechanism. The black dotted box represents the core steps of the RM mechanism, and the red box represents the data
obtained through the RM mechanism.
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be seen that the model without the Replace mechanism has a

significant prediction error for the change of significant wave

height in the sea, and R² drops to 0.75, basically losing the

accuracy of the forecast. However, the model with the

replacement mechanism still has good forecasting ability, with a

Mask-RMSE of 0.29. Although there are some regions where the

significant wave height values are under-predicted, the overall

distribution can still be predicted more accurately. When the
Frontiers in Marine Science 15
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prediction scale is expanded to 16-hour, the model without the

replacement mechanism has lost its predictive power, with R²

dropping to 0.62. The model with the replacement mechanism

also shows a decrease in accuracy. Although the high wind and

wave area near Hainan Island can be predicted, the magnitude of

the significant wave height obtained from the prediction has been

significantly different, with R-squared dropping to 0.78. When the

time reaches 24-hour, the model without the replacement
B

C

A

FIGURE 14

24-hour forecast results of significant wave height. (A) is the significant wave height diagram of the numerical model. (B) is the predicted
significant wave height diagram after Replace mechanism is adopted in the model. (C) is the predicted significant wave height diagram without
Replace mechanism.
FIGURE 13

Comparison diagram of Mask-RMSE changes of the model before and after using the RM mechanism.
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mechanism already shows confusion in the forecasts. The

forecasts obtained from the predictions have little to no

relationship with the contrasting values (Figure 14A). Although

the model with the replacement mechanism can predict the

distribution of significant wave heights in the sea area, the

prediction of the magnitude of significant wave heights in the

whole sea area also shows a more noticeable difference, and the R-

squared drops to 0.69. Through the above experiments, we can see

that: the Replace mechanism is very effective in improving the

forecasts of the dual-channel network. In particular, it can

effectively reduce the forecast error in a more extended time

range. With the Replace mechanism, the long-time forecasting

capability of the network is substantially improved, and the

significant wave height at high spatial and temporal frequencies

within 24 hours can be predicted more accurately.

In order to verify the stability of the model’s forecasting ability,

this study selected the data of SiteA and SiteB for the whole of

October 2018, with a total of 744 samples. Moreover, forecast tests

with different lengths were conducted using these data, and the

results are shown in Figure 15. The red line in Figure 15 represent

the comparison values. The yellow line represents the ERA5

reanalysis data. The blue line represents the forecast values of the

model. It can be seen that the model has an excellent forecasting

effect within 6-h. Both the magnitude and the trend of the values

differ very little from the comparison values. When the time comes

to 12-h, the model can predict the trend of the significant wave

height. However, the values are not stable. When the time comes to

24-h, The model can predict the primary trend, but the values are

much different in some cases. It may be because our forecasts are

regional, focusing on the trend of the significant wave height within

the whole region rather than the significant wave height at a single

point. In addition, the insufficient amount of data in this study,

which only used two years of data, might be another reason.
5 Conclusion and discussion

The main work of this research is to combine the laws of

physical oceanography and use the deep learning method to
Frontiers in Marine Science 16
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predict the significant wave height of the entire Beibu Gulf with

high spatial and temporal resolution. This study uses a modified

ConvLSTM network to explore the Spatio-temporal correlation

of historical data and the physical correlation between different

marine elements. By comparing with other methods, we show

the advantages of the proposed model in dealing with Spatio-

temporal data. By introducing a two-dimensional wind speed

field, the significant wave height prediction capability of the

network is greatly improved. At the same time, this study

proposes a Mask method to solve the problem of wave height

prediction in sea areas with land areas. This study uses high-

resolution wind speed and significant wave height data from

2018 to 2019 to conduct forecast experiments on different

forecast time scales. The validity of the model is demonstrated

by comparison with the numerical model. The R-squared for the

6-hour forecast reached 0.96. We analyze the error generation

during the prediction process and propose an alternative

mechanism to alleviate the error diffusion problem of the

proposed model and prolong the effective prediction time of

the network. The effective forecast time reaches 24 hours. Most

importantly, the proposed model has practical application value.

We know that numerical models predict waves with the wind as

input. The method of this study can also utilize these wind data

for wave forecasting and compare the results with short-term

numerical models. It will significantly reduce the cost issues

associated with numerical models. Typically, the time cost for a

numerical model run to complete a prediction is over several

hours and requires supercomputer support. In contrast, the

model proposed in this study can be run on an ordinary PC,

and the time needed for prediction is only a few seconds. It

is worth pointing out that the present study was conducted

for wind waves. The method proposed in this study may

not be effective for a region where the wavesare mainly

swell-dominated.

The proposed method also has specific problems. The first

is that the RM mechanism leads to the accumulation of errors

in the prediction process, and our proposed replacement

mechanism can alleviate this problem to some extent.

However, it cannot fundamentally solve this problem.
TABLE 2 The Evaluation index of the two model at different forecast time.

Forecast time(h)

Evaluation index 1h 3h 8h 12h 16h 24h

Long time forecast with Replace mechanism Mask-RMSE 0.09 0.15 0.25 0.29 0.40 0.49

R² 0.99 0.98 0.96 0.88 0.78 0.69

Mask-SI 0.06 0.10 0.19 0.23 0.29 0.36

Long time forecast without Replace mechanism Mask-RMSE 0.10 0.18 0.35 0.45 0.63 0.81

R² 0.99 0.97 0.86 0.75 0.62 0.51

Mask-SI 0.06 0.12 0.27 0.36 0.45 0.59
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Secondly, although the proposed model can learn some

physical laws of wind speed and significant wave height, it

does not really incorporate the dynamic process of the ocean in

a sense. How to combine deep learning with the dynamic

processes of the ocean is a problem we need to solve in the

future. Thirdly, this study is only for the significant wave

height, but there are other elements such as wave direction

and period. If possible, we will follow up on these elements as

well. Finally, we will open up the high spatial and temporal

resolution data used in this work. These data will beof great

help for subsequent studies.
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Delineation of estuarine
ecological corridors using the
MaxEnt model to protect
marine fishery biodiversity

Yanlong He1,2,3*†, Lixia Zhao1,2,4†, Shouhai Liu1,2, Xin Zhao4,5,
Yutan Wang1,2 and Xiaoshan Jiang1,2

1East China Sea Environmental Monitoring Center, State Oceanic Administration, Shanghai, China,
2Key Laboratory of Marine ecological monitoring and restoration technologies, The Ministry of
Natural Resources, Shanghai, China, 3Yangtze Delta Estuarine Wetland Ecosystem Observation and
Research Station, Ministry of Education & Shanghai Science and Technology Committee,
Shanghai, China, 4Key Laboratory of Ocean Space Resource Management Technology, The Ministry
of Natural Resources, Hangzhou, China, 5Marine Academy of Zhejiang Province, Hangzhou, China
Ecological corridors (ECs) are important management tools to protect

biodiversity by linking fragile habitats, especially for highly mobile organisms.

ECs in terrestrial landscapes work as passages on land or in water. However, the

significance of ECs to migratory species in estuaries has not been well

elucidated. Based on annual fishery investigation in the Yangtze estuary and

their dominance index rank, three of the top five species, including

Larimochthys polyactis, Coilia mystus, and Gobiidae, exhibited absolute

dominance in spring during the past 5 years. The temporal and spatial

density variance of C. mystus supported its short-distance migration pattern.

Redundancy analysis and the MaxEnt model predicted optimum habitats for C.

mystus. C. mystus larvae survival was significantly related to salinity, total

nitrogen, pH, reactive silicate, dissolved oxygen, surface water temperature,

and chlorophyll-a in May and to salinity, surface water temperature,

permanganate index, suspended particles, total nitrogen, and total

phosphorus in August. The MaxEnt model predicted a broader longitudinal

distribution range from offshore to the upstream freshwater area but narrower

latitudinal distribution in the southern branch in May than in August. Finally, we

delineated migratory corridors connecting optimum habitats for C. mystus

using the least-cost route method. Optimum habitats close to the coastlines in

the south branch might play a significant role in maintaining population or

community connectivity in the Yangtze estuary. Our findings provide a

perspective and method to quantify and facilitate the harmonious

development of socioeconomy and fishery biodiversity conservation.

KEYWORDS

ecological corridors, biodiversity, Yangtze Estuary, Coilia mystus, MaxEnt model,
fish conservation
Abbreviations: ECs, ecological corridors; YRE, Yangtze River Estuary; SS, suspended particles; DO,

dissolved oxygen; N, total nitrogen; P, total phosphorus; Si, reactive silicate; Temp, estuarine surface water

temperature; CODMn, permanganate index; Chla, chlorophyll-a; depth, water column depth; RDA,

redundancy analysis.
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Introduction

Ecological corridors (ECs) are landscapes linking spatially

isolated and dispersed patches in a linear or strip-like

distribution, which are constructed for the movement of

individuals such as tigers (Seidensticker et al., 2010), fishes

(Benson et al., 2007), birds (Klaasen, 1996; Tong et al., 2012),

and butterflies (Runge et al., 2015). They also serve as a buffer

with certain similarities to habitual kernels benefiting the

recovery and adaptation of native species (Lawler et al., 2013;

Degteva et al., 2015; McGuire et al., 2016; Keeley et al., 2018).

Such landscapes play important roles in sustaining and restoring

biodiversity (Hilty et al., 2019) by promoting the flow of energy

and materials and genetic exchange in terrestrial environments

(Miklos et al., 2019), freshwater systems (Bastian et al., 2015;

Hauer et al., 2016), and marine environments (Gillanders et al.,

2003; Cowen and Sponaugle, 2009), or a transboundary of the

above-mentioned environments. The methods for investigating

ECs (Weeks, 2017; Balbar and Metaxas, 2019) have grown

steadily during the past several years. Subsequently, more tools

are available to project and map ECs in systematic conservation

planning, such as the circuit theory (McRae, 2006), graph theory

(Urban and Keitt, 2001), least-cost route method (McRae et al.,

2016), and individual-based model (Allen et al., 2016). In

general, the following aspects are crucial for modeling ECs: the

movement behavior of objectives, the physical conditions of

their habitats, the degree of disturbances or pressures, and the

persistence and adaptation of objectives. To date, global actions

have been taken to sustain ecological connectivity by

constructing marine protected area networks (Carr et al.,

2017). Most of them are based on specific investigating

datasets about objectives; for example, specific megafauna or

birds migrating across varied jurisdictions, entire passages, or

rivers for anadromous or catadromous fish species. However,

research on defining the importance of ECs in fishery

biodiversity by projecting the dispersion and distribution of

model species in estuaries is lacking.

Estuarine ecosystems are located at the ecological

intersection between terrestrial and marine ecosystems. They

are socioeconomically and ecologically important benefiting

from the economic, demographic, natural resource,

transportation, and other advantages (Levin et al., 2001;

Cowen and Sponaugle, 2009). In recent years, estuarine

ecosystems have been considerably altered by global climate

change (Gillanders et al., 2011; Scanes et al., 2020) and intense

anthropogenic activities (Wang et al., 2022), such as important

habitat reclamation, upstream dam construction (Ferguson

et al., 2011), overfishing since the 1990s (Wang et al., 2022),

spawning and nursing habitat deterioration, and migratory

corridor breakdown (Cowen and Sponaugle, 2009). The

coupled effects of natural and human activities have altered

the temperature, salinity, pH, and nutrients as well as the

heterogeneity of seawater characteristics (depending on the
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mixing process of fresh and salty water) (Pelage et al., 2021).

Additionally, it has adversely accelerated the mixing process and

promoted the fragmentation of the physical and chemical

properties of water columns (Wu and Wu, 2018). Such

variance has driven changes in the physiology, morphology,

and genetics of marine organisms (Finn, 2007; Johnston and

Roberts, 2009; Garcia and Barria de Cao, 2018). For example,

ammonia nitrogen and cadmium could be toxic to fish and may

decrease their survival rates and biodiversity (Schram et al.,

2014). Ocean acidification has changed the preference of

catadromous barramundi for tropical estuarine mangroves

(Rossi et al., 2018). Spatial heterogeneity in salinity,

temperature, and turbidity gradients have increased in

estuaries, simultaneously leading to changes in preferred

habitats for some marine organisms or different life history

stages of the same marine organism. In past decades, some fishes

that are highly dependent on estuarine habitats have been

decimated; for example, tapertail anchovies (Coilia nasus)

migrates from the sea to the river (Jiang et al., 2014), the

Yangtze River dolphin migrates in the descending river (Zhu

et al., 2009), and Chinese sturgeon (Wang et al., 2018) larvae

require the brackish water of the estuary to balance body

fluid osmolality.

Migration is a characteristic developed by fishes in the

process of phylogeny and a long-term adaptation of fish to the

environment, which enables the population to obtain more

favorable conditions for survival and reproduction (Planes

et al., 2009; Christie et al., 2010; Sykes and Shrimpton, 2010).

Anadromous fishes live in the ocean but spawn in the middle or

upstream of rivers. In contrast, catadromous fishes live in

freshwater and spawn in the ocean. They have strict

adaptations to the ecological conditions of their habitat

(Hanson et al., 2010; Wang et al., 2012; Wang et al., 2018;

Chaparro-Pedraza and de Roos, 2019). Eggs and larvae play an

important role in energy transfer in the marine ecosystem, and

their survival rate and the amount of remaining stock

determine the abundance of population replenishment

resources (Botsford et al., 2009; Saenz-Agudelo et al., 2010;

D’Aloia et al., 2015). Hence, eggs and larvae are indispensable

elements in the study of sustainable use of fish resources and

important indicators for evaluating fish migration (Almany

et al., 2017). In recent years, the eutrophication of estuarine

waters and increase in pollutant discharges have led to a

significant decrease in the suitability of estuarine fish

habitats. The larval survival rate and species replenishment

have continued to decrease, especially for the migratory fishes.

Hence, it is essential to identify the migratory pathways of key

species in estuaries and to protect marine biodiversity by

maintaining the connectivity of organisms and their habitats.

In this study, we aimed to (1) construct a theoretical

framework for identifying key migratory species in estuaries;

(2) test the suitability of the MaxEnt model to predict optimal

habitats and construct resistance surfaces for migratory fish
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species; and (3) delineate or identify ECs as the minimum

management space to maintain population connectivity.
Materials and methods

Study site and ichthyoplankton sampling

The Yangtze River Estuary (YRE) is the largest estuary in

China, with three-order bifurcations and four outlets for

significant volumes of freshwater discharge from the Yangtze

River to the East China Sea (Figure 1A). The annual average

water temperature is 15°C–16°C. The YRE is a medium-intensity

tidal estuary with regular half-day tides outside the mouth and

informal half-day shallow tides inside the mouth. From offshore

to upstream of the YRE, the duration of flood tide decreases

gradually, whereas that of the ebb tide increases and is longer

than that of the flood tide. The tidal range of the southern

branch of the YRE decreases upstream. The YRE is located in a

subtropical monsoon climate zone with oceanic and monsoon

characteristics and an annual average precipitation of

approximately 1,030 mm, which is mostly concentrated in

June and September. A large amount of freshwater carries

sediment discharge into the sea, which influences the water
Frontiers in Marine Science 03
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quality, hydrologic dynamics, and topography (Wu et al., 2011;

Wu et al., 2013). Furthermore, socioeconomic development,

including fishing; shipping; and corresponding channel

maintenance, pollutant emission, and coastal reclamation, has

led to marine ecological degradation and biodiversity extinction

through a trophic cascade or habitat destruction.

Fish species were surveyed once in spring and summer from

2017 to 2021 during the East China Sea monitoring campaign. In

our study area, 65 sites were investigated during each campaign

(Figure S1). Ichthyoplankton samples were collected using two

kinds of beam trawl: I-trawl and a large plankton trawl. I-trawl is the

shallowwater type, with a 145 cm length, 50 cm horizontal opening,

0.2 m2 net mouth area, and 0.505 mm screen silk aperture. The I-

trawl was trawled once from the bottom to the surface layer at each

site. The larvae density of each site was equal to the number of

larvae in the sample divided by the volume of the water column,

which was defined by the water depth and net mouth area. The

large plankton trawl had a net with 280 cm length, 80 cm horizontal

opening, 0.5 m2 mouth area, and 0.505 mm screen silk aperture.

Larvae density was equal to the number of larvae in the sample

divided by the swept area, which was defined by boat speed,

trawling time, and the net mouth area. The collected samples

were fixed and preserved with a 37% formaldehyde solution. The

species were identified and counted using a stereoscopic microscope

(Nikon SMZ25, Japan) based on the external morphology of fish

eggs and larvae and the individual morphology, tissues, organs, and

phylogenetic characteristics at different development stages. The

dominance of the main fish species (Y, Li et al., 2022) was calculated

using the following equation: Y=ni/N×fi where ni represents the

number of individuals of species i, fi is the frequency of species i in

each site, and N is the total number of individuals hauled in the

campaign. From the fivemost dominant fish species, only the short-

distance migratory species, anchovy (Coilia mystus), was selected

for the following analysis.

C. mystus is a short-distance anadromous fish that mainly

inhabits coastal shallow water or offshore. Its migratory behavior

has been inferred from otolith microchemical analysis (Yang et al.,

2006a; Yang et al., 2006b; Jiang et al., 2012; Jiang et al., 2014; Yang

et al., 2019; Vu et al., 2022). In general, the breeding period of C.

mystus in the Yangtze estuary is from April to September,

including the primary spawning season of May and the minor

spawning season of August (Hu et al., 2021). In late April, a small

number of sexually mature fishes migrate upstream to the brackish

water or freshwater areas of the Yangtze estuary to spawn, and

some migrate to Zhenjiang, Jiangsu (Zeng and Dong, 1993). The

surviving larvae grow in the deep water around Chongming Island

and return to the sea in winter (Zeng and Dong, 1993; Yang et al.,

2019). Studies on the feeding habits of C. mystus indicated that

they mainly fed on crustacean plankton, including Copepods,

Mys id s , and Decapoda , e spec i a l l y Acan thomys i s

longirostris, Schmackeria poplesia, Tortanus vermiculus,

and Labidocera euchaeta (Liu and Xu, 2011). Compared with

long-distance migratory species, the growth and reproduction
FIGURE 1

Coilia mystus community at Yangtze estuary. (A) Migration
pattern of C mystus; (B) spatial density distribution of C mystus
eggs and larvae. Unit of density: ind./m3. NB, north branch; SB,
south branch; NC, north channel; SC, south channel; NP, north
passage; SP, south passage; CM, Chongming Island; CX,
Changxing Island; HS, Hengsha Island; JDS, Jiuduansha Island.
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of C. mystus are more dependent on the marine environment of

the Yangtze estuary. Hence, we used C. mystus as the study object

to reference the biodiversity conservation of native resident species

and short-distance migratory species.

We monitored the environmental factors influencing the

community assemblage or distribution of marine fish species.

Environmental factors included the concentration of suspended

particles (SS), dissolved oxygen (DO), total nitrogen (N), total

phosphorus (P), reactive silicate (Si), salinity, estuarine surface

water temperature (Temp), pH, permanganate index (CODMn),

chlorophyll-a (Chla), and water column depth (depth). Salinity,

water temperature, and depth were measured in situ using a

conductivity–temperature–depth (CTD) automatic recording

analyzer (SBE25plus, Sea-Bird Electronics, Inc. USA). Seawater

samples were collected in 5 L bottles from 0.5 m below the

surface and at the bottom of each site to measure the other eight

physicochemical factors. DO was measured using the iodometric

titration method. The water nutrients, including P, Si, and N, were

analyzed using an automatic continuous flow analyzer (QuAAtro,

SEAL Analytical GmbH, Germany). pH was monitored by a pH

meter (JENCO 6010M, JENCO International, Inc. USA). CODMn

was measured using the alkaline permanganate method, and Chla

was measured using fluorescent spectrophotometry (Agilent Cary

Eclipse, Agilent Technologies, Inc. USA). SS samples were filtered

by preweighted Whatman GF/F microfiber filters (25 mm) (Gao

et al., 2019) and weighted by an electronic scale (QUINTIX224-

1CN, Sartorius Aktiengesellschaft, Germany); its concentration was

determined using the SS weight divided by the sampling volume.
Predicting potential optimal habitats of
migratory species

Maximum entropy (MaxEnt) is a program for modeling

species niches and spatial distributions from presence-only

species records (Elith et al., 2010). From a set of environmental

data and known species occurrence, the model expresses a

probability distribution where given grids predict the suitability

of conditions for the species by comparing the conditions between

present locations and the study area. This model has been widely

used in predicting the likely distribution of species in terrestrial

(Lamb et al., 2008; Yates et al., 2010) and marine ecosystems

(Tittensor et al., 2009; Verbruggen et al., 2009). Considering the

complex habitat biogeographical features of C. mystus, the

MaxEnt model may be an effective approach to predict their

preferred habitats. MaxEnt analysis was performed using the

open-source Java software MaxEnt 3.4.1 (Phillips et al., 2006;

Phillips et al., 2017). We selected 75% of fishery survey datasets as

the training samples to establish the prediction model and the

remaining 25% as the test samples to verify the model. Two

performance metrics were chosen: (1) the receiver operating

characteristic curve, which evaluates the trade-off between

prediction sensitivity and specificity and (2) the associated area
Frontiers in Marine Science 04
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under the curve, which presents the values of approximately 0.5

representing a random prediction, and values closer to 1 indicate a

better performance of the model (Mantas et al., 2022). The

analysis was repeated 10 times and averaged to obtain the final

simulation results. The prediction results were imported into

ArcGIS 10.2 (ESRI, Redlands, California, USA) and converted

to a raster format to generate distribution probability prediction

maps. Here, we defined the areas with species distribution

probability greater than 90% as optimal habitats.

Optimal habitats located at the Yangtze estuarine mouth or

offshore were defined as source patches, and those located at

upstream freshwater or brackish water area were defined as sink

patches. These definitions refer to the two possible behavior

patterns of C. mystus. First, C. mystus adults migrate from

offshore source habitats to upstream sink habitats to spawn,

where the source and sink patches correspond to the feeding

ground and spawning ground, respectively. Second, C. mystus egg

and larvae have little motor ability, and they drift back and forth

with flood and ebb tides between offshore and freshwater areas.

Here, source and sink patches represent the origin and destination

areas of larvae drifting with the flood tide, respectively.
Delineation of ecological corridors

Ecological resistance refers to the biotic and abiotic factors in a

recipient ecosystem that limits population growth (D'Antonio and

Thomsen, 2004). Ecological processes such as animals crossing the

landscape carry the property of overcoming spatial resistance,

which can be measured in terms of accessibility, cost distance, and

minimum cumulative resistance. All these measures of resistance

can be considered the extensions of the spatial distance concept. In

this study, a graph theory algorithm was used to extract animal

migration corridors (Pinto and Keitt, 2009). First, the relationship

between the model species and the environmental elements was

tested using the canonical correspondence analysis, and the

explanatory rate values of the environmental factors in the

habitats were analyzed. We selected salinity, DO, and surface

water temperature with phosphorate concentrations in May and

Chla in August to construct a resistance surface. The weights of

selected explanatory environmental factors were calculated based

on y=(a+b)/2, where a was the predicted contribution value of an

environmental factor and bwas their explanatory rate in canonical

correspondence analysis. Second, kriging interpolation was used

to rasterize the point environmental datasets to obtain the

resistance surface.

Based on the rasterized resistance surface, the path of

cumulative minimum cost distance from the source to the sink

patches was generated. The gravity center of source and sink

patches were extracted using conventional tools. The

cost distance tool was used to calculate the cumulative cost

distance from each pixel to the specified source. The cost

backlink tool was used to define the direction in which any
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pixel extends the minimum cost path to the specified source. The

cost path tool was used to generate the path with the smallest

cumulative cost distance. Finally, 500-m-wide buffer zones were

constructed for the theoretical least-cost route to eliminate the

spatial redundancy of corridors delineated by the least-cost

route method.
Statistical analysis

The nonparametric Kruskal–Wallis test followed by a post

hoc comparison was used to analyze the temporal and spatial

differences between the average values of life-history

characteristics (density, abundance, and maximum and

minimum body length) of C. mystus larvae and eggs.

Redundancy analysis (RDA) was performed to assess the

linear relations between multiple dependent and independent

variables in a matrix, which was then incorporated into principal

component analysis (Xia, 2020). We used the RDA of life-history

characteristics on the environmental factors to extract key

factors explaining variations in the investigated sites. This

statistical analysis was performed using the statistical software

package R (R Core Team, 2014).
Results

Dynamics of fish communities in the
Yangtze River Estuary

The YRE is an important spawning and nursery ecosystem

for some species. According to the fishery survey of the YRE in

May during 2017–2021, this area was dominated by estuarine

and marine fishes until 2020; however, freshwater fishes of the

family Cyprinidae reached the top five in 2021 (Table 1). Among

them, marine fish Larimochthys polyactis, migratory fish
Frontiers in Marine Science 05
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C. mystus, and estuarine fish Gobiidae exhibited absolute

dominance in spring during the past 5 years. C. mystus larvae

or eggs were detected in the Xuliujing hydrological station

located upstream of the YRE. Nonetheless, the larvae density

around Changxing Island and Jiuduansha Shoal was 2–10 folds

higher than offshore and upstream freshwater areas (Figure 1B).

Hence, we speculated that C. mystus inhabits coastal or offshore

areas and migrates upstream to freshwater or brackish water

areas during the breeding season. Their larvae grow around

Chongming Island and then migrate back to the sea (Figure 1A).

C. mystus has two breeding periods: May is the primary

reproductive period, and August is secondary. These life-

history characteristics were proven by larger larvae density in

May (Wilcoxon test, P < 0.001) than in August. In particular, the

density of C. mystus larvae increased significantly from 2020 to

2021 (Figure 2, right panel; Wilcoxon test, P < 0.001), which may

benefit fishery production.
Linking life-history characteristics of C.
mystus with environmental variables

RDA was used to correlate the life-history characteristics of C.

mystus with environmental variables. A total of 11 explanatory

variables were considered in this study, including five hydrological

variables: Temp, pH, salinity, depth, and DO and six chemical

factors: Chla, CODMn, and the contents of N, P, Si, and SS.

Forward selection revealed that the correlation between key

factors and the life-history characteristics of C. mystus in two

breeding seasons varied profoundly (Table S1). InMay, 7 of the 11

variables were significant in RDA: salinity, N, pH, Si, DO, surface

water temperature, and Chla. However, in August, six variables

were significant: salinity, Temp, CODMn, SS, N, and P.

The first and second axes of the RDA plot demonstrated 39.9%

and 7.8% variations in the life-history characteristics of C. mystus

larvae in May, respectively (Figure 3A; Table S2). The life-history
TABLE 1 Dominant species based on the offshore monitoring voyage in May from 2017 to 2021.

Species Y-dominance index Ecotypes

2017 2018 2019 2020 2021

Engraulis japonicus 0.0748 0.0119 0.0911 0.0084 / Marine

Larimochthys polyatis 0.0403 0.0307 0.012 0.0283 0.0023 Marine

Coilia mystus 0.0126 0.0034 0.0109 0.1215 0.0296 Short-distance migration

Gobiidae 0.0006 0.0245 0.0568 0.0137 0.0393 Estuarine

Stolephorus 0.0005 / / / / Marine

Liza haematocheila / 0.0238 / / / Estuarine

Callionymidae / / 0.0018 / / Marine

Cynoglossus sp. / / / 0.0062 / Estuarine

Cyprinidae / / / / 0.0122 Freshwater

Cynoglossus semilaevis / / / / 0.0038 Estuarine
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characteristics of C. mystus were positively correlated with Chla, N,

Si, P, DO, and surface water temperature, whereas pH and salinity

negatively contributed toC. mystus growth. In August, the first and

second axes of the RDA plot demonstrated 17.2% and 9.2%

variations in the life-history characteristics of C. mystus larvae,

respectively (Figure 3B; Table S2). Three chemical factors, P, N,

and CODMn, and two physical factors, Temp and SS, were

positively correlated with C. mystus growth. Moreover, C. mystus

growth was negatively correlated with salinity in May.
Optimal habitats of C. mystus and its
migratory corridors in the Yangtze
River Estuary

The average area under the curve values of the model

training datasets were 0.983 and 0.971 in May and August,

respectively (Figures 4A, B), indicating an accurate prediction of

the optimal occurrence of C. mystus produced by the MaxEnt

model. The predicted C. mystus occurrence hotspots with

suitability larger than 0.90 were widely spread in the YRE,

where the total area of the hotspots reached 89.9 and 271.2

km2, accounting for 0.41% and 1.53% of the study area in May

and August, respectively (Figures 4C, D; Table S3). In May, the

predicted occurrence hotspots were mainly concentrated in the

south branch (Figure 4C); however, they were almost

homogeneously distributed in the south and north branch in

August (Figure 4D).
Frontiers in Marine Science 06
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The resistance values were 104.73–165.69 in May (Figure 5A)

and 47.49–95.93 in August (Figure 5B), generally decreasing from

offshore to upstream of the Yangtze River. ECs delineated in this

study showed high spatial variances between May and August.

Specifically, almost all ECs were concentrated in the south

channel, especially around Jiuduansha Shoal (Figure 5A);

however, ECs were almost homogeneously spread in the YRE in

August (Figure 5B). Furthermore, most ECs were distributed

along the coastlines of Changxing Island, Jiuduansha Shoal, and

Hengsha Island. The main nodes among EC interactions were

accumulated at western Changxing and Chongming islands and

around Jiuduansha Shoal, indicating potential conservation

priority for YRE fishery biodiversity protection.
Discussion

Life-history characteristics of C. mystus
and its fitness to environmental forcing

The life-history characteristics of species are a result of natural

evolution and ecological adaptation. The documented spawning

ground of C. mystus was in the maximum turbidity zone in the YRE

(Hu et al., 2021). Our study extended the spawning ground to the

Xuliujing hydrologic station (Figure 1B). This extension may

indicate two characteristics of short-distance migratory species.

First, adults migrating to the upstream freshwater area were an

active selection. Runoff is an unneglectable factor controlling larvae
FIGURE 2

Mean density of C. mystus eggs and larvae in May and August of 2020 and 2021 at the Yangtze estuary. ‘ns’ indicates no significance between
compared groups; ** indicates P < 0.01.
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A

B

FIGURE 3

Redundancy analysis of the effect of environmental variables (blue arrows) on the life-history characteristics (red arrows) of C mystus in May (A)
and August (B). The response variables include the density, abundance, and mean body length of C mystus larvae (in abbr. DL, NL, and ML,
respectively) and egg (in abbr. DE, NE, and ME, respectively). Total variation explained by the redundancy analysis model was 56.21% (A) and
22.54% (B). Si, reactive silicate; N, total nitrogen; P, total phosphorus; SS, suspended particles; Salt, salinity; Temp, temperature of surface water.
FIGURE 4

Predicted optimal distribution of C mystus through the MaxEnt model. (A, C) Potential geographical distribution of C mystus in Yangtze
Estuarine during the May (A) and August (C) breeding season. (B, D) Area under the curve result of MaxEnt modeling (10 runs) for May (B)
and August (D).
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drift. If the spawning ground is close to the estuary front, egg and

larvae might be carried into the adjacent sea by the tide, where it will

be difficult for them to survive because decreased sea water

temperature might inhibit the hatching of eggs, and most larvae

may become food sources for other fishes. Therefore, some adults

would migrate upstream to freshwater, with weak tide and low

salinity. Nonetheless, physiological characteristics may be the key

factor controlling the migratory distance of C. mystus. Compared

with long-distance migratory species C. nasus, C. mystus allocates

most of the body lipid for gonadal development and rapidly

consumes trunk lipid (Wu et al., 2017). Moreover, when

migrating across a large salinity gradient, C. mystus needs to

evolve the ability to rapidly regulate the equilibration of fluid

osmotic pressure, potentially raising the cost of population

maintenance. Second, some C. mystus adults spawn in the estuary

front area, and their larvae drift upstream with tides. In this case,

some unknown physiological characteristics may be developed to

adapt the ebb and flow tide to sustain their spatial distribution. Some

species in the Penaeus family could sense the increase or decrease in

water pressure at a depth of 8 m to conduct directional migration.

During a flood tide, they enter the estuary along the tide but swim to

the bottom to avoid being carried out of the estuary during an ebb

tide (Vance and Pendrey, 2008; Wolanski, 2017). Constricted by

traditional investigation approaches and the natural characteristics

of most marine fish species, providing direct evidence about their

migration patterns, life-history characteristics, or adaptative

evolution is challenging. Advancements in animal tracking and

environmental DNA technology enable greater data collection on

migratory behavior and environmental suitability assessment (Xu

et al., 2018; Thalinger et al., 2019; Yatsuyanagi and Araki, 2020).

Collecting more data using advanced technologies to protect more

extinct or dominant species is necessary.

Based on RDA, salinity, CODMn, SS, N, P, pH, Si, DO, Temp,

and Chla may considerably affect the breeding and migratory

behavior of C. mystus. Among them, physical factors such as

salinity, Temp, SS, and DO are correlated with the survival or
Frontiers in Marine Science 08
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growth of marine species (Spares et al., 2012; Walsh et al., 2013);

however, chemical factors such as Chla, N, P, Si, and CODMn

have not been studied adequately. Higher N, P, and Si promote

algal growth, and increased Chla indicates high algal bioactivity.

Algae produce large amounts of oxygen through photosynthesis

and increase the DO content of the water column. As primary

producers, the healthy growth of phytoplankton provides the

material basis for fish growth and reproduction. Hence,

detecting a positive relationship between Chla, N, P, Si, and C.

mystus growth is reasonable.

The optimum environmental conditions for C. mystus larvae

were as follows: salinity, 5‰–12‰; temperature, 20°C–28°C; and

DO concentration, 5.2–8.0 mg/L (Hu et al., 2021), indicating that

any event causing environmental variables beyond the range of

biological adaptation may lead to biodiversity reduction. For

example, saltwater intrusion can carry sexually mature C.

mystus to freshwater through the north branch or to brackish

water through the south branch. If the upstream freshwater runoff

is low, the tide upwells, and brackish water expands upstream,

providing a broad survival space for C. mystus larvae; such

causality may account for the broader longitudinal distribution

of the larvae in May than in August. However, the natural

ecosystem is more complex because of the non-linear

relationship among all biotic and abiotic factors for the fitness

of organisms. Hence, it is necessary to study their fitness to the

dynamics of certain or coupled variables.
Marine fishery biodiversity protection
through ecological corridors

The YRE is rich in fish biodiversity, supporting 46 freshwater

fishes, 53 estuarine sedentary and migratory fishes, and 48 marine

fishes (Zhuang et al., 2006). Life-history characteristics revealed

that the dominant species varied from season to season, which

included Engraulis japonicus, C. mystus, Anchoviella commersonii,
FIGURE 5

Theoretical migratory corridors of C mystus based on the least-cost route analysis in May (A) and August (B).
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Gobiidae, and Liza haematocheilus in spring; C. nasus, C. mystus,

and Stolephorus chinensis in summer; Salanx ariakensis, and

Benthosema pterotum in autumn; and Neosalanx jordani in

winter. Most of these dominant species act as secondary

consumers relying on organic detritus or primary consumers

(including zooplankton such as copepods, branchiopods, and

benthic invertebrates). To date, only a few studies have reported

the interspecific competition in the fish community; hence, we

speculate that anthropogenic and environmental stressors that

directly affect food and habitat quality severely influence the

marine fish biodiversity of the YRE.

We investigated the 17 larvae of marine, estuarine, freshwater,

and migratory fishes in the YRE during the past few years

(Table 1). The spatial distribution of larvae did not match that

of adults, which is consistent with the functional orientation of the

YRE as migratory passage, spawning, nursing, and feeding

grounds. Most larvae species distributed in the maximum

turbidity zone developed under the coupled effects of freshwater

discharge, tides and currents, the mixture of freshwater and

saltwater, and suspended sediment transportation (Shen et al.,

1992). Marine fishes use the YRE as a nursing and feeding ground

because the convergence of various water masses brings in rich

nutrients, and long-distance migratory species need to regulate the

equilibration of fluid osmotic pressure here. Some freshwater

species, such as those from the Cyprinidae family, can be

detected due to complex hydrodynamics here. For example,

freshwater discharge from Huangpu River (Figure 1A)

southward into the sea along the coastal waters of Shanghai

forms a fresh flume. Sometimes, saltwater intrusion might

increase salinity in waters near Changxing Island and western

Chongming Island. Considering the diversity in the marine

species community, their habitat utilization, and the complexity

of the marine environment, our study on the short-distance

migratory C. mystus may provide a breakthrough for

researching multispecies habitat utilization and conservation.

C. mystus, a typical short-distance migratory fish in the YRE,

mainly lives in the nearshore area. C. mystus migration began

during the spawning period from the nearshore sea area with

25‰ salinity to the estuarine front area with approximately 4%

salinity. Some adults migrated further anadromous to the

freshwater. Fish larvae were mainly distributed near Jiuduansha

Shoal (Figure 1A), which displays a mixture of brackish and fresh

waters with the most intense tidal influence. Affected by tides and

runoff, the distribution of C. mystus eggs in May was closer to the

upstream of the YRE, whereas that in August was closer to the

periphery with 4‰–10‰ salinity. In general, migration is an

important adaptive evolutionary strategy for fishes to maintain

population genetic diversity. Compared with fishes in uniform

habitats, migratory fishes need to span different habitats. Highly

suitable patches, also called source and sink patches in our study,

are important nodes and ecological stepping stones for their

migration. The quantity, quality, and connectivity of source and

sink patches directly determine whether the species can
Frontiers in Marine Science 09
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successfully migrate to their destinations. This study further

showed that the estuarine front area was an important

ecological aid for anadromous migration, with a larger number

of nodes and density of ECs in May and August in this area.

In conclusion, in this study, three priority areas were

identified, including the maximum turbidity zone located at the

estuarine mouth and two brackish water confluence areas located

around Changxing Island and western Chongming Island

(Figure 1B). Among these priority areas, C. mystus might prefer

migrating through the southern branch, especially the south

channel in the May breeding season (Figure 5A), but without

any bias in August (Figure 5B). Furthermore, most theoretical

corridors are distributed along the coastlines except those in the

offshore area, which might infer the more important role of

islands in fishery production and biodiversity protection. Aside

from that, theoretical ECs also ensure the connectivity of some

important nature reserves, such as the C. nasus germplasm

resource protection area at western Chongming Island, YRE

Chinese sturgeon Nature Reserve to eastern Chongming Island,

and some important wetlands located at Chongming Island,

Jiuduansha Shoal, and Nanhui Shoal. ECs also provide an

accessible approach to fishery management and biodiversity

conservation. On one hand, theoretical ECs provide a least-cost

movement route for fish migration and inhabitation, indicating

that migratory species can sustain their population connectivity at

the least cost. On the other hand, from a social management

perspective, imposing a ban on an entire estuary is unnecessary,

and differential measures must be taken in corridors and

priority areas to facilitate the harmonious development of

socioeconomic and biodiversity conservation, especially for the

high-traffic YRE.
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Spatio-temporal nonconvex
penalty adaptive chirp mode
decomposition for signal
decomposition of cross-
frequency coupled sources in
seafloor dynamic engineering

Qing Li*

Department of Mechanical Engineering, Anhui Agricultural University, Hefei, China
Electromagnetic field noise and clutter generated from the motion of ocean

waves are the main obstacles in the research of magnetotelluric dynamic

analysis, and it is difficult to extract the crossed instantaneous frequencies (IFs)

of underwater electromagnetic detected (UEMD) data due to the limited

resolution of the current time-frequency techniques. To alleviate this

bottleneck issue, a new spatio-temporal nonconvex penalty adaptive chirp

mode decomposition (STNP-ACMD) is originally proposed for separating each

mono-component individually from a complicated multi-component with

severely crossed IFs or overlapped components, in this paper. Specifically,

the idea of a nonconvex penalty greedy strategy is incorporated into the vanilla

ACMD method by using a recursive mode extraction scheme, and the

fractional-order characteristic of the observation signal is also considered.

Meanwhile, the spatio-temporal matrices were constructed elaborately and

then applied to capture coupling characteristics and spatio-temporal

relationships among all estimated mono-components. Eventually, a high-

resolution adaptive time-frequency spectrum is obtained according to the

IFs and instantaneous amplitudes (IAs) of each estimated mono-component.

The effectiveness and practicability of the proposed algorithm were verified via

simulated scenarios and velocity dynamic data of the seafloor from the South

China Sea, compared with four state-of-the-art benchmarks.

KEYWORDS

spatio-temporal matrices, nonconvex penalty, adaptive chirp mode decomposition,
crossed instantaneous frequency, seafloor dynamic
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1 Introduction

Underwater electromagnetic detected (UEMD) data with

low frequency have a wide application prospect in deep-sea

exploration and deep-sea magnetic field measurements such as

oil and mineral exploration, underwater pipe-cable overhaul,

fishery, navigation, positioning, ship testing, and anti-submarine

demining, due to many merits including high accuracy, stability,

and relatively small restrictions by hydrologic weather, and so

on. However, the UEMD data with low frequency is susceptible

to the electromagnetic noise induced by the ocean current, and

the issue of frequency range overlap between UEMD data with

low frequency and induced electromagnetic noise is becoming

the main obstacle to improving the signal-to-noise ratio (SNR)

of UEMD data since the signal recorded via the receiver is

usually affected by different types of noise, such as

electromagnetic field noise, clutter, and marine animals (Park

et al., 2019; Nyqvist et al., 2020; Schwalenberg et al., 2020).

The UEMD data, such as radar-echo wave and ocean current

sonar, usually exhibit non-stationary, time-varying, and multi-

component characteristics, and those data (sound and signals)

always contain useful information for engineering applications.

Extracting or isolating the constituent modes from their

complicated multi-dimensional or multi-component nature is

a pivotal task for understanding the dynamic responses in

seafloor engineering. Therefore, how to achieve accurate signal

decomposit ion and represent the internal physical

characteristics of a system has been a hot research topic.
1.1 Literature review

Over the past few years,multiplemethods and studies have been

adopted to alleviate this issue. For example, in 2013,MacLennan et al.

proposed a flexible and practical denoising technique named

equivalent source method (ESM) to remove the additional noise

from multicomponent controlled-source electromagnetic method

(CSEM) data (MacLennan and Li, 2013). In 2020, Chen et al. utilized

the current meter technique (CMT) for the reduction of seawater

motion-induced electromagnetic noise frommarinemagnetotelluric

data (Chen et al., 2020). In 2020, the compressive sensing (CS)

methodwith orthogonalmatching pursuit (OMP)was presented for

reducing noise impacts frommarine CSEM data, and the windowed

Fourier transform, wavelet transform, and CSmethod with different

training dictionaries were used as benchmarks for comparison

(Zhang et al., 2020).

Actually, those non-stationary and complicated time-varying

signals usually contain multiple components and are also polluted

by additional noise, some of which may overlap (or severely cross)

in both time and frequency domains. To tackle this issue, many

advanced signal processing methods, algorithms, and techniques

have been developed in the past decades. Roughly, those methods

can be classified into three main categories: (i) time domain
Frontiers in Marine Science 02
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methods, (ii) frequency domain methods, and (iii) time-

frequency domain methods, in terms of the processing domain in

which the signal decomposition is performed.

In the first class of signal decomposition that is performed in

the time domain, the typical representative is pioneered by the

empirical mode decomposition (EMD) method (Huang et al.,

1998; Tian et al., 2022). The EMD is a fully data-driven and

recursive sifting scheme in which a non-stationary multi-

component can be decomposed into a set of quasi-orthogonal

mono-components called intrinsic mode functions (IMFs)

without considering any prior knowledge or statistical

information (e.g., temporal or spectral characteristics) of the

raw observation (i.e., multi-component data). However, the

connatural issues of mode-mixing, ending effect, sensitivity to

noise, and lack of mathematical foundations which lead to

unexpected and poor results. To alleviate those drawbacks, a

series of improved algorithms such as the ensemble EMD

(EEMD) (Wu and Huang, 2009), the complete EEMD

(CEEMD) (Torres et al., 2011), and the CEEMD with adaptive

noise (CEEMDAN) (Lin et al., 2022), time-varying filter-based

EMD (TVF-EMD) (Jiang et al., 2020), have been reported.

However, these methods are rather restrictive and only

overcome parts of the issues mentioned above, and meanwhile,

unfortunately, some new obstacles are encountered. For

example, the mode-mixing problem can be addressed by the

CEEMDAN method, but white noise cannot be eliminated; the

problems of mode-mixing and ending effect in the EEMD, and

they still cannot achieve the desired performance.

In the second class of signal decomposition that is performed in

the frequency domain, the representative models are pioneered by

empirical wavelet transform (EWT) (Gilles, 2013) and variational

modedecomposition (VMD)methods (Dragomiretskiy andZosso,

2014). The basic idea of the EWTmethod is that the wavelet filter

bank(WFB)and spectrumsupport areused for reconstructingeach

mode, but the spectrum information should be known prior to the

support detection algorithm. Moreover, modes with close

frequency-band cannot be separated and identified via the EWT

method. TheVMDmethod is regarded as an adaptiveWiener filter

bank in the frequency domain, and all subcomponents are assumed

tobenarrowbandsignals that cluster around their respective central

frequencies. However, the main shortcoming of the VMD is that

parameter a and the number of modes K should be determined

before the algorithm executes, and the issues of mode-mixing and

bandwidth of the estimated modes will be disturbed if model

parameters are not selected properly (e.g., overestimating or

underestimating). More importantly, the EWT and VMD

methods rely on a restrictive assumption that the quasi-

orthogonal narrowband subcomponent should be stationary and

that chirp modes whose frequency ranges overlap cannot

be decomposed.

In this regard, methods for separating modes with

overlapped spectrums have been explored and presented in the

past few years. In 2017, Chen et al. proposed a variational
frontiersin.org
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nonlinear chirp mode decomposition (VNCMD) algorithm for

analyzing wide-band nonlinear chirp signals (NCSs). This

method relies on a new assumption that the wide-band NCS

could be transformed into a narrow-band signal via signal

demodulation analysis, and then three simulated data and two

real signals of killer whale whistles are introduced for discussion.

However, the fatal flaw of the VNCMD is that, like the VMD

method, the number of estimated modes still needs to be pre-

determined before the algorithm executes (Chen et al., 2017). In

2019, Chen et al. developed a non-parametric decomposition

technique named adaptive chirp mode pursuit (ACMP) for

processing multimodal non-stationary wideband chirp signals

whose frequency ranges overlap, so as to obtain an optimal

initialization of modes frequencies. Eventually, simulated data

and systematic application (i.e., rotor fault diagnosis) are

presented for performance investigation of the ACMP.

However, this method cannot address non-stationary,

multimodal signals with crossing IFs, yielding problems of end

effect and severe oscillation (Chen et al., 2019). Furthermore, to

address the issues of the mode number raised by the VNCMD

algorithm and, meanwhile, to extract the fast-fluctuating IFs

from non-stationary multimodal signals, the adaptive chirp

mode decomposition (ACMD) has been developed, in which a

greedy algorithm and a recursive mode extraction scheme are

designed elaborately, which is motivated by the VMD method.

The adaptive TF spectrum (ATFS) technique is employed for

obtaining the IAs and IFs (Chen et al., 2019). In 2020, to tackle

the problem of oscillation detection and fault diagnosis, a fast

ACMD (FACMD) algorithm was established to process complex

multiple oscillations, where the running time of the proposed

FACMD algorithm is reduced greatly by setting a reasonable

stop threshold compared with the vanilla ACMD (Chen et al.,

2020). Currently, in 2022, a two-level ACMD (TL-ACMD) is

reported by incorporating the tangent energy and calculating

energy eigenvalues of each mono-mode for decomposing the

acoustic data of the impeller defects in a centrifugal pump

(Vashishtha et al., 2022). Although the decomposition

methods listed above have some promising advantages in the

simulated domain and industrial areas, the common

shortcoming of those decomposition methods is their poor

capacity for separating each mono-component individually

from a complicated multi-component with severely crossed IFs

characteristics or overlapped components.

In the third class of signal decomposition that is performed in

the time-frequency domain, the time-frequency representation

(TFR) has been developed using the reassignment technique of

energy distributions, so as to separate modes with the overlapped

spectrum, as well as modes with close frequency-band and the IFs

are disjoint. Among various TFR techniques, as a post-processing

procedure, the synchrosqueezing transform (SST) has extensive

concern since the narrowband subcomponents (or IMFs) are

estimated from the enhanced TFR after the synchrosqueezing

operation (Daubechies et al., 2011; Li et al., 2022). In 2015,
Frontiers in Marine Science 03
56
Clausel et al. proposed a new bi-dimensional version algorithm

called monogenic synchrosqueezed wavelet transform (MSSWT)

for decomposing the demodulated AM–FM images, which is a

bivariate extension of the SST, and the concept of intrinsic

monogenic mode (IMM) was introduced (Clausel et al., 2015). In

2021, to overcome the issue of mode mixing in decomposing the

multicomponent signals, the down-sampled STFT and

synchrosqueezing-based transform demodulation were

introduced (Meignen et al., 2021). In 2022, Si et al. designed a

novel method called multivariate synchrosqueezing transform

(MSST) for extracting the high multiple frequency components

from deep hole drilling vibration data, which is an extension of the

SST to a multivariate version (Si et al., 2022). In 2022, to highlight

the time-frequency (TF) resolution of mono-mode signals that are

extracted from multicomponent data with an impulse-like

waveform, a time-reassigned SST (TSST) has been reported

under the framework of STFT, and several numerical

experiments were conducted to reveal the performance of the

TSST method (Dong et al., 2022). Currently, Li et al. constructed

a novel synchrosqueezing polynomial Chirplet transform (SPCT)

for mono-mode extraction from multicomponent data in which a

multi-kernel operator was designed for rearranging and

concentrating the energy of IF in mono-mode. The field seismic

data was used for performance analysis of the SPCT algorithm

compared with other state-of-the-art TFA techniques such as

synchro-extracting transform (SET) and SST (Li et al., 2022). The

SST approach implements an energy relocation framework along

the frequency direction, which sharpens the time-frequency ridges

of modes by focusing their energies on the center of gravity in

energy distribution, and thus the estimatedmode has higher energy

aggregation (Auger et al., 2013). However, it is worth mentioning

that signal reconstruction and computationally intensive

reassignment techniques cannot be maintained and addressed,

which is limited in real applications (Auger et al., 2013).

Additionally, how to accurately measure and evaluate the time-

frequency energy concentration of a certain component is still a

changeling issue that needs to be explored more.
1.2 Motivations and contributions

The aforementioned decomposition methods mainly focus

on TF pattern generation of multi-component/signals with a

clear range of frequency-band distribution. However, in practical

applications, data collected from sensors or receivers is always

accompanied by some severely crossed modes in the whole time-

span. The ACMD is not suitable for processing high-frequency

signals with aliasing and crossover features, yielding the wrong

IFs for some intersecting components. Motivated by the ACMD

method, a challenge exists in how to apply the greedy strategy to

the identification of modes with severely crossed frequencies and

separating each overlapped component clearly and accurately,

which is the key motivation of this work.
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Another crucial issue that needs to be highlighted is that, in

most of the scenarios, the aforementioned techniques, such as

the VNCMD method, the ACMD method, and the VMD

method, mainly focus on channel-wise processing for isolating

or extracting the single component from complicated multi-

channel data. These techniques, which are employed for the

decomposition of complicated time-varying multi-component

signals, typically do not fully cater to the coupled nature and

spatial–temporal characteristics of each mode during signal

estimation. Most of the existing algorithms operate with

mode-wise processing, which is not optimal for such modes

with spatial–temporal relationships. They may fail to capture the

coupled nature of all the components simultaneously, and yield

poor decomposability when dealing with multi-dimensional or

multi-component data, and also may fail to distinguish the

frequency distribution of the components. In addition, in the

traditional VNCMD method, the number of estimated

components cannot be adaptively determined; i.e., the number

of modes should be assumed to be known in advance, which is

not feasible in practical applications. Meanwhile, in essence, the

mode-wise processing is still conducted in the classic ACMD

method, which restricts the application of the ACMD method.

By elaborating on the multi-dimensional decomposition

techniques, it is therefore natural to investigate the spatio-

temporal relationships and coupling nature among

estimated components.

In this paper, to address the above drawbacks, a new

adaptive signal decomposition algorithm is proposed, and

simulation and experimental cases are investigated to verify

the availability of the proposed algorithm. The main

contributions of this paper can be summarized as follows:
Fron
(1) The spatio-temporal nonconvex penalty adaptive chirp

mode decomposition (STNP-ACMD) algorithm is

proposed for the decomposition of the FM signals

whose components with crossing IFs and overlapped

components, and the split Bregman algorithm is

introduced for solving the constrained optimization

problem. The overlapped components or crossed IFs

can be separated adaptively by using the recursive mode

extraction scheme. The proposed STNP-ACMD

algorithm belongs to the second class of signal

decomposition algorithms described above. To the best

of our knowledge, it is the first time the spatio-temporal

nonconvex penalty has been applied to the ACMD

framework in this regard, which also retains the

reconstruction benefit of the ACMD.

(2) The key contribution is that the spatio-temporal

relationship and the coupled nature of the available

information (e.g., crossing IFs) among estimated
tiers in Marine Science 04
57
components are exploited by designing and elaborating the

temporal matrix and the spatial matrix. In addition, the

characteristic of the fractional order of the observation

signal is considered, which is rarely reported in the existing

literature.

(3) Both simulation and experimental case verification showed

the effectiveness of the proposed algorithm for the

decomposing signal with crossing IFs and overlapping

components. The estimated accuracy of the proposed

algorithm has improved greatly compared with four state-

of-the-art benchmarks, including the ACMD, the VNCMD,

the EEMD, and the VMD methods.

The integrated framework of the rest of the paper is structured

as follows: In Section 2, the theoretical preliminaries of variational

nonlinear chirp mode decomposition (VNCMD) and adaptive

chirp mode decomposition (ACMD) algorithms are reviewed

first, and then the proposed spatio-temporal nonconvex penalty

adaptive chirp mode decomposition (STNP-ACMD) algorithm

and its solution are presented. The numerical simulation is given

and discussed in Section 3. In Section 4, the experimental case and

its analysis are discussed to verify the performance of the proposed

STNP-ACMD algorithm. Conclusions and possible explorations

are drawn in Section 5.
2 The STNP-ACMD algorithm

In this section, we first review the classic VNCMD and

ACMD algorithms (Chen et al., 2019; Chen et al., 2019), and

then the proposed STNP-ACMD algorithm and its solution will

be presented later. Meanwhile, the solution strategy of the

fractional order of the STNP-ACMD algorithm based on the

rescaled range (R/S) method is given.
2.1 Review of the VNCMD and ACMD
algorithms

Generally, the fast-aliasing frequency modulation (FM)

signal (or called Chirp signal) has the characteristic of time-

varying amplitude and frequency contaminated by

environmental noise, which can be expressed as,

s(t) =o
K

i=1
si(t) + r(t)

=o
K

i=1
Ai(t) cos 2p

Z t

0
fi(t)dt + qi

� �
+ r(t) (1)
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where si(t) represents each Chirp component, K is the number of

chirp components. Ai(t)>0 , fi(t)>0 and qi represent the

instantaneous amplitude (IA), instantaneous frequency (IF),

and initial phase (IP) of the i-th Chirp component si(t),

respectively. Also, r(t) denotes the zero-mean Gaussian white

noise (GWN). According to the demodulation technique,

Equation (1) can be rewritten as,

s(t) =o
K

i=1
ai(t) cos 2p

Z t

0
fi (t)
∧

dt
� �

+ bi(t) sin 2p
Z t

0
fi (t)
∧

dt
� �

+ r(t) (2)

where fi (t)
∧

stands for frequency function of the cos (2pZ t

0
fi (t)
∧

dt) and sin (2p
Z t

0
fi (t)
∧

dt), the amplitudes ai(t) and

bi(t) are defined as ai(t) = Ai(t) cos (2p
Z t

0
(fi(t) − fi (t)

∧
)dt + qi)

and bi(t) = −Ai(t)sin(2p
Z t

0
(fi(t) − fi (t)

∧
)dt + qi).

To estimate the components si(t), i=1,2,···,K from

observation, the hypothesis of the variational nonlinear chirp

mode decomposition (VNCMD) is developed for minimizing

the bandwidths of each mono-component, and the objective cost

function for the constrained optimization problem is given as

(Chen et al., 2019),

min
ai(t),bi(t), fi (t)

∧ o
K

i=1
jj a00i (t) jj22 + jj b00i (t) jj22

( )

s:t: s(t) =o
K

i=1
ai(t)cos 2p

Z t

0
fi (t)
∧

dt
� �

+

bi(t)sin 2p
Z t

0
fi (t)
∧

dt
� �

+ r(t)

(3)

where K is the number of the estimated signals, which should be

pre-determined before the algorithm executes.

Furthermore, the idea of a greedy algorithm is adopted by

the pure adaptive chirp mode decomposition (ACMD), and the

component signals can be estimated adaptively, and the cost

function for constrained optimization problem is given as (Chen

et al., 2019),

min

ai(t),bi(t), fi (t)
∧

jj a}i (t) jj22 + jj b}i (t) jj22
n o

with si(t) = ai(t)cos 2p
Z t

0
fi (t)
∧

dt
� �

+

bi(t)sin 2p
Z t

0
fi (t)
∧

dt
� �

+ r(t)

(4)
where a ║ s(t) − si(t)║
2
2 is residual energy of residual signal after

extracting the estimated signal, and a >0 is a weighting coefficient.

Formoredetails, the iterativeproceduresof the specificalgorithmcan

be found in (Chen et al., 2019; Chen et al., 2019).
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2.2 The proposed STNP-ACMD algorithm
and its solution

In this section, the proposed STNP-ACMD algorithm is

presented for aliasing FM signals decomposition, and the

specific procedures for solving the algorithm for the STNP-

ACMD optimization problem are presented later.

Considering the intrinsic characteristics of fractional-order

and spatio-temporal coupling of the estimated components, for

the i-th component signal, the new cost function for the

constrained optimization problem is expressed as,

min
ai(t),bi(t), fi (t)

∧
jj a00i (t) jj22 + jj b00i (t) jj22 +a jj s(t)

− si(t) jj22 +l1 jjDta
00
i (t) jjpp + l2 jjDsb

00
i (t) jjpp

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;

with si(t) = ai(t) cos ai(t) cos 2p
Z t

0
fi (t)dt
∧� �

+

bi(t)sin 2p
Z t

0
fi (t)
∧

dt
� �

+ r(t)

(5)

where p is a fractional-order, Dt and Ds are the temporal matrix

and spatial matrix, respectively. The size of matrices Dt and Ds is

mn × mn, where m and n are the number of channels and the

sampling data point of each channel, respectively.

Both temporal matrix Dt and spatial matrix Ds can be

created using the reverse banded sparse-diagonal (RBSD)

method. The procedures for developing the temporal and

spatial matrices are as follows,

Step 1: Extract the nonzero diagonal of simulated matrix A,
i.e., At and As, to create D1 and D2 using the RBSD method. The

random temporal matrix At is simulated by MATLAB with At =

[−ones(n,1) ones(n,1)], and n is the number of sampling point in

one channel. The random spatial matrix As is simulated by

MATLAB with As = [−ones(m,1) ones(m,1)], and m is the

number of the estimated component. Then, D1 is obtained

with (At, [0 1], n, n), and D2 is obtained by (As, [0 1], m, m).

Step 2. Remove the last nonzero point from matrices D1 and

D2, then two new matrices DT
1 and DT

2 are obtained;

Step 3. Constituent an identity sparse matrix It with sizem ×

m, where m is the number of channels. Constituent an identity

sparse matrix Is with size n × n, where n is the number of

sampling points in one channel;

Step 4. The temporal matrix Dt and spatial matrix Ds can be

calculated via the Kronecker product in terms of identity sparse

matrices, i.e.,Dt = Kronecker-product<DT
1, It >;Ds = Kronecker-

product< It, D
T
2>. That is, matrices Dt and Ds are defined as

Dt=Diag[−1 1, −1 1, ···,0 0, 0 1, n, n]Tn×n⊗Diag[1, 1, ···, 1]Tm×m ,

Ds=Diag[1, 1, ···, 1]
T
n×n⊗Diag[−1 1, −1 1, ···, 0 0, 0 1,m,m]Tm×m ,

where symbol⊗ is the Kronecker product.
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Following those procedures of developing both temporal

matrix Dt and spatial matrix Ds, the coupled nature of the

available information within the estimated components can be

effectively exploited. Here, Equation (5) can be rewritten in

constrained matrix notation as follows,

xi =
ai(t)

bi(t)

" #
= min

u,v,w,z, fi (t)
∧

jjQxi jj22 +a jj s − Gixi jj22 +l1 jjDtxi jjpp +l2 jjDsxi jjpp
� �
s : t :  u¼Qxi;  v = s − Gixi,  w = Dtxi,  z = Dsxi

(6)

where the Q = diag(W, W), W is a second-order derivative

operator, xi = ½aTi , bTi �T , and Gi = [Ci, Si] with Ci=diag[cos(ji
(t0)),cos(ji(t1)),···,cos(ji(tN−1))] , Si=diag[sin(ji(t0)),sin(ji(t1)),···,
sin(ji(tN−1))] and ji(t) = 2p

Z t

0
f (x)∧dt .

The fractional-order p can be calculated using the rescaled

range (R/S) method in the long-range dependence (LRD)

domain. The expression of the R/S method is given by (Hurst,

1951; Mason, 2016),

R(n)
S(n)

=
1

S(n)
maxo

n

i=1
½X(ti)�

1
no

n

i=1
X(ti)� −mino

n

j=1
½X(tj)�

1
no

n

j=1
X(tj)�

( )

(7)

where R(n) is the data renormalization range, and S(n) is standard

deviation, i.e., S(n) =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
no

n

i=1
(X(ti) −

1
no

n

i=1
X(ti))

2

s
,X(ti) is the training data at time

ti, i = 1:k (k denotes the number of data channels). For multiple

channel data, theHurst indexH is obtained by the slope value of log

(R(n)/S(n)) vs log(S(n)) in a logarithmic plot.Hence, the fractional-

order p is calculated via the Hurst indexH,

p = H − 0:5 =
1
ko

k

i=1
H(i) − 0:5 (8)

According to the procedures of the split Bregman iteration

(SBI) algorithm (Goldstein and Osher, 2009; Corsaro et al.,

2021), Equation (6) can be expressed as,

min
u,v,w,z

║ u║2
2 +a ║ v║2

2 +l1 ║w║p
p +l2 ║ z║p

p +m1 ║ u − Qxi − bk1 ║
2
2 +

m2 ║ v − s + Gixi − bk2 ║
2
2 +m3 ║w − Dtxi − bk3 ║

2
2 +m4 ║ z − Dsxi − bk4 ║

2
2

8<
:

9=
;

(9)

where b1, b2, b3, and b4 are Bregman variables which can be

updated as follow,

bk+11 = bk1 − u + Qxi,   b
k+1
2 = bk2 − v + s − Gixi

bk+13 = bk3 − w + Dtxi,  b
k+1
4 = bk4 − z + Dsxi

(10)

The above optimization problem can be split into the

following five sub-problem,

P1 :    arg min
x
m1 ║ u − Qxi − bk1 ║

2
2 +m2 ║ v − s + Gixi − bk2 ║

2
2 +

m3 ║w − Dtxi − bk3 ║
2
2 +m4 ║ z − Dsxi − bk4 ║

2
2

(11a)
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P2 : argmin
u

║ u║2
2 +m1 ║ u − Qxi − bk1 ║

2
2 (11b)

P3 : argmin
v
a ║ v║2

2 +m2 ║ v − s + Gixi − bk2 ║
2
2 (11c)

P4 : argmin
w

l1 ║w║p
p +m3 ║w − Dtxi − bk3 ║

2
2 (11d)

P5 : argmin
z
l2 ║ z║p

p +m4 ║ z − Dsxi − bk4 ║
2
2 (11e)

The general soft-threshold (GST) algorithm (Majumdar and

Ward, 2012) is reported for the Lp-norm minimization problem

argmin
x

║ y − x║2
2 +l║ x║p

p, and the expression of the GST is

expressed as x=SoftTh(y,l,p)=sign(y)×max{0,|y|−lp/2|y|p−1} .

Therefore, in this case, sub-problem 1 can be obtained as follows,

xi =
m1Q(u − bk1) − m2Gi(v − s − bk2) + m3Dt(w − bk3) + m4Ds(z − bk4)

m1QTQ + m2G
T
i Gi + m3D

T
t Dt + m4D

T
s Ds

(12)

The specific derivation process for sub-problem 1 can be

referred to in Appendix I.

Next, sub-problems (11b), (11c), (11d) and (11e) can be

solved with the GST algorithm (Majumdar andWard, 2012). We

have,

uk+1 = SoftTh(Qx(k+1) + bk1, 1=m1, 2) (13a)

vk+1 = SoftTh(s − Gx(k+1) + bk2,a=m2, 2) (13b)

wk+1 = SoftTh(Dtx
(k+1) + bk3, l1=m3, p) (13c)
TABLE 1 The proposed STNP-ACMD algorithm.

Algorithm 1. The proposed STNP-ACMD algorithm

Initiation: input signal s, parameters a, l1, l2, m1,m2,m3,m4, input the initial IF
f 0i (t)∧ and construct the matrix

G0
i , MaxIter N.

For k = 1 to MaxIter N,

x(k+1) = x(k) from Equation (12);

uk+1 = SoftTh(Qx(k+1) + bk1, 1=m1, 2);

vk+1 = SoftTh(s − Gx(k+1) + bk2,a=m2, 2);

wk+1 = SoftTh(Dtx
(k+1) + bk3, l1=m3, p);

zk+1 = SoftTh(Dsx
(k+1) + bk4, l2=m4, p);

bk+11 = bk1 − u + Qx(k+1);

bk+12 = bk2 − v + s − Gix
(k+1);

bk+13 = bk3 − w +Dtx
(k+1);

bk+14 = bk4 − z + Dsx
(k+1);

End

Update the signal component si = ½Ci , Si�x(k+1)i .
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zk+1 = SoftTh(Dsx
(k+1) + bk4, l2=m4, p) (13d)

Then, the demodulated signals can be estimated as,

si = Gixi = ½Ci, Si�xi (14)

Subsequently, the detailed algorithm process of the proposed

STNP-ACMD is summarized in Table 1.

According to the formulation of the frequency increment of

the demodulated signals (Hou and Shi, 2013) calculated in

Equation (14), we have,

si = Gixi = ½Ci, Si�xi (15)

It should be noted that Algorithm 1 is only used for

estimating the first signal component. To estimate other

components gradually, like traditional signal decomposition

methods such as empirical mode decomposition (EMD) and

variational mode decomposition (VMD), the first component

denoted by s1 (t)
∧ is removed from the original observation

signal, that is,

R1(t) = s(t) − s1 (t)
∧

(16)

where R1(t) denotes the residual signal after removing the first

estimated signal from the original observation. Then, the R1(t) is

treated as a new original signal, same procedures in Algorithm 1

will be repeated for extracting the second estimated signal s2 (t)
∧

, by parity of reasoning, until the residual signal meets the pre-

determined threshold, such as r = Dsj(t) = ║ sji(t) − sj−1i (t)║2
2 =

║ s(t)║2
2, 0 < i, j ≤ K . Hence, the original observation signal s(t)

can be expressed as,

s(t) =o
K

i=1

s1 (t)
∧ + RK(t) (17)

where RK (t) is the residual component or additional noise. As a

result, the instantaneous frequency (IF) is determined by

differentiation f (t) = 1
2p

dy (t)
dt , and the increment of the IF is

calculated as,

D fi(t)
∧ = −

1
2p

d
dt

arctan
bn+1i (t)
an+1i (t)

� �� �

= −
1
2p

an+1i (bn+1i ) 0 −bn+1i (an+1i ) 0

(an+1i )2 + (bn+1i )2
(18)

Motivated by the approach in Ref (Mcneill, 2016)., the final

IF can be updated as,

f n+1i (t) = f ni (t) + (Q(2)=z + I)−1Df ni (t)
∧

(19)

where Q(N)=(W(N))TW(N), I is an identity matrix, W is a second-

order derivative operator, z is small positive value.
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3 Numerical simulation

A numerical simulation case is conducted to investigate the

effectiveness of the proposed approach in terms of the accuracy

and robustness versus the traditional ACMD (Chen et al., 2019),

the VNCMD method (Chen et al., 2017), the EEMD method

(Wu and Huang, 2009), and the VMD method (Dragomiretskiy

and Zosso, 2014). A simulated signal that is corrupted by

ambient noise is constructed as follows,

x(t) = x1(t) + x2(t) + x3(t) + x4(t) + x5(t) + x6(t)

x1(t) = Q1(1 + AM1) exp ( − 0:05t) cos 2p(2 + 200t − 50t2 − 2t3 − 5t4)
	 


x2(t) = 0:2Q2(1 + AM2) exp ( − 0:08t) cos 2p(4 + 80t + 20t2 − 1:6t3 + 0:15t4)
	 


x3(t) = 0:8 exp ( − 0:08t) cos 2p(5 + 140t + 20t2 − 2t3 + 0:2t4)
	 


x4(t) = 0:5 exp ( − 0:2t) cos 2p(3 + 20t + 40t2 − 1:5t3 + 0:4t4)
	 


x5(t) = heavy tailed noise

x6(t) = sigma� randn(1,N)

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

(20)

where the varying speed profiles areQ1=0.1(1+2t)
2+1,Q2=0.12(1

+2 t ) 2+2 , the ampl i tude profi l e s a r e AM1 = 0:3 sin (Z t

0
2p(1 + 2t)dt), AM2 = 0:3 sin (2

Z t

0
2p(1 + 2t)dt), N = 512 is

the number of sampling points, the sampling frequency fs = 512

Hz, and the sampling time is 1 s.

The simulated synthetic signal consists of five parts, both x1
(t) and x2(t) are amplitude modulation frequency modulation

(AM–FM) signals, x3(t) is a frequency modulation (FM) signal,

x4(t) is an additive Gaussian white noise (GWN) with standard

deviation sigma = 1, and x5(t) is a heavy tailed noise (HTN).

Both GWN and HTN noises are independent with each other.

Of particular interest to us is the mode or signal with small

amplitude and heavy tail distribution, which is difficult to

identify. Therefore, the addition of HTN noise is to create

difficulty in signal estimation, artificially. The HTN is

expressed with a symmetric alpha-stable (SaS) distribution

with parameter a≠1 and 1< a<2, the expression of SaS
distribution is defined as (Kuruoglu et al., 1998; Liu et al., 2022),

x5(t) = Sa ,r

� sin (a(v + Ba ,r))

( cos v)1=a
(
cos (v − a(v + Ba ,r))

W
)(1−a)=a

� �

(21)

whereW is the exponential random variable, i.e.,W~exprnd(N) ,

random variable v∈(−p/2,p/2) , Ba ,r = arctan (r tanpa
2 )

a , Sa ,r = ½1 +
r2 tan2 pa

2 �1=(2a). If the a = 1, the THN can be given as,

x5(t) =
2
p

(
p
2
+ rv) tan v − r log (

W cos v
p
2 + rv

)

� �
(22)

The simulated signal is depicted in Figure 1A, where the

AM–FM signals x1(t) and x2(t), the FM signal x3(t), the HTN
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component with parameters a = 1.4, r = 1.2 and raw synthetic

signal are shown in Figure 1A from top to the bottom,

respectively. It can be seen that the AM–FM and FM signals

are submerged in the additional noises. The short time Fourier
Frontiers in Marine Science 08
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transform (STFT) of the simulated synthetic signal is shown in

Figure 1B, it can be seen that the modulation frequencies are

fuzzy and disorder and the frequency variation trends could not

be detected at all in the STFT diagram.
A

B

FIGURE 1

The simulated signal and its STFT diagram. (A) The simulated signal: from top to bottom are signal x1(t), x2(t), x3(t), x4(t), heavy tailed noise x5(t)
and synthetic signal x(t); (B) the STFT diagram of the simulated synthetic signal.
FIGURE 2

The fitted regression lines of the Hurst exponent.
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The proposed STNP-ACMD algorithm is utilized to

decompose the simulated synthetic signal. Herein, the model

parameters are set as follows: a = 10−8, z = 10−9, l1 = l2 =

0.01a, m1 = m2 = m3 = m4 = 0.01, and the threshold of signal

energy is set to be 0.1. The fractional order of the simulated

synthetic signal is 0.0508 using the R/S method (Hurst, 1951;

Mason, 2016). The fitted regression lines of the Hurst exponent

are shown in Figure 2. Note that the Hurst index of the

simulated synthetic signal is a random variable and

fluctuated around a value of 0.5 due to the interference from

the GWN and HTN noises. By iterating, the signal energies of

the first five components are 1.0854, 0.2945, 0.1054, 0.1340,

and 0.0459. Thus, four estimated signal components are shown

in Figure 3, since the signal energy of the last component is

0.0459<0.1. It can be observed that four estimated signal

components match the theoretical signals very well. For the

most part, the instantaneous frequencies of the estimated

components are basically consistent with the original (or

true) ones, which shows the availability of the proposed

approach with respect to noise perturbation.

For comparison, the ACMD method (Chen et al., 2019), the

VNCMD method (Chen et al., 2017), the EEMD method (Wu

and Huang, 2009), and the VMD method (Dragomiretskiy and

Zosso, 2014) are employed for decomposing the simulated

signal. The estimated components generated via the ACMD

and the VNCMD algorithms are displayed in Figures 4A, 5A,

and the IFs of the estimated components generated via the

ACMD and the VNCMD methods are shown in Figures 4B, 5B.

Herein, the number of sub-components is considered and set to
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be four in the ACMD and VNCMD methods. It can be seen

from Figure 4A that the ACMD and the VNCMD methods can

slightly extract the components as the proposed does. However,

the IFs of the estimated components are mussy and intricate, In

the meantime, many wrong IFs are estimated from the ACMD

and the VNCMD methods, as shown in Figures 4B, 5B. The

main reason behind this shortcoming is that the spatio-temporal

coupled information and physical cross-knowledge are not

considered by the ACMD and the VNCMD methods, which is

also the main limitation of the ACMD and the VNCMD

methods in practical applications. It can be concluded that the

cross-knowledge or coupled information of the IFs of four pre-

estimated components can be demodulated or isolated by the

proposed approach, but the ACMD and the VNCMD

methods failed.

Additionally, the estimated components generated via the

EEMD and the VMDmethods are displayed in Figures 6A, C, and

the instantaneous frequencies of the estimated components

generated via the EEMD and the VMD methods are shown in

Figures 6B, D, respectively. As shown in Figure 6, many spurious

IMF components without physical meaning are separated, and the

Hilbert Huang Transform (HHT) cannot reveal the actual IF

patterns of the estimated components, as shown in Figures 6B, D,

which means the EEMD and the VMD methods still suffer from

severe issues with the HHT, i.e., models aliasing. The comparison

results reveal that the hidden components containing crossover

frequencies can be separated and estimated one by one using the

proposed STNP-ACMD algorithm. The crossover IFs are much

closer approximations to the real ones.
A B

FIGURE 3

The estimated signal components and estimated time frequency plot using the proposed approach. (A) The estimated components (blue: true;
red, black, carmine, and cyan: estimated ones); (B) The estimated time frequency plot (blue: true; red: estimated).
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4 Experimental case of real-world
applications
The simulated case in Section 3 indicates that the proposed

STNP-ACMD algorithm has promising advantages in analyzing

simulated signals with crossover instantaneous frequencies.

Therefore, in this section, the proposed STNP-ACMD

algorithm will be used to extract the signal components and

their crossover IFs from seafloor dynamic data and further

achieve the exploration of the tidal law and magnetotelluric

dynamic analysis in deep seafloor.
Frontiers in Marine Science 10
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4.1 Introduction of experimental datasets

The experimental datasets of seafloor dynamic data are

provided by the Institute of Acoustics, Chinese Academy of

Sciences (Chang et al., 2019). The diagram of the deep seafloor

observation network system in the South China Sea and the

observation position of the submarine dynamic platform

(represented by the red flag, with 111.0675°E and 17.5811°N) are

shown in Figures 7A, B. In this experiment, the acoustic Doppler

current profilers (ADCP) of type Teledyne were used for collecting

the observation elements including seafloor temperature, seafloor

water salinity, seafloor water flow rate #1, seafloor water flow rate
A B

FIGURE 5

The estimated signal components and estimated time frequency plot using the VNCMD method. (A) The estimated components (blue: true; red,
black, carmine and cyan: estimated ones); (B) the estimated time frequency plot (blue: true; red: estimated).
A B

FIGURE 4

The estimated signal components and estimated time frequency plot using the ACMD method. (A) The estimated components (blue: true; red,
black, carmine and cyan: estimated ones); (B) the estimated time frequency plot (blue: true; red: estimated).
frontiersin.org

https://doi.org/10.3389/fmars.2022.1008242
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org


Li 10.3389/fmars.2022.1008242
A

B

D

C

FIGURE 6

The estimated signal components and their estimated time-frequency plots using the EEMD and the VMD methods. (A) The estimated
components using the EEMD method; (B) the estimated time–frequency plot of the estimated components using the EEMD method; (C) the
estimated components using the VMD method; and (D) the estimated time-frequency plot of the estimated components using the
VMD method.
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#2, seafloor water flow rate #3, seafloor water flow rate #4, roll data,

bow data, and tilt data. Those datasets were processed with the

following operations: autocompletion of default value, verification

of data threshold interval, etc.
Frontiers in Marine Science 12
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4.2 Results analysis

In this work, the seafloor water flow rates #1 with 2,048

points are employed. The operating frequency of ADCP was 150
A B

FIGURE 7

The deep seafloor observation network system and observation position (Chang et al., 2019). (A) The diagram of the deep seafloor observation
network system in the South China Sea; (B) the observation position of submarine dynamic platform (represented by red flag).
A

B

FIGURE 8

Ocean water velocity and its time frequency diagram. (A) Ocean water velocity of deep seabed collected by acoustic Doppler current-meter
sensor; (B) the time frequency diagram of ocean water velocity.
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kHz. The number of observation layers was 30, each layer was 4

m, and sampling was conducted at an interval of 10 min (Chang

et al., 2019). The raw signal waveform and its time frequency

diagram of seafloor water flow rates #1 with 2,048 points are
Frontiers in Marine Science 13
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shown in Figure 8. It can be seen from Figure 8A that high

frequency vibration components are accompanied by a slowly

decreasing low frequency trend component, and the frequency

information of 2,048 points is mainly concentrated in the low-
FIGURE 9

The fitted regression lines of the Hurst exponent.
TABLE 2 The signal energy of each estimated component.

Signal components Signal 1 Signal 2 Signal 3 Signal 4 Signal 5 Signal 6 Residual Signal

Energy 15.2202 0.2643 0.0688 0.0375 0.0334 0.0324 0.0270
A B

D

E F

C

FIGURE 10

The decomposed signal components using the proposed approach. (A) Component 1; (B) component 2; (C) component 3; (D) component 4;
(E) component 5; and (F) component 6.
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frequency band. No obvious instantaneous frequency trends can

be found to track the variation of the velocity in the deep

seafloor, as shown in Figure 8B.

The proposed STNP-ACMD algorithm is applied to

estimate the sub-components and their IFs, where the

threshold of signal energy is set to be 0.03. Due to the

d i s turbance of fluctua t ing t rends , de t rended and
Frontiers in Marine Science 14
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normalization operations were performed on the raw seafloor

water flow rates #1 with 2,048 points, and then the fractional

order of the simulated synthetic signal is 0.3182 using the R/S

method (Hurst, 1951; Mason, 2016). The fitted regression lines

of the Hurst exponent are shown in Figure 9, and the signal

energies of the first six components and the residual are

summarized in Table 2. Therefore, the first six estimated
FIGURE 11

The TF diagram of the estimated components using the proposed approach.
A B

D

E F

C

FIGURE 12

The estimated components using the ACMD method. (A) Component 1; (B) component 2; (C) component 3; (D) component 4; (E) component
5; and (F) component 6.
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components are selected and presented in Figure 10. It can be

found that the waveform pattern and fluctuating trend of signal

1 are the same as the raw seafloor water flow rates (see

Figure 8A). Meanwhile, as demonstrated in Table 2, five

high-frequency components, i.e., from signals 2 to 6, with

lower energy are also extracted and thus contain more

valuable information with respect to interference from other

factors such as fauna and plankton. The TF diagram of the

estimated components using the proposed approach is shown

in Figure 11. It shows that the crossover instantaneous

frequencies between signals 1 and 2 can be extracted clearly.

Those features above indicate that the patterns of low-

frequency trend and high-frequency fluctuation of the raw

seafloor water flow rate can be captured and accurately

estimated using the proposed approach.

To investigate the superiority of the proposed approach,

four benchmarks, including the ACMD method (Chen et al.,

2019), the VNCMD method (Chen et al., 2017), the EEMD

method (Wu and Huang, 2009), and the VMD method

(Dragomiretskiy and Zosso, 2014), are introduced for
Frontiers in Marine Science 15
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comparisons. The estimated components generated via the

ACMD and the VNCMD methods are displayed in

Figures 12, 14A, and the IFs of the estimated components

generated via the ACMD and the VNCMD methods are shown

in Figures 13, 14B. Herein, the number of the decomposed

components is determined to be 6 in the ACMD and the

VNCMD methods, according to the proposed approach. As

shown in Figure 12, it shows that the waveform of signal 1,

estimated using the ACMD method, is slightly coincident with

that of raw seafloor water flow rate, but the other five

components still belong to low-frequency components (see

Figures 12B–F), and all of the IFs are aliased together,

simultaneously. As shown in Figure 14, the whole estimated

components that are generated from the VNCMD method are

similar to the waveform of the original signal, and the

frequency characteristics of the other components cannot be

revealed at all. In addition, the same to the results of the ACMD

method, all of the instantaneous frequencies are aliased

together, simultaneously. That is to say, the high-frequency

information of the raw signal is not captured using the ACMD
A

B

FIGURE 13

The TF diagram and IF plot of the estimated components using the ACMD method. (A) The TF diagram of the estimated components; and
(B) the IF plot of the estimated components.
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and the VNCMD methods, which is contrary to the

characteristics of the raw signal.

In addition, the estimated components and their IFs

generated via the EEMD and VMD methods are shown in

Figure 15. It shows that the sub-components can be extracted

and decomposed through the EEMD and VMD methods from

the high frequency to the low frequency. Obviously, the

waveform trend of the low frequency cannot also be captured

by the EEMD and VMD methods because the wideband modes

are still overlapping in the frequency domain. Meanwhile, the

modes exhibit poor energy concentration in time–frequency

representations and also present a poor correlation with the

raw signal of seafloor water flow rates. Therefore, it can be

concluded that the EEMD and VMD methods cannot reveal
Frontiers in Marine Science 16
69
the time-frequency pattern of the signal with crossing regions,

and the proposed method can achieve more reliable estimated

results and clear fluctuating patterns of the IFs in real-

world applications.
5 Conclusions

In this paper, a novel spatio-temporal nonconvex penalty

adaptive chirp mode decomposition (STNP-ACMD) algorithm

is proposed for recompositing the complicated multi-

component whose mono-modes have crossed IFs or

overlapped frequency information. The spatio-temporal
A

B

FIGURE 14

The estimated signal components and their estimated time-frequency plots using the VNCMD method. (A) The estimated components using
the VNCMD method; and (B) the estimated time-frequency plot of the estimated components using the VNCMD method.
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relationship among estimated components is considered via

incorporating a nonconvex penalty term into the cost function

in terms of a temporal matrix and a spatial matrix. The

rationale for exploiting the coupled nature of the available

information within the estimated components is given in

detail. Meanwhile, the cost function can be effectively solved

by the split Bregman algorithm, and the characteristics of the

fractional-order of the multi-component are also considered.

The results of synthetic simulated cases and specific

experimental cases are introduced between the proposed

approach and the state-of-the-art benchmarks and indicate

that the proposed STNP-ACMD has higher decomposed

accuracy and superiority in component estimation and IFs in

terms of crossed IFs scenarios.
Frontiers in Marine Science 17
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However, it should be highlighted that due to the fact that

the real IF information is unknown, the estimated time–

frequency ridge cannot be verified in practical application of

seafloor dynamic engineering. The STNP-ACMD method

proposed in this work is a deliberate attempt and a promising

exploration. In addition, one of the disadvantages in the work

focuses on parameter setting. Arbitrary parameter settings are

taken in this work, which lacks robustness for time-varying

scenarios. Therefore, future investigation will be devoted to

enhancing the robustness of the proposed method, including

parameter optimization and noise detection, and the multi-

dimensional and complicated time-varying scenarios in

industrial areas and ocean engineering applications will also

be explored.
A

B

D

C

FIGURE 15

The estimated signal components and their estimated time–frequency plots using the EEMD and VMD methods. (A) The estimated components
using the EEMD method; (B) the estimated time–frequency plot of the estimated components using the EEMD method; (C) the estimated
components using the VMD method; and (D) the estimated time–frequency plot of the estimated components using the VMD method.
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Appendix

For sub-problem P1, the specific derivation process for

signal x is given as,

F(x) = argmin
x
m1 ║ u − Qxi − bk1 ║

2
2 +m2 ║ v − s + Gixi − bk2 ║

2
2 +

m3 ║w − Dtxi − bk3 ║
2
2 +m4 ║ z − Dsxi − bk4 ║

2
2

= m1 (u − bk1)
2 − 2Qxi(u − bk1) + QTQx2i

	 

+

m2 (v − s − bk2)
2 + 2Gixi(v − s − bk2) + GT

i Gix
2
i

	 

+

m3 (w − bk3)
2 − 2Dtxi(w − bk3) + DT

t Dtx
2
i

	 

+

m4 (z − bk4)
2 − 2Dsxi(z − bk4) + DT

s Dsx
2
i

	 

(A1)
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∂ F(x)
∂ x = −2m1Q(u − bk1) + 2m1QTQxi + 2m2Gi(v − s − bk2) + 2m2G

T
i Gixi

−2m3Dt(w − bk3) + 2m3D
T
t Dtxi − 2m4Ds(z − bk4) + 2m4D

T
s Dsxi

(A2)

Let’s ∂ F(x)
∂ x = 0, that is,

2m1QTQxi + 2m2G
T
i Gixi + 2m3D

T
t Dtxi + 2m4D

T
s Dsxi

= 2m1Q(u − bk1) − 2m2Gi(v − s − bk2) + 2m3Dt(w − bk3) + 2m4Ds(z − bk4)

(A3)

xi =
m1Q(u − bk1) − m2Gi(v − s − bk2) + m3Dt(w − bk3) + m4Ds(z − bk4)

m1QTQ + m2G
T
i Gi + m3D

T
t Dt + m4D

T
s Ds

(A4)
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The use of habitat suitability
modelling for seagrass: A review

Chiara M. Bertelli 1*†, Holly J. Stokes1†, James C. Bull1

and Richard K. F. Unsworth1,2

1Faculty of Science and Engineering, Swansea University, Swansea, United Kingdom, 2Project
Seagrass, Bridgend, United Kingdom
Coastal ecosystems, including coral reefs, mangroves, and seagrass, are in

global decline. Mitigation approaches include restoration and other managed

recovery interventions. To maximise success, these should be guided by an

understanding of the environmental niche and geographic limits of

foundational species. However, the choices of data, variables, and modelling

approaches can be bewildering when embarking on such an exercise, and the

biases associated with such choices are often unknown. We reviewed the

current available knowledge on methodological approaches and

environmental variables used to model and map habitat suitability for coastal

ecosystems. While our focus is on seagrass, we draw on information from all

marine macrophyte studies for greater coverage of approaches at different

scales around the world. We collated 75 publications, of which 35 included

seagrasses. Out of all the publications, we found the most commonly used

predictor variables were temperature (64%), bathymetry (61%), light availability

(49%), and salinity (49%), respectively. The same predictor variables were also

commonly used in the 35 seagrass Habitat Suitability Models (HSM) but in the

following order: bathymetry (74%), salinity (57%), light availability (51%), and

temperature (51%). The most popular method used in marine macrophyte

HSMs was an ensemble of models (29%) followed by MaxEnt (17%). Cross-

validation was the most commonly used selection procedure (24%), and

threshold probability was the favoured model validation (33%). Most studies

(87%) did not calculate or report uncertainty measures. The approach used to

create an HSMwas found to vary by location and scale of the study. Based upon

previous studies, it can be suggested that the best approach for seagrass HSM

would be to use an ensemble of models, including MaxEnt along with a

selection procedure (Cross-validation) and threshold probability to validate

the model with the use of uncertainty measures in the model process.

KEYWORDS

habitat suitability modelling (HSM), seagrass, macrophyte, restoration, ensemble,
Maxent (maximum entropy)
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Introduction

To manage environmental changes and aid conservation of

biodiversity, it is vital that we increase our understanding of the

relationships between species distribution and their surrounding

environment (Bellamy et al., 2013; Matthiopoulos et al., 2020).

However, there is often a lack of systematic biological survey

data available (Elith et al., 2011) making it impossible to account

for all individuals of a species at all times. Recent economic crises

have seen major cuts in government spending with

environmental protection agencies one of the sectors to suffer,

exacerbating this lack of systematic biological data collection

(Borja & Elliott, 2013). Habitat suitability models (HSMs) and

species distribution models (SDMs) can be used to predict the

likelihood of species occurrence based on an understanding of

the environmental variables that determine species distribution

(Hirzel & Le Lay, 2008; Elith et al., 2011), so that understanding

of species-habitat associations can be developed even when

biological datasets are limited. HSMs are relied upon for

species reintroduction (Adhikari et al., 2012), species

management (Vinagre et al., 2006) and restoration projects

(Barnes et al., 2007) and can be developed without the need

for comprehensive biological datasets. More recently these

models have been used to forecast the likely responses to

future disturbances and climate change (Jueterbock et al.,

2016; Davis et al., 2021), including changes in temperature,

ocean acidification and sea level (Convertino et al., 2012; Valle

et al., 2014; Wesselmann et al., 2021).

Global decline, resulting from multiple, often synergistic

pressures is particularly acute in coastal ecosystems, including

coral reefs, mangroves, salt marshes, and seagrass (Waycott

et al., 2009; Silliman, 2014; Spivak et al., 2019; Stafford et al.,

2021). Typical of these, seagrasses are distributed globally and

are among the most ecologically valuable habitats, providing

numerous ecosystem services, including carbon sequestration,

sediment stabilisation, support for biodiversity, nursery grounds

for commercial species, and water purification (Fourqurean

et al., 2012; Nordlund et al., 2016; Kerr, 2017; Röhr et al.,

2018, Unsworth et al., 2019b) yet these ecosystems are in

global decline and face threats from numerous natural and

anthropogenic factors (Waycott et al., 2009).

To combat the impacts of coastal ecosystem decline,

restoration efforts are increasing in the marine environment,

especially of coral reef, mangrove, but also seagrass habitats

(Kairo et al., 2009; Guarnieri et al., 2019; Gamble et al., 2021).

Seagrass restoration projects have been attempted globally but

with varying degrees of success (Marion & Orth 2010; van

Katwijk et al., 2016; Unsworth et al., 2019a; Tan et al., 2020),

partly due to the dynamic environment seagrasses are often

found to grow (McDonald et al., 2016). Large-scale restoration

efforts lead to more effective results with a higher proportion of

seagrass survival and increases in population growth rate (van

Katwijk et al., 2016). Furthermore, ecosystem services have been
Frontiers in Marine Science 02
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seen to return following seagrass restoration (Reynolds et al.,

2016), in particular where this has been achieved at scale (Orth

et al., 2020). However, the use of HSM for informing the

restoration of habitats is relatively unexplored, with the

majority of marine studies until recently focused on theoretical

ecology, movement of non-native species, conservation planning

and climate change (Robinson et al., 2017). There is, therefore,

the need to understand the environmental niche required for

successful seagrass restoration, in order to map that onto suitable

habitat across multiple locations which is the motivation of this

review of wider marine macrophyte habitat suitability

modelling approaches.

The most important variables in predicting habitat suitability

can be influenced by the scale of the study, for example, Valle et al.

(2013) found that wave exposure and current velocity were the key

variables predicting Zostera marina distribution when using

broadly distributed data, whereas slope and depth were

important at predicting species distribution of conservative

presence areas. This will have implications for the creation of

HSMs for informing restoration and may require the need for

different models and variables dependent on the scale, local

topography, and location in question.

For the context of seagrass restoration, it should be

considered that the environmental requirements for seeds to

germinate and seedlings to be able to establish may differ from

those of established mature plants that are able to reduce water-

flow rates, sediment resuspension and have considerable

anchorage within sediments (Maxwell et al., 2016). This

difference in environmental requirements may also be the case

for transplanted mature shoots. The feedback mechanism that

occurs within an established meadow can improve localized

conditions for plant growth and for new seedlings to establish.

This will be dependent upon meadow characteristics such as

shoot density, with sparse and patchy areas having little effect on

stabilizing conditions (Maxwell et al., 2016). These factors could

have significant effects on successful seagrass restoration. The

use of presence data over the range of environmental gradients

seagrasses are found is therefore likely to give broader suitability

outputs in HSMs. It may also be beneficial to integrate

experimental (flume) knowledge into HSM on the physical

stability of individual seedlings and plants in varied

environments. The availability of fine-scale hydrodynamic data

would prove extremely useful in focusing planting efforts.

The aim of this paper was to review the development and use

of HSMs in marine macrophyte ecosystems in order to optimize

the use of HSM on seagrasses for facilitating restoration. Our

specific objectives were to i) interrogate the current body of

research using HSM for marine macrophytes, ii) review the

selection of appropriate environmental predictor variables, and

iii) review the statistical modelling approach used to draw the

species-habitat association (including choice of algorithm for

model parameterization, model selection (relative goodness-of-

fit), and model validation (absolute goodness-of-fit)).
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Methods - Literature review of
macrophyte HSM studies

We collated data on studies using HSMs to determine the

distribution of marine macrophytes. A recent systematic review by

Robinson et al. (2017) assembled papers of marine HSM studies

published between 1950 and 26 July 2016. Publications fromRobinson

et al. (2017) that contained marine macrophytes were included in our

review and a further search for publications with keywords ‘marine

macrophyte’+’macroalgae’+’ seagrass’+’HSM’+’SDM’ was performed

using ISI Web of Science (http://apps.webofknowledge.com/) and

Google Scholar (https://scholar.google.co.uk/) for papers published

between 2016 and 20 Jan 2022. We identified 75 publications, 35 of

which were on or included seagrass.

For each of the publications identified, the main factors of

interest were extracted into a database, based upon the methods

outlined by Robinson et al. (2017). These factors included

geographical area and scale of study, taxa, species, approach to

modelling, model method (algorithm, selection and validation) and

environmental variables used (Supplementary Data, Table S1).

This database was used to cross-examine trends in studies

and to elucidate methods currently in use for carrying out HSM.

Results

HSM studies of marine macrophytes dated back to 2007,

with seagrass studies beginning in 2009. Although initially there

were more macroalgae HSM studies than seagrass there has been

a marked increase in seagrass HSM publications since 2016 (77%

of published in 2016 and since) so that seagrass studies are more
Frontiers in Marine Science 03
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equal (Figure 1). Just over half of macrophyte HSM papers

studied multiple species (51%), whereas seagrass studies appear

to be more species focused, with 31% covering multiple species.

Seagrass species targeted for studies so far, include, Z. marina

(Canal-Vergés et al., 2016; Beca-Carretero et al., 2020), Z. noltei

(Valle et al., 2011; Valle et al., 2014), Z. japonica (Shafer et al.,

2016), Posidonia oceanica (Bakirman & Gumusay 2020; Catucci

& Scardi 2020), Cymodocea nodosa (Chefaoui et al., 2016),

Enhalus acoroides (Lanuru et al., 2018) and Halophila

stipulacea (Wesselmann et al., 2021).

The vast majority of HSM studies on macrophytes have been

carried out in the temperate northern Atlantic region (48%), the

majority of which on macroalgae then seagrasses. This is

followed by temperate Australasia (12%) where macroalgae are

also dominant above seagrass studies, and central Indo-Pacific

(11%) where seagrass is the dominant taxa followed by

mangroves (Figure 2).

From the 75 marine macrophyte studies, temperature (usually

sea surface, SST) was the most frequently used predictor variable

(64%), followed by bathymetry (61%), light availability (4 9%), and

salinity (49%). When filtered to only seagrass studies (n=35),

bathymetry was most frequently included (74%), followed by

salinity (57%), light availability (51%), and temperature (51%).

Substrate, wave energy and slope were the next most utilized

variables in seagrass HSMs (Figure 3).

In our review, we found a total of 18 algorithms had been

used. An ensemble of algorithms was the most dominant

method and was used in 22 publications (29%), followed by

Maximum entropy (MaxEnt) (n = 15; 20%), and Generalized

Additive Models (GAMs), Generalized Linear Models (GLMs)

and GIS based algorithms, which were each used in 7-8
FIGURE 1

Trends in taxa used as focus within marine macrophyte HSM studies with year of publication and cumulative number of seagrass studies on
secondary y axis.
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publications (9-11%) (see Supplementary Data; Table S1).

Alternatively, 27% of the algorithms were used just one time

(e.g. Welch’s test, Cellular automata, and Production-

environmental suitability model). An ensemble was also the

most popular in seagrass HSM publications, with 5 publications

using two or more models.
Frontiers in Marine Science 04
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Of the studies found within the review, the majority (40%)

were focused on a local scale, covering a relatively small area

such as an individual bay or estuary, followed by regional scale

studies covering larger areas, such as a whole country or sea

(30.7%). 16% of studies were over an intermediate area or scale

(>100km coastline), and only 8% at a global scale. Ensemble was
FIGURE 2

Proportion of taxa studied in HSM publications divided by geographical region.
FIGURE 3

Most common environmental variables used in macrophyte HSM based on literature review. Data are divided into number from seagrass HSM
(orange) and other macrophyte HSM (blue).
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found to be used at a most scales; local, intermediate and

regional, but not in any of the global studies. MaxEnt was

more popular for larger scale studies including majority of

global studies (66.7%), and regional (26%), but only 3 (9.7%)

at a local scale. Local studies utilized the same environmental

variables overall, with temperature, salinity (both 23%) and

bathymetry (22.7%) the most commonly used followed by

light (20%), substrate (16%) and wave energy (13%).

There are a total of 11 selection procedures present from the 75

publications. The most popular procedures were cross-validation,

variable contribution and stepwise (n = 11, 9, and 8 publications

respectively). Cross-validation was also the selection procedure

most used in the seagrass HSM publications. When an ensemble

of algorithms was used the most popular selection procedure was

Cross-validation (29%), yet when the MaxEnt algorithm was used,

variable contribution was the most commonly used selection

procedure (86%).

Seven model validations were identified in the review of marine

macrophyte HSM papers (Chi-squared, Cross-validation,

Independent dataset, Markov Chain Monte Carlo, Multimodel

inference, Regression methods and Threshold probability); the

most popular was Threshold probability (33%). Just 9% of all

marine macrophyte HSM publications calculated uncertainty

measures, mainly through predictive power.
Discussion

This review shows the increase in trend for using HSM for

marine macrophytes, particularly seagrasses in more recent

years (since 2016). As a tool HSM is recognized as a viable

option for interpolating spatial data for predicting where

environmental conditions are conducive to habitat forming

species such as seagrasses, macrophytes and mangroves. This

information clearly has uses for informing restoration work,

although this is still new to the field and as of yet, little evidence

can be found to show its actual efficacy. Nonetheless, HSM is a

useful tool for focusing efforts of restoration which can be a labor

intensive and expensive to carry out.
Predictor (environmental) variables
and selection

The majority of studies used over 5 predictor variables,

although this ranged from only 1 to over 16 factors (Fabbrizzi

et al., 2020). However, if too many environmental parameters are

added to an HSM it can lead to over or underfitting a model,

therefore, it has been suggested that species presences in a model

should be 10 X greater than the number of environmental

predictors (Singer et al., 2017). The variables that are used most

are not necessarily the most important for determining species

presence but could be more commonly used due to data availability.
Frontiers in Marine Science 05
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For example, years of climate modelling has refined models used to

forecast factors such as sea surface, seabed temperature and

salinities at a global scale. The most popular variable used in

macrophyte HSM was temperature, but when only seagrass

studies were looked at, bathymetry became the most popular. The

majority of seagrass studies focused on a single species, with Z.

marina the most common. This species has wide geographical

range and can tolerate a range of temperatures and salinities (Blok

et al., 2018). At a regional scale, temperature is not likely to fluctuate

greatly and so is arguably not as important as other parameters such

as light availability (Abe et al. 2003; Bertelli & Unsworth, 2018).

However, localized studies utilized similar environmental variables

as the overall average of studies, with few using fine-scale

hydrodynamic data for example. The importance of this data is

highlighted by Valle et al. (2013), which found current velocity to be

the most important variable in determining Z. marina distributions

within the Ems estuary (Netherlands) in the Wadden Sea, followed

by wave exposure and depth. Good environmental data availability

is key to providing the data needed for HSMs to run successfully.

It is suggested that including environmental variables that

correlate may impede the performance and interpretation of the

study (Georgian et al., 2019). Therefore, the removal of correlated

variables is a valid method for assisting the selection of model

parameters. For MaxEnt, there is a selection criteria called

‘MaxEntVariableSelection’ which could be used to increase the

performance of the model by detecting the most important

environmental variables that are not correlated (Jueterbock et al.,

2016). The removal of correlated variables is always recommended

for variable selection to improve model functionality which can

easily be achieved using VIF (Variance Inflation Factor) tests

(vifstep and vifcor) in R, (Guisan et al., 2017).
Model algorithm

HSM approaches are varied across studies and models have

been designed for different types of data. For example, there are

specific models in place for presence-only data such as

Ecological Niche Factor Analysis (ENFA) (Valle et al., 2011),

MaxEnt (Yesson et al., 2015), and Relative Environmental

Suitability (RES) (Davis et al., 2016); and for presence-absence

data, including Generalized Linear Models (GLMs) (Adams

et al., 2016), and Generalized Additive Models (GAMs)

(Nyström Sandman et al., 2013). However, if reliable absence

data is not available for a species some studies and methods

allow the creation of pseudo-absences or background points to

use in their models (Chefaoui et al., 2016).

Various algorithms have been tested to model seagrass

(Z. marina) distribution at a local scale, including Machine

learning methods; Boosted Regression Trees (BRT), MaxEnt,

Artificial Neural Networks (ANN), Random Forest (RF), and

Regression-based models; GAMs, GLMs and Multivariate

Adaptive Regression Spline (MARS) (Valle et al., 2013). The
frontiersin.org

https://doi.org/10.3389/fmars.2022.997831
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org


Bertelli et al. 10.3389/fmars.2022.997831
models used were a mix of presence-absence and presence-only

models. Valle et al. (2013) compared these algorithms with

presence-only data and pseudo-absences which were created in

areas never occupied to avoid overlap with presence data. In this

study machine learning methods were found to perform better

than regression-based models. However, according to the main

findings from comparative studies (listed in chapter 11, Guisan

et al., 2017), it is suggested that machine learning methods do not

provide better results than regression based models, but can be

represented in a more informative format and reveal other

properties not always available from other approaches (Guisan

et al., 2017). It must be taken into account that when using

machine learning approaches, that they are calculated numerous

times as outcomes will differ each time, unlike GLM, ENFA or

BIOCLIM that will give the same result for the same species

presence datasets (Sillero & Barbosa, 2021).

Ensemble models have been shown to perform better than

individual models and are a way of avoiding dependence on a

single type of model (Georgian et al., 2019). Chefaoui et al., 2016

used pseudo-absence data and an ensemble of six models for

presence-absence data. The six presence-absence models were

GLM, GAM, GBM (Generalized Boosting Model), RF, MARS,

and FDA (Flexible Discriminant Analysis). GAM was most

accurate at predicting presences compared to the presence-

only MD (Mahalanobis Distance) model used for comparison.

MaxEnt was the second most popular algorithm to be used in the

reviewed marine macrophyte HSMs (Verbruggen et al., 2009;

Tyberghein et al., 2012; Jueterbock et al., 2013; Verbruggen et al.,

2013; Gormley et al., 2015; Yesson et al., 2015; Jayathilake &

Costello, 2018). MaxEnt, based on maximum entropy, has been

found to outperform many other models (Valle et al., 2014). The

principle of maximum entropy is that, allowing for constraints,

the best probability representation of species distribution that

best represents the data is the one with the greatest entropy, i.e.

the one which best reproduces the data (Guisan et al., 2017).

There is a standalone MaxEnt package available on Java platform

which is freely accessible for download with a user-friendly
Frontiers in Marine Science 06
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interface (Paquit et al., 2017). This program models habitat

suitability from presence-only data (Elith et al., 2011). MaxEnt

has also been written into a number of SDM packages in R

including ‘sdm’, enabling it to be run from R.

Many marine HSM papers do not report uncertainty

measures but it has been suggested that all HSMs should be

accounting for uncertainty levels or estimates of errors as part of

the process (Robinson et al., 2017).
Conclusions

There is no set approach used to model habitat suitability of

marine macrophytes. Various sources are available to download

marine species presence data and it is recommended to use

distribution data with at least four years of monitoring, if

possible. The number of presences of a species in a model

should be 10 x more than the number of environmental

predictors. Bathymetry and light availability were popular

parameters and are also recommended as essential for seagrass

HSM. MaxEnt and ensemble approaches were the most popular

methods used in the review. Model choice will be dependent upon

presence data available (presence-absence or presence only) but we

suggest creating an ensemble approach to combine predictions

from several high-performance models to decrease dependence on

a single type of model (Table 1). Cross validation was the most

used selection procedure and threshold probability the most

common validation approach. Best practice measures and a

checklist of important model features that need to be reported in

marine HSMs are explained in Robinson et al. (2017). UsingHSMs

to predict the distribution of seagrass depending on environmental

variables around the UK will help identify areas that could be

suitable for seagrass growth and survival but do not currently show

signs of presence. The output of planned HSMs will give a good

indication of the most suitable locations with the highest chance of

survival and help provide guidance for the future restoration of

seagrass habitats around the UK.
TABLE 1 Model approaches from marine macrophyte studies and recommended model approaches.

Algorithm Model selection Model validation Uncertainty Comment

MaxEnt Stepwise selection (e.g.
‘MaxEntVariableSelection’)

Threshold probability N/A Presence-only data

Ensemble (RF, GBM, MARS, SVM, GAM) Cross-validation Independent data set
(Continuous Boyce Index)

Predictive
power

Presence-only data used
e.g. Folmer et al., 2016

Ensemble (GLM, GBM, GAM, FDA, MARS,
RF)

Cross-validation Threshold probability Predictive
power

Presence-only data but added
pseudo-absences.

e.g. Chefaoui et al., 2016

Ensemble (BRT, MaxEnt, ANN, RF, SVM,
GAM, GLM, MARS)

Multimodel Inference Threshold probability N/A Valle et al., 2013
RF, Random Forests; GLM, Generalized Additive Model; GBM, Generalized Boosting Model; SVM, Support Vector Machines; BRT, Boosted Regression Trees; ANN, Artificial
NeuralNetwork; MARS, Multivariate Adaptive Regression Splines; N/A, Not Applicable.
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Spatial–temporal distribution
of large-size light falling-net
fisheries in the South China Sea

Jing Qian1,2,3†, Jiajun Li1,2,4†, Kui Zhang1,2, Yongsong Qiu1,2,
Yancong Cai1,2, Qiaer Wu1,2, Han Tian1,2,3, Shengwei Ma1,2*

and Zuozhi Chen1,2*

1South China Sea Fisheries Research Institute, Chinese Academy of Fishery Science, Guangzhou, China,
2Key Laboratory for Sustainable Utilization of Open-sea Fishery, Ministry of Agriculture and Rural Affairs,
Guangzhou, China, 3College of Marine Sciences, Shanghai Ocean University, Shanghai, China, 4Key
Laboratory of Efficient Utilization and Processing of Marine Fishery Resources of Hainan Province,
Sanya Tropical Fisheries Research Institute, Sanya, China
With the rapid modernization of methods for monitoring fishing vessels,

different ways of obtaining data on large-size light falling-net vessels have

developed. In particular, the vessel monitoring system (VMS) may be used to

track fishing activities in the South China Sea (SCS). In this study, we used VMS

data to show the characterize and differences in the information transmitted

when monitoring large-size falling-net fishing vessels, as well as their

advantages and disadvantages. We investigated the spatial distribution of

large-size light falling-net fisheries in the SCS using Beidou VMS data from

2017 to 2020. We also compared trajectories of fishing vessels from various

provinces. According to these data, vessels operate in the Nansha Islands and

the waters of the Pearl River Estuary, Beibu Gulf, Zhongsha, and Xisha Islands,

and there is a clear seasonal pattern of fishing in the SCS. There are the

differences of vessels in terms of distribution areas and ports of entry and exit.

Additionally, we found the operation area of the large-size falling-net fishing

vessels divided into four main fishing zones. The analysis compares the number

of days of operation in the different fishing areas as well as seasonal variations.

Our study shows that the operating area of large-size light falling-net vessels

has extended southwards and that the number of days for which fishing vessels

operate has increased compared with the last decade. Using the Beidou VMS to

study the large-size light falling-net vessels in the SCS can provide more

detailed scientific reference data for the SCS fisheries.

KEYWORDS

Beidou VMS, vessel position data, large-size light falling-net fishery, South China Sea,
fishing area
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Introduction

The South China Sea (SCS) has a diverse natural

environment and rich fishery resources. In recent years,

marine fishing production in the SCS has been maintained at

3 million tons, accounting for approximately 30% of the

country’s total. Owing to overfishing and environmental

pollution, the main traditional economic fishes in the SCS

have gradually declined (Jin et al., 2015; Zhang et al., 2017).

However, the outer waters of the SCS still contain rich pelagic

fishery resources (Zhang et al., 2018). In the early 1990s, light

falling-net fishing vessels stated to appear in the northern part of

the SCS. In the spring of 2004, light falling-net fishing vessels

were successful in exploring and catching Symplectoteuthis

oualaniensis in the Zhongsha and Xisha waters. With the

number of the light falling-net fishing vessels increasing, the

focus gradually shifted from the northern to the central and

southern parts of the SCS. Since 2011, the fishery has been

expanded to the Nansha waters. The principle of the light

falling-net fishing vessels is to use light to trap pelagic

phototactic fish and cephalopods such as Decapterus maruadsi,

Auxis thazard, and Uroteuthis chinensis (Jiang et al., 2018).

Compared with traditional fishing operations (Wei et al.,

2019), Large-size light fal l ing-net cause much less

environmental damage (Yang et al., 2002), are simpler to

operate, and are less technically demanding (Yan et al., 2009).

Large-size light falling-net fisheries in the SCS have continued to

expand recently. Following technological improvements, light

falling-net fishing vessels have become the key to fisheries

development in the SCS (Yang et al., 2002; Zheng and Tang,

2016). Exploring the spatiotemporal distribution and changing

patterns of large-size light falling-net fishing vessels can provide

a scientific basis for the prudent development and protection of

fishery resources in the SCS (Yan et al., 2014; Su et al., 2018).

The vessel monitoring system (VMS) is a satellite-based

monitoring system consisting of continuous monitoring

equipment installed on board fishing vessels. The VMS can

obtain and store real-time data for the fishing vessels including,

but not limited to, their position, heading, and speed. The

information is transmitted to a shore-based monitoring center

in real time. Over the past few decades, various countries have

developed their own VMS systems. The United States began to

research and develop their VMS in 1991 and officially

announced a VMS standard in March 1994. New Zealand

started to develop a VMS in 1992, and it began using it to

monitor fishing vessels in 1994. Australia and its Fisheries

Administration have been using a VMS program since 1993,

and the European Union began implementing its VMS program

in 1994. Additionally, Peru, Malaysia, Russia, and other

countries have also promoted the use of the VMS (Cao et al.,

2002). The Chinese Beidou vessel position monitoring system

began tracking fishing vessels in the SCS in 2000. Although a
Frontiers in Marine Science 02
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VMS was developed and popularized in China slightly later, it

developed relatively rapidly. Since the end of 2020, all medium

and large fishing vessels (These vessels are mostly >12 m in

length) from the three provinces of the SCS have been under

surveillance (Zheng et al., 2019). The Beidou VMS allows for

more scientifically informed management of fishing vessels in

the SCS (Zhang, 2020).

Previously, Chinese research on large-size light falling-net

fisheries in the SCS focused on using fishing logs and acoustic

estimation (Zhang et al., 2016; Zhang et al., 2016; Yan et al.,

2021a) to study fishing grounds, fishing season, catch

composition (Zhang et al., 2013), variation and distribution

(Zou et al., 2014), and fishery resource abundance (Xie et al.,

2020). The studies also included the spatial–temporal

distribution, biomass of fishery resources (Li et al., 2016), and

major economically important species (Zhang et al., 2016) in the

SCS. With the development of the Beidou navigation system, the

SMS function can be used to collect fisheries data from light

falling-net fishing vessels and assess SCS fisheries resources

(Feng et al., 2014). VMS is increasingly required for fishing

vessels all over the world. Researchers have used VMS data to

study the dynamics of purse seine fishing grounds (Rocio et al.,

2015), analyze the fishing intensity of trawlers (Lambert et al.,

2012), estimate fishing catches, validate log data, and delineate

fishing-affected habitats, among various other applications

(Mills et al., 2007; Bastardie et al., 2010; Jennings and Lee,

2012). Since 2014, Zhang et al. (Zhang et al., 2014; Zhang et al.,

2014; Zhang et al., 2016) have used Beidou VMS data to analyze

the fishing effort, fishing traceability, and fishing characteristics

of fishing vessels. Some researchers, including Tang, Zhang, and

Yu et al. (Zhang et al., 2018; Zhang et al., 2019; Tang et al., 2020;

Yu et al., 2021) have used Beidou vessel position data to

dynamically monitor and analyze the voyage dynamics, spatial

and temporal changes in operations, and operational intensity of

different types of fishing vessels. Due to a lack of data, only a few

studies have so far described the fishing activities in South China

Sea (SCS). Though the VMS data are being used increasingly

extensively, there are still few Beidou VMS-based studies on

large-size light falling-net fishing vessels in the SCS. VMS was

more often used by researchers to analyze the voyages (Zhang

et al., 2018; Tang et al., 2020), fishing status (Zhang et al., 2014;

Zhang et al., 2016), and operational characteristics of other types

of fishing vessels (Zhang et al., 2019; Yu et al., 2021).Here, we

investigate large-size light falling-net fishing vessels in the SCS

using Beidou VMS data from 2017 to 2020. By analyzing

changes in the position of the large-size light falling-net

vessels, we were able to monitor the operation of the fishing

vessels in the SCS, exploring their spatial and temporal

distribution patterns and change patterns. This paper provides

an innovative approach to studying the SCS large-size light

falling-net fisheries and useful reference for further assessment

and management of fishery resources of the SCS.
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Materials and methods

Study area

Figure 1 depicts the study area in the South China Sea (16°N

- 24°N, 106°E - 121°E). The South China Sea, an important part

of the world’s large marine ecosystem and one of the world’s

major fishery production sites, accounts for more than 10% of

the total global catch. The excellent natural environment, diverse

fishery ecological environment types, and rich fishery resources

have resulted in an excellent fishing ground.
VMS data

We obtained the Beidou VMS data collected by the Strategy

Research Center for the South China Sea Fisheries. The spatial

resolution was approximately 10 m, and the temporal resolution

was approximately 3 min. The dataset consisted of records for

121 large-size light falling-net fishing vessels in Guangxi,

Guangdong, and Hainan (of which there were 55, 55, and 11

vessels in Guangxi, Hainan, and Guangdong, respectively) in the

SCS from 2017 to 2020. The records included the names of the

fishing vessels, positioning time, latitude and longitude, speed,

heading, and other related information.
Frontiers in Marine Science 03
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Operating days and position of
fishing vessels

Preliminary processing of VMS data was required. First,

after omitting any duplicate data, we excluded the vessel position

data of fishing vessels operating outside the SCS (106°~121°E,

6~24°E). Second, we removed data from fishing vessels that had

transmitted less than 1,000 messages of data over 1 month

because this provides data points that are too few to be

representative of the vessel’s behavioral characteristic. The

fishing vessels sent many different discrete points during

sailing and operation. Therefore, the speed and position of the

vessels had to be changed during the month. We trimmed the

datasets using the above thresholds. Using the cleaned-up data,

we calculated the maximum number of fishing boats and

operating days per month from 2017 to 2020.

In this study, we used Matlab 2016a to filter the timestamp,

speed, latitude/longitude, and other information for 121 large-

size light falling-net fishing vessels obtained from 2017 to 2020.

If the data were within the preset range, the vessel data were

marked as fishing operation points. Based on the operational

characteristics of a large-size light falling-net fishing vessel, its

main operation time is from after dark (around 19:00) to dawn

(around 05:00 the next day), with no drifting (the speed is kept at

0-2 kn). Thus, a higher velocity of 3-8 kn during that time range

ensures the vessel’s moving state. The location of each net
FIGURE 1

South China Sea waters.
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operation may change, creating multiple discrete vessel locations

(Xie et al., 2020). Excluding the first net, which requires a longer

operation time, the net operation time for the other nets was

< 30 min. Accordingly, we only chose those vessels with low

speed (a vessel velocity of < 3 knots at 1:00 a.m-1:59 am) as

fishing candidates and the fishing locations are calculated as the

mean location. Besides, fishing vessels which operate for less

than 5 days per month are removed to avoid contingencies. We

used the mean center algorithm to calculate the fishing locations

of the vessels in the SCS. The Equation is as follow (Zhou

et al., 2021):

x = o
n
i=1xi

n
(1)

y = o
n
i=1yi

n
(2)

(x,y) represent the coordinates of the vessel’s fishing

location, (xi,yi) represent the coordinates of the vessel’s

discrete points.

We used Matlab 2016a to create 0.25°-resolution grids and

estimated the mean numbers of fishing vessels in each grid cell

by month and season.
Determination of fishing vessel port

The Beidou VMS datasets include the vessel name, latitude,

longitude, and time. Fishing vessels generally send position

information every 3 min. The province of the fishing vessel

could be distinguished based on the vessel name. The vessel

position points for each fishing vessel were sorted in

chronological order. Multiple scattered points were connected

to form a trajectory map of the fishing vessel. Finally, the

trajectories of the fishing vessels were matched with the ports

to determine the main ports from which the fishing vessels from

different provinces enter or leave.
Results

Characteristics of VMS data

We mined and analyzed fishing vessel monitoring messages

received by the target fishing vessels from 2017 to 2020 and

extracted the fishing days of the vessels. Upon comparing the

number of large-size light falling-net vessels (Figure 2) and the

number of operating days (Figure 3) in the SCS by month from

2017 to 2020, we found that vessels operate in the SCS throughout

the year. The period from March to May was the primary

production season for large-size light falling-net vessels in the

SCS. Position data were received from more than 78% ± 6.7% of

the large-size light falling-net vessels, and the average number of

fishing days per month exceeded 26.4 ( ± 2.5) d·vessel-1. From
Frontiers in Marine Science 04
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June to August, owing to the fishing moratorium in the SCS, the

production of fishing vessels was affected. Position data were

received from less than 50% of the vessels. Meanwhile, the

mean monthly operation was 25.0 ( ± 1.3) d·vessel-1. The

fishing moratorium ends before September, but the SCS has

high winds and harsh operating conditions in the fall.

Therefore, approximately 51.6% ± 1.7% of the vessels sent

position data. The average monthly operation time was 27.4 ( ±

0.6) d·vessel-1. From December to February, approximately 53.7%

of the large-size light falling-net vessels sent position data, and the

average number of monthly fishing days was 23.5 ( ± 0.9)

d·vessel-1.
Frequency of VMS message reception

Given that the theoretical value of Beidou VMS time

resolution is 3 min, each vessel can hypothetically transmit

480 position messages per day. Extracting and averaging the

operational data of fishing vessels, we found that the actual

values differed from the theoretical values (Figure 4). The VMS

signal was transmitted at a lower frequency from May to July in

2018 and 2020. Also, the number of messages sent by fishing

vessels differed from province to province (Figure 5). In 2017

and 2020, the Guangxi fishing vessels sent fewer VMS messages

per day than the Guangdong fishing vessels. In 2018 and 2019,

the Guangxi fishing vessels sent more VMS messages than the

Guangdong fishing vessels. In contrast, the Hainan fishing

vessels consistently sent the lowest number of VMS messages

over the 4 years.
Distribution fishing vessels

Based on the vessel position data of fishing vessels from 2017

to 2020, we drew the monthly distribution maps of vessels for

different years. Figure 6A shows the spatial pattern of the average

monthly operation distribution of large-size light falling-net

vessels. There were few fishing vessels in January and

February, and the operating location distribution was

scattered. The fishing vessels were mainly in the Zhong and

Xisha waters. From March to April, the fishing area of large-size

light falling-net vessels in the SCS became the largest and was

denser. At the same time, the fishing vessels began extending

southward, reaching the waters near the Nansha Islands, and the

operation area became more concentrated. From May to July,

the number of fishing vessels and days decreased significantly.

The location was also scattered. Then the number of fishing

vessels started to increase in August, and the most of fishing

vessels began to shift northward from the outer waters of the

SCS. In September, they concentrated more around Wanshan,

the waters of the Pearl River Estuary, and the waters of the

Dongsha Islands. From October to December, fishing vessels
frontiersin.org
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FIGURE 2

Monthly maximum numbers of fishing vessels obtained from vessel monitoring information.
FIGURE 3

Average monthly operating days of fishing vessels from 2017 to 2020.
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FIGURE 4

Average monthly numbers of Beidou vessel monitoring system transmissions per vessel per day in 2018.
FIGURE 5

Average numbers of vessel monitoring system transmissions per vessel per day for the different provinces.
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A

B

FIGURE 6

Monthly average distribution (A) and standard deviation distribution (B) of large-size light falling-net vessels in the South China Sea from 2017 to
2020.
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were more concentrated in Beibu Gulf, and the waters of the

Zhongsha and Xisha Islands. To further explore the

characteristics of the position changes of large-size light

falling-net vessels during fishing operations, the standard

deviation distribution was plotted (Figure 6B). Clearly, the

differences in the distribution of fishing vessels among 2017 to

2020 were small. The monthly operations of fishing vessels in the

South China Sea exhibited some regularity.

We also analyzed the distribution of fishing vessels based on

seasons. Most of the large-size light falling-net fishing vessels

were in the Zhongsha, Xisha, and Nansha waters in the spring

(Figure 7). Among the four seasons, spring had the maximum

number of fishing vessels and the most extensive distribution.

The number of fishing vessels operating in the summer

decreased abruptly and was distributed mostly in two areas.

The vessels were mainly in the waters south of 12°N and the

Pearl River mouth. In autumn, the number of fishing vessels

rebounded, and the distribution range changed. In addition to

the Pearl River Estuary waters, vessels also started to fish in the

Beibu Gulf waters. In the winter, the main operating area of

fishing vessels changed to the Zhongsha and Xisha Island waters.

We processed the target fishing vessel sailing locations by

year and province (district) and then traced the records of these

vessels and visualized their trajectory. We found distinctions in

the positions of the fishing vessels among the different provinces

(districts) (Figure 8). Guangxi fishing vessels were more widely

distributed, with several key fishing areas throughout the year.

Hainan fishing vessels were less spread out in the Pearl River

waters and more spread out in the Zhongsha, Xisha, and Nansha

waters. The Guangdong vessels rarely operated in the Beibu Gulf

waters throughout the year, staying mainly in the Nansha

Islands waters. Additionally, we tracked the trajectory of the

fishing vessels throughout the year. The main ports of the fishing

vessels are shown in Figure 9. Using the 2017–2020 vessel

position data, we calculated the number of fishing vessels

entering and leaving the ports. Fishing vessels from different

provinces were in several different ports. For example, the fishing

vessels of Guangxi were mainly concentrated in the Beihai,

Zhapo, Yangpu, Dongfang, and Sanya ports. Of these, the

largest proportion is in Beihai every year. Almost all the 55

fishing boats from Guangxi entered the Beihai port. The Zhapo

and Yangpu ports also contained more than 45% of the fishing

boats entering and leaving. For the fishing vessels of Hainan, the

major ports were Sanya (56.3%) and Yazhou (68.0%). The

fishing vessels from Guangzhou differed from the other two

provinces in that their main ports were Guangzhou and Bohe.

Additionally, we conducted statistics on fishing vessels

operating south of 12°N during the fishing moratorium by

province (Figure 10). Our results indicate that the fishing

vessels’ numbers, operating locations, and fishing days varied

depending on the province of the fishing vessel. During the

fishing ban, the number of fishing vessels belonging to Guangxi

province operating south of 12°N was higher in 2017 and 2019.
Frontiers in Marine Science 08
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In 2018 and 2020, there were more fishing vessels from

Hainan (Table 1).
Distribution of fishing grounds

Comparing previous studies (Zhang et al., 2013), the

distribution of the core fishing grounds for these vessels can

be divided into four areas (Figure 11). I) 19°30′~23°N, 111°
~116°E, outer continental shelf waters of the Pearl River Estuary;

II) 19°~22°N, 106° ~110°E, the Beibu Gulf continental shelf sea

area; III) 14°~19°N, 109°~116°E, near the Zhongsha and Xisha

Islands waters; and IV: 4°~12°N, 109°30′~118°E, near the

Nansha Islands waters. After the statistical screening of fishing

days, a comparative graph was made for fishing vessels operating

in the four fishing zones in different seasons from 2017 to 2020

(Figure 11). In the spring, vessels mainly operated in fishing

areas III and IV, where the number offishing days in fishing area

IV was the maximum number of fishing days among the four

fishing areas that year. In the spring of the four years, there were

3,454, 2,815, 4,676, and 3,439 fishing days in fishing area IV,

respectively, and they accounted for 19.19%, 19.33%, 29.76%,

and 16.82% of the total number of operating days over the entire

year. By extension, this means that all of the fishing vessels

operate in fishing area IV for over 45% of the entire fishing

season. The number of fishing days in fishing area IV in the

spring is >40% of the fishing days in fishing area IV throughout

the year. The percentage was even up to approximately 60%

from 2018 to 2019. In the summer, fishing vessels operate mainly

in fishing area IV. Among the vessels, the number of fishing days

in area IV in the summer of 2017 was 2,691, accounting for

14.95% of the total operating days. For 2018, 2019, and 2020, the

numbers of fishing days in the summer in fishing area IV were

1,144, 1,598, and 1,989 days, respectively, which represent

7.86%, 10.17%, and 14.95% of the total operating days for the

whole year. Additionally, the number of fishing vessels in fishing

area I increased dramatically in August, creating two distinct

fishing zones. In the autumn, there were differences in the

distribution of fishing vessels. In addition to the main

distribution areas of fishing areas I and II, fishing vessels were

more distributed throughout fishing area III from 2018 to 2019

and fishing area IV in 2020. Among the vessels, the number of

fishing days in area I in September continued to increase

compared with August, accounting for almost 52.88 ( ± 7.92)

% of the total number of fishing days in that month. Moreover,

in October and November, there were two prominent fishing

zones: fishing areas II and III. Fishing vessels operated in fishing

area III for 1,299 and 1,602 days in the winter of 2017 and 2018,

respectively. They accounted for 43.59% and 57.21% of the total

number of fishing days in the whole season. In the winters of

2019 and 2020, fishing vessels operated in fishing area IV for

1,052 and 1,483 days, accounting for 39.11% and 33.22% of the

total number of fishing days for the whole season.
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Discussion

Zhang Peng et al. (Zhang et al., 2013) found that from 2005

to 2010, the operating areas of the light falling-net fishing vessels
Frontiers in Marine Science 09
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were mainly in the deep-water areas near the Zhongsha and

Xisha Islands, the outer continental shelf of the Pearl River

Estuary, and the Beibu Gulf waters. In this study, we found that

from 2017 to 2020, the operating area of the light falling-net
frontiersin.org
FIGURE 7

Seasonal distribution of large-size light falling-net vessels in the South China Sea.
A B C

FIGURE 8

Activity of 121 large-size light falling-net vessels according to the vessel monitoring system records. Shown are the distributions of fishing
vessels from Guangxi (A), Hainan (B), and Guangdong (C).
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FIGURE 9

Trajectory of the large-size light falling-net vessels from vessel monitoring system records. Shown are the main ports for the fishing vessels of
Guangxi (A), Hainan (B), and Guangdong (C).
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fishing vessels expanded to the waters near the Nansha Islands.

Compared with the fishing waters of fishing vessels from 2005 to

2010 (Table 2), the operating areas of the fishing vessels changed

greatly throughout the different seasons. Additionally, the main

operating season for light falling-net fishing vessels in the Zhong

and Xisha waters has changed from spring to winter. The

operating time in the sea area off the Pearl River Estuary

changed from August to September and December to

February (next year) to just August to September. Now the

main operation area in spring is the Nansha Sea area. The

number of fishing days in different areas throughout the year

changed as well. We also found that the light falling-net fishing

vessels’ material changed from wooden with outdated technical

equipment to large steel fishing vessels. As the tonnage, sailing

period, and wind resistance of fishing boats have all increased,

the operating area of the light falling-net fishing vessel has also

extended southward from the sea area closer to the port, and the

number of fishing days has also increased. Owing to the

increased pressure of offshore fishing and the decline of

traditional fishery resources on the continental shelf, the

fisherfolk in the northern part of the SCS need to find new

outlets. Moreover, the Sthenoteuthis oualaniensis caught by

large-size light falling-net vessels are in the deep-water areas of

the south-central SCS. Thus, the area with the highest number of

fishing days per year has changed from the continental shelf

waters off the mouth of the Pearl River to the Nansha

Islands waters.
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Factors influencing fishing
vessel distribution

In this study, we compared the distribution areas of fishing

vessels in the SCS throughout the year and found that there were

differences in the distribution of large-size light falling-net fishing

vessels in various provinces (regions) of the SCS. We

hypothesized that different fishing vessels have their regular

fishing areas. Additionally, large-size light falling-net fishing

vessels are affected by various factors including monsoons,

typhoons, moratorium system, and traditional festivals such as

Chinese New Year. The seasonal distribution pattern of fishing

vessels can be identified to some extent by analyzing the spatial

variation of large-size light falling-net fishing vessels throughout

the year (Zhang, 2017). When comparing the number of

operating days of large-size light falling-net fishing vessels from

2017 to 2020, the highest operating intensity of fishing vessels

across all seasons was in the spring, followed by autumn, and the

lowest was in the winter or summer. In the SCS, large-size falling-

net vessels were mainly concentrated in the Zhongsha and Xisha

Islands waters and extended southward to the sea areas near the

Nansha Islands. Owing to the implementation of the fishing

moratorium system (Ministry of Agriculture, 2018), summer is

the low period of large-size light falling-net vessel operations,

during which almost no fishing vessels operate in the SCS

offshore from June to July. However, according to regulations

from the Ministry of Agriculture of the PRC, fishing vessels with
FIGURE 10

Distribution of fishing vessels in the area south of 12°N during the fishing moratorium.
TABLE 1 The proportion of fishing vessels in different provinces during the fishing ban.

Year Guangxi (45.45%) Hainan (45.45%) Guangdong (9.1%)

2017 38.84% 33.06% 3.31%

2018 10.74% 30.58% 8.26%

2019 42.98% 18.18% 4.96%

2020 15.70% 28.10% 4.95%
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a special fishing permit for Nansha are allowed to travel to the

Nansha waters south of 12°N to fish during the fishing

moratorium. Thus, a small number of fishing vessels remain

distributed off the SCS in June and July. At the end of the fishing

moratorium, fishing vessels start to operate out of the harbor.

Along with the outer SCS, there are also fishing vessels along the

coast in August. Because fishing vessels operate in the area south

of 12°N during the fishing moratorium, the vessels receiving a

special permit need to be determined by lottery. The number of

fishing vessels operating in this area varies slightly from year to

year in different provinces. In the autumn, large-size light falling-

net vessels in the SCS were affected by typhoons. The vessels

began moving from the outer sea to the waters of the Pearl River

Estuary, the waters near the Dongsha Islands, and the waters of

the Beibu Gulf. Besides the summer, winter is the season with the

least widespread of fishing vessels. Most fishing vessels operate in

offshore waters or even cease production and rest in the harbor

owing to the influence of cold air as well as high winds and waves

at sea. During this period, the Spring Festival also slows down
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fishing boat operations. However, because the Chinese Spring

Festival does not occur on a fixed date each year, there were

annual variations in fishing days and zones between January

and February.

In fact, in addition to the above factors, we can link the

description of the spatial dynamics to the characteristics of the

environment and of the stocks.

The main catches of large-size light falling-net fishing vessels

include Sthenoteuthis oualaniensis and Auxis thazard. Relevant

studies have shown that SST and SSH are important factors

affecting fish growth, reproduction, and migration (Fan et al., 2015;

Xie et al., 2020; Yan et al., 2021b). For example, when the sea surface

height is higher than the average sea surface, the rich nutrients and

bait of the bottom layer are continuously replenished upward, which

in turn promotes the growth and reproduction of pelagic fishes.

SCS is affected by the southwest monsoon in summer (June-

August), the southwest monsoon retreats from north to south in

autumn (September-November), and the northeast monsoon in

winter (December-February) (Ministry of Agriculture, 2018).
TABLE 2 A comparison of fishing area for large-size light falling-net vessels in the South China Sea.

Year Fishing area

Zhongsha and Xisha Islands
waters

The Pearl River
Estuary

Beibu Gulf Nansha Islands
waters

Maximum days of
fishing

2005-
2010

March-May August-September
December-February (next
year)

October-
November

The Pearl River Estuary

2010-
2020

December-February (next year) August-September October-
November

March-May Nansha Islands waters
FIGURE 11

Delimitation of fishing zones and seasonal numbers of fishing days in different fishing zones.
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In addition, SCS is located in subtropical and tropical waters,

with a wide variety of plankton and complex composition, suitable

for fish growth (Shao and Chen, 2008). The phytoplankton region

belongs to the single-peak seasonal variation type in SCS. It

gradually rises from March, peaks in June, and then gradually

declines, forming a yearly low from October to February. All of

these factors can affect the distribution of fishing vessels.

In this study, we specifically compared the behavior of

fishing vessels by province. They differed in terms of the

sailing area, ports, and fishing. We considered that fishing

vessels from different provinces are influenced by fishing

policies, culture, and operating experience.
Characteristics of the VMS in the SCS

Currently, there are many modern methods for monitoring

fishing vessels in the SCS, such as the Auto identity system (AIS),

VMS, electronic monitoring (EM), synthetic aperture radar

(SAR), and nightly satellites (Table 3). The main purpose of

the AIS is to help prevent the collision of fishing boats and

effectively guarantee the navigation safety of ships. It can be
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divided into Class A and Class B (Li et al., 2021). Presently, the

AIS equipment installed by Chinese fishing vessels is Class B.

Class B broadcasts at a lower frequency and has a shorter signal

transmission distance than Class A. The efficiency of AIS with

Class B equipment is extremely low where there are many ships.

It is difficult to receive AIS signals in the outer waters of the SCS

(Dhar, 2016). Thus, the AIS can barely be used on the near shore

of the SCS and is not suitable for the outer sea. In China, the

VMS was first applied in the SCS. It has high temporal resolution

and wide coverage. From 2000 to the present, almost all fishing

vessels in the SCS have been equipped with the VMS. The VMS

transmits information through the Beidou satellite with high and

stable data transmission quality. The EM is useful because it is

easy to record, store, and search for data. But EMS relies on

manual records to collect data, and there are cases where the

reporting is false, and the data are not standardized. Data

collection using the SAR has the characteristics of being all-

day, all-weather, wide-range, and multi-parameter. The SAR

images can accurately locate vessels through detailed images.

Additionally, it is less affected by clouds and rain than the other

methods. But it has only two daily imaging opportunities. The

SAR processes and stores large amounts of data in ground
TABLE 3 A comparison of selected methods for vessel monitoring in the South China Sea.

Methods Data
Content

Public
data

Frequency Advantages Disadvantages

AIS Position,
MMSI, ship’s
length and
width, IMO
number, name,
type speed,
heading

Public Velocity ≤ 2
kn, 3 min
Velocity>2
kn, 30 s
(The AIS
installed on
fishing
vessels in the
South China
Sea are Class
B)

Real-time, uninterrupted, wide range, high spatial
and temporal resolution.

The AIS efficiency is extremely low where there are many
ships, especially with Class B equipment. It is difficult to
receive AIS signals in the outer waters of the SCS. Only a
few analyses of the current behavior and activities of
fishing vessels in the northern SCS using AIS data (Guan
et al., 2021).

Beidou
VMS

Ship ID,
longitude,
latitude, speed,
course, time
stamp

Non-
public

Generally, 3
min (Varies
by region)

VMS was first applied in the SCS and had a wide
coverage. Now almost all fishing vessels in the
SCS are equipped with VMS. It can monitor the
distribution and operation characteristics of
fishing vessels in the SCS (Yu et al., 2021; Zhou
et al., 2021; Qian et al., 2022).

Only based on the speed and heading in the VMS data to
determine the light falling-net cannot determine whether
the fishing vessel is operating. The Beidou terminal can
only obtain the vessel position data when it is turned on.
And it is difficult to share information between different
countries (Nicolas et al., 2018).

EMS Location,
various
measures for
fishing
activities,
fishing area,
fishing time
and the catch

Non-
public

Almost
continuously

Easy recording, easy storing, simple searching
and high utilization.

EMS relies on manual records to collect data, and there
are cases where the reporting is false and the data is not
standardized. Comparing the phishing information of the
electronic phishing log with the phishing information
obtained from the Beidou location data, there is a
deviation (Feng et al., 2019).

SAR Location Public Only two
daily imaging
opportunities.

Detailed images of ships sailing in the ocean can
be provided at different resolutions (up to 3 m
resolution). It is less sensitive to clouds and rain.

A large amount of data is usually processed and stored in
ground stations. Signal coverage is limited and the main
monitoring of fishing vessels in SCS coastal areas. It is also
unable to identify fishing vessels by system images alone.

Nightly
satellite

Time, fishing
vessel lights

Public Transits once
a night

Identify large-size light falling-net fishing vessels
according to the lights

Cloud conditions, the zenith angle of satellite observation,
and strong lights not from fishing vessels can affect the
observation data.
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stations. And there are limitations in signal coverage. Thus, the

SAR is usually used mainly to monitor the fishing vessels in the

SCS coastal areas. The SAR must be integrated with other

methods to design and operate a real-time monitoring system

for detecting and identifying the ships in the open SCS (Sudhir

Kumar, 2019). Nightly satellites monitor large-size light falling-

net fishing vessels by their lights (Li et al., 2021; Li et al., 2021).

They can determine the vessel position and fishing intensity, as

well as the spatial distribution and operation of fishing vessels.

However, this method is unlikely to detect other gear types or

vessels without bright lights, and it may be affected by factors

such as moonlight and the presence of clouds.

Additionally, the VMS in the SCS transmits data through the

Beidou satellite, which is characterized by improved confidentiality,

higher accuracy, and wider range. Compared with the commonly

used fishing log method, the Beidou VMS not only verifies the

fishing operation location recorded in the fishing log, but it also

achieves higher efficiency and lower manpower and material

consumption (McCauley et al., 2016; Feng, 2020).

In addition to studying the spatial-temporal distribution of

large-size light falling-net fisheries in the SCS, VMS can effectively

obtain information on fishing intensity, analyze the impact of

fishing activities on marine biological resources, and study fish

stock distribution patterns. We can also use the VMS trajectory

characteristics to classify fishing vessel navigation and fishing

behavior, as well as quantitatively analyze the evolution of the

fishing area of marine fisheries, which has important application

value for the scientific development of marine fisheries.
Factors influencing the transmission
of information

Considering the factors influencing the information

transmitted by the Beidou VMS is important for more accurate

monitoring of the distribution of large-size light falling net fishing

vessels. The Beidou terminal can only obtain vessel position data

when it is turned on. If there are equipment failure, an insufficient

power supply, a signal interference, or an artificial shutdown

during the monitoring of fishing vessels, it will affect the

monitoring results. Here, by comparing the VMS data of fishing

vessels in three provinces, we found that there were differences in

the frequency of data received in different provinces (districts).

Therefore, fishing vessels are likely to be affected by the operating

habits of the crew members and management style of the fishing

vessels in different provinces (districts) when operating at sea

(Zhang et al., 2021). According to Chinese relevant policies,

besides the regular domestic oil price subsidies, there will be

special oil price subsidies for fishing vessels operating in certain

waters during their sailing operations in the waters south of 12°N.

Thus, some fishing boats that are not operating in the SCS may

open the Beidou VMS and pretend to work to receive subsidies.

When fishing vessels are near the shore, they often use other more
Frontiers in Marine Science 14
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convenient and economical methods to transmit information such

as Beidou short messages, satellite phones, and ultra-short waves

(Guo, 2010; Li et al., 2020). The above reasons may make the

Beidou VMS more efficient at recording messages in the Outer Sea

area than in the nearshore area.

Only through the information of speed and heading of vessel

position data cannot judge the operation of the light falling-net

fishing vessels. In this study, we set thresholds to analyze fishing

vessel operations via the operating characteristics of large-size

light falling net fishing vessels. We reflected the vessel fishing

days by the average number of data points recorded. If there is a

problem with the Beidou terminal during operation, it may affect

the statistics of the number offishing vessels going to sea and the

analysis of their location at sea. Yan et al. (2015) found that the

moon phase significantly affected fishing vessel operations in the

SCS with light falling-net vessels. Compared with the dark moon

days (from the first to the seventh day of the first month and

from the twenty-third to the thirtieth day of the first month), the

production of fishing boats on the light moon days (from the

eighth to the twenty-second day of the first month) will decrease,

especially on the full-moon days (around the fifteenth day of the

first month), and a few fishing vessels will not work. In this

paper, we did not consider the fact that fishing vessels do not fish

during the full moon. Therefore, using the number of days

recorded by VMS as the number of fishing vessel operating days

would be higher than the actual number of working days for

fishing vessels.
Conclusion

In this study, we focused on large-size falling-net fishing vessels

in the open SCS. First, using Beidou VMS data from 2017 to 2020,

we found a seasonal pattern of change in the distribution of these

vessels. The number of operating days for fishing vessels was the

highest in the spring, followed by the autumn, and was relatively

lower in the winter and summer.We also analyzed the distribution

of fishing vessels in the SCS and found that it varies among the

different provinces. As the seasons passed, we found that the most

concentrated area of fishing vessel distribution shifted and that the

main fishing areas and number offishing days changed. Finally, we

compared the VMS with other modern methods for monitoring

fishing vessels and found that it is more feasible to study the large,

falling-net fisheries in the SCS using the Beidou vessel position

data. Using these data will provide more detailed scientific

reference information for the SCS fisheries.
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High-resolution wave data for
improving marine habitat
suitability models

Chiara M. Bertelli*, William G. Bennett,
Harshinie Karunarathna, Dominic E. Reeve,
Richard K. F. Unsworth and James C. Bull

Faculty of Science and Engineering, Swansea University, Swansea, Wales, United Kingdom
Habitat suitability modelling (HSM) is a tool that is increasingly being used to

help guide decision making for conservation management. It can also be used

to focus efforts of restoration in our oceans. To improve on model

performance, the best available environmental data along with species

distribution data are needed. Marine habitats tend to have ecological niches

defined by physical environmental conditions and of particular importance for

shallow water species is wave energy. In this study we examined the relative

improvements to HSM outputs that could be achieved by producing high-

resolution Delft-3D modelled wave height data to see if model predictions at a

fine-scale can be improved. Seagrasses were used as an exemplar and

comparisons at fine-scale showed considerable differences in the area

predicted suitable for seagrass growth and greatly increased the importance

of waves as a predictor variable when compared with open-source low

resolution wave energy data.

KEYWORDS

seagrass, restoration, habitat suitability modelling, Delft-3D wave modelling,
Zostera marina
1 Introduction

There is growing interest in the use of nature-based solutions to help mitigate the

worst impacts of climate change. The greatest emphasis around this interest is on the

restoration of habitats. With 2021 to 2030 defined as the UN decade of ecosystem

restoration the ambition for re-building biodiversity has never been greater. This includes

increasing focus on restoration in the ocean (Danovaro et al., 2021) with projects

concentrating on restoration of oysters, coral reefs, mangroves, seagrasses and

saltmarshes (Waltham et al., 2020).

Conservation research requires long term surveying campaigns over large areas,

which needs commitment to a well-funded, strategic programme of measurement. Due to
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the practical difficulties this poses, there are limited datasets on

habitat quality and extent. A consequence to this is that it is very

difficult to direct restoration efforts to places where they will

have the best chance of success.

Habitat suitability modelling (HSM) is a tool increasingly

used to help guide that decision making. Also known as species

distribution models (SDM) and ecological niche models (ENM),

they all follow the same premise of capturing the realised niche

of a species which can be used for different aims (Naimi and

Araújo, 2016; Guisan et al., 2017). HSM can be used to predict

distributions of rare and/or vulnerable species for the purposes

of conservation management (Thompson et al., 2014; Rowden

et al., 2017), assessing changes in distributions of key or invasive

species from climate change (Valle et al., 2014) and for

informing the most suitable area for habitat conservation and

restoration (Adams et al., 2016; Hu et al., 2021).

This type of modelling uses environmental parameters that

are known to determine or affect the distribution and presence of

the species in question and then projects this to predict where that

species should be able to exist if these parameters are met (Guisan

et al., 2017). To be able to do this successfully, the availability of

good species presence or distribution and environmental

parameters is needed to be able to provide models with enough

data for testing and training (Guisan et al., 2017; Araújo et al.,

2019). Environmental parameters will be made up of the

conditions that not only limit, but also influence the

distribution and range of the species being studied. Accurate

habitat presence data is one of the most important factors for

successful HSM as inaccuracies in distribution data will lead to

constrained models (Araújo et al., 2019). Presence data need to

consist of geographical locations of species and therefore point

data (coordinates) are often the most useful and easiest to use.

Seagrass meadows provide an excellent case study for

understanding the use of HSMs in the marine environment as

they are geographically abundant, have a well-defined

environmental range within shallow coastal waters, have a

growing interest with regard to restoration initiatives, yet

remain poorly mapped (McKenzie et al., 2020; Green et al.,

2021). In Europe, the field of seagrass restoration, has grown

significantly over the last decade as a result of the increased

understanding of the extent of degradation to this marine habitat

(Gamble et al., 2021). Zostera marina is a meadow forming

seagrass species with a wide geographical range across the

northern hemisphere, between 27 and 70°N. For Z. marina, as

a submerged aquatic vegetation, the parameters that affect its

distribution include light availability (Dennison and Alberte,

1985; Bertelli and Unsworth, 2018), water depth (affecting light

attenuation) (Nielsen et al., 2002), sea water temperature (Marsh

et al., 1986; Moore and Jarvis, 2008), salinity (Salo et al., 2014),

and physical factors such as exposure to waves and currents

(Fonseca and Bell, 1998; van Katwijk and Hermus, 2000; Koch

et al., 2001). Seagrasses are generally known to exist in shallow,

sheltered coastal areas, in soft sediments (Koch et al., 2006).
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Around the UK and Ireland, these locations are predominantly

east or north-east facing bays where they are sheltered from

prevailing wind directions and wave fetch, or within lagoons and

estuaries (D’Avack et al., 2019).

A review of previous seagrass HSM studies (Bertelli et al., 2022)

found the most commonly used environmental parameters to be

seawater temperature, bathymetry, light availability, salinity, wave

action, substrate and seabed slope. However, the variables ultimately

used will also be somewhat dependent uponwhat environmental data

is readily available and its temporal and spatial resolution. Light

availability, specifically Photosynthetically Active Radiation (PAR)

which is the spectral range of light that is used for photosynthesis, is

arguably one of the most important variables to consider as this will

determine where plants can survive within coastal waters (Lee et al.,

2007; Short et al., 2007; Kuusemäe et al., 2016). Bathymetry is also key

in determining where seagrass can exist, as light decreases with depth

as it is attenuated (Duarte, 1991). Within its geographical range, Z.

marina is usually found within a narrow depth range, typically up to

5-10 m deep depending on water clarity (Davison and Hughes, 1998;

Nielsen et al., 2002; Krause-Jensen et al., 2003; Lee et al., 2007; Jackson

et al., 2013).Z.marina can tolerate a wide temperature range from -1°

C in Arctic regions to 30°C in the subtropics. However, temperature

will affect respiration rates within plants and will have significant

influence on life stages, such as flowering and germination. Z. marina

is also tolerant to a range of salinities and can be found within

estuaries as well as fully oceanic conditions, from 18 PSU to 40 PSU

(D’Avack et al., 2019).

Where light limitation is not an issue, such as in uniformly

shallow areas unaffected by other water quality issues, other

physical parameters will be more important in influencing

seagrass presence. Seagrasses are exposed to localised

hydrodynamics in the form of waves, tides, wind driven

currents and wave driven currents (Koch et al., 2006) and

these physical factors have been recognised as important

factors in affecting spatial distribution and the minimum

depth of colonisation (Stevens and Lacy, 2012). Water

movement is important for seagrass growth, but where

hydrodynamic energy is too high it can become a limiting

factor for seagrass growth (Fonseca and Bell, 1998; Peralta

et al., 2006). Morphological changes have been found to be

associated with increases in local hydrodynamics. Wave energy

(a function of wave height and wave period), also has

implications for seed burial and seedling development and is

therefore one of the most important environmental variables to

consider when choosing restoration sites (Van Katwijk et al.,

2009; Infantes et al., 2016; Marion et al., 2021). Restoration

needs to break negative feedbacks in the system, and many of

these relate to the lower physical limits of seedlings (Temmink

et al., 2020). Successful seedling establishment has been found to

correspond with lower maximum wave heights and lower orbital

velocities (Infantes et al., 2011; Marion et al., 2020) and early

patch formation vulnerable to hydrodynamic forces (Furman

and Peterson, 2015).
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The aims of this study were to investigate the use of habitat

suitability modelling for predicting the best locations for potential

seagrass restoration in four key locations around Wales, UK, and

the benefits of using high-resolution wave data for fine-scale

predictions. We defined two key challenges in meeting this aim:

1) identifying up-to-date, high resolution seagrass distribution

data and appropriate environmental covariate data; 2) Comparing

the benefits of using high resolution wave modelled data to low

resolution, freely available hydrodynamic data.
2 Methods

2.1 Site descriptions

The initial consideration was to look at HSM for the entire

coasts of UK, Ireland and Channel Isles where Zostera marina

seagrass is found in many locations and presence data was readily

available (Supplementary Data Table S1) and secondly, to focus

the HSM at the local potential restoration site scale (Figure 1).

These areas were chosen anecdotally as they were perceived by our

team of experienced seagrass scientists to contain conditions

potentially suitable for seagrass such as shallow waters, easterly

facing (away from prevailing winds), calm waters from away from

any major swell and soft sediments. The finer focus of the areas

was also the result of chosen due to consideration that these sites

were of potential for restoration due to existing or historical

records of seagrass presence. The south coast of the Llyn

Peninsula (Area 1) has small Z. marina meadows currently

present but largely fragmented into small patches but many

anecdotal observations of former distributions. West Anglesey

(Area 2) has some small patches, and like the Llyn Peninsula also

has anecdotal observations of former distributions. The East of

Anglesey (Area 3) has no existing known seagrass but some

previous records and descriptions, however, historic mining

pollution provides good reasons to assume historic loss. Finally,

the area in Pembrokeshire (Area 4) has some old records and

anecdotal observations but also has no current known seagrass.

Our study also sought to improve upon the freely available

hydrodynamic data by using wave models to create high

resolution wave information over the areas of interest and to

compare differences in outputs. Finally, our study used these

data sources to produce decision tools for informing seagrass

restoration sites from model outputs.
2.2 Zostera marina presence data

To fulfil the aims of this study we sought to obtain presence

data for Z. marina around the UK and Ireland from all available

sources. This involved checking and refining data points to

remove outliers and duplicates. Z. marina presence data were

obtained from sources in Table S1, uploaded into QGIS (QGIS
Frontiers in Marine Science 03
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Development Team, 2019) and georeferenced. This allows

visualisation of data layers and identification of erroneous

points such as coordinates that placed records on land or in

deep (>20-30m) offshore waters where occurrence of Z. marina

is highly unlikely. These points were removed along with

duplicate records from the final dataset. Once data were

refined, over 2500 presence points remained around the UK,

Ireland and the Channel Islands. These point data (Figure 2)

were used for testing suitable HSM methods at a broad scale

which would then be refined at a smaller spatial scale for

potential restoration sites. Polygon data can also be used, but

this would limit the number of data sources and require further

analysis to get point coordinates needed for the ‘sdm’ package

and analysis method used for this study.
2.3 Environmental predictor variables for
Zostera marina

We obtained the highest resolution freely available

environmental data of importance to Z. marina presence for

the purpose of refining restoration site choice at a local scale. A

review conducted by the authors (Bertelli et al., 2022) identified

the most commonly used environmental variables used for

predicting seagrass presence using habitat suitability or species

distribution modelling. Highest resolution, freely available

sources of environmental data were identified. All data were

downloaded between September 2020 and February 2021 and

covered temporal ranges from 2001 to the time of download

(Table S2) and uploaded into QGIS for visualisation.

Environmental data are available in a range of different

resolutions, formats and is created using a variety of methods.

Photosynthetically available radiation (PAR) at the seabed (From

European Marine Observation and Data Network, EMODNet via

EUSeaMap) is determined from field and satellite data for light in

the water column and then by calculating light attenuation from

depth and proximity to coast (EUSeaMap, 2012) at a resolution of

~0.3 km. Wave energy (kinetic energy) at the seabed and kinetic

energy from currents at the seabed from EMODNet is based upon

modelled outputs from the National Oceanographic Centre

(NOC) wave and current models (see EUSeaMap, 2012) to a

resolution of ~0.3 km. Data from the Copernicus Marine

Environment Monitoring Service (CMEMS, https://www.

copernicus.eu/en/services/marine) was used as a source of

salinity and temperature as daily averages which are calculated

from forecast data which can therefore provide temporal ranges at

a resolution of ~1.7 km. Bathymetry was available from

EMODNet down to ~70 x 116 m resolution for small high-res

downloads, or alternatively from British Oceanographic Data

Centre BODC (2020) GEBCO (General Bathymetric Chart of

the Oceans) at ~0.2 km. All environmental data layers found to be

suitable for habitat suitability modelling are compiled in

Supplementary Data (Table S2).
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2.4 Data modelling

2.4.1 Broad-scale habitat suitability models

Initial habitat suitability models were developed using

openly available environmental data layers and Z. marina

presence data for the whole of the British Isles and Ireland.

This was to test the effectiveness of model methods using the
Frontiers in Marine Science 04
101
available environmental data. Environmental data layers were

uploaded into R version 4.0.2 (R Core Team, 2020) as raster files

along with Z. marina presence point coordinate data as spatial

data frames. Five openly available variable datasets were chosen

based on suggested predictor variables for seagrass presence

identified in Bertelli et al. (2022) - light availability (PAR at

seabed), bathymetry, temperature, salinity, wave energy at the

seabed and energy from currents at the seabed.
FIGURE 1

Sites for potential Zostera marina restoration around Wales (UK) used for high resolution habitat suitability modelling using high resolution wave
model data. Areas start at Llyn Peninsula, north Wales (area 1), followed by west Anglesey coast (area 2), east Anglesey (area 3) and finally south
Wales, Pembrokeshire (area 4).
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Marine environmental datasets often lack coverage in

shallow coastline and pixels covering both land and sea are

often excluded (Yesson et al., 2015). To overcome this, a

buffering tool was used in QGIS (raster ‘fill nodata’ tool) to

interpolate data from neighbouring pixels to cover coastal areas

to a distance of 3 pixels. All environmental data layers were

resampled using the ‘resample’ function and the nearest

neighbour method (‘ngb’) in the ‘raster’ package in R, so they

were all the same resolution as the bathymetry layer (15 arc, sec,

~ 0.4 km), extent and format. All the environmental predictor

layers were tested for colinearity and colinear variables below a
Frontiers in Marine Science 05
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threshold of 0.9 were removed using VIF (Variance Inflation

Factor) tests (vifstep and vifcor) in R, recommended for variable

selection (Naimi et al., 2014; Guisan et al., 2017). Remaining

predictor variables were plotted using pairwise correlation plots

to visualise and check no collinearity issues remained.

A suite of methods was used for habitat suitability modelling

using the ‘sdm’ package (Naimi and Araújo, 2016) in R. This

package allows the use of a wide range of the most common

modelling algorithms covering parametric, non-parametric,

regression and machine-learning methods to be used all at once.

A range of algorithms were chosen to cover the different types of
FIGURE 2

Zostera marina presence around the UK, Ireland and the Channel Islands taken from sources listed in Supplementary Data (Table S1) after
outliers were removed.
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modelling approaches. These included Generalised Linear Models

(GLM), Generalised Additive Models (GAM), Multivariate

Adaptive Regression Splines (MARS), Random Forest (RF),

Boosted Regression Trees (BRT) and Maximum Entropy

(MaxEnt), to include some of the most popular methods in

other HSM studies (Valle et al., 2013; Guisan et al., 2017;

Bertelli et al., 2022). The models follow a formula of seagrass

presence as a function of the predictor variables (a stack of the

environmental variable layers) using the different approaches.

Working only with presence data, the ‘sdm’ software takes a

range of randomly sampled ‘background’ points from the study

area which are treated as pseudoabsences (Naimi and Araújo,

2016). For the UK and Ireland area, 1050 seagrass presence points

were collated with an equal number of pseudoabsences for the

HSM. A sample of the presence point data is used to test the

model using the bootstrapping method (Naimi and Araújo, 2016).

Performance of the models was assessed using area under curve

(AUC) of the receiver operating characteristic (ROC) which is

produced for each model run (Beca-Carretero et al., 2020). The

model-independent variable importance values were also

calculated, which are a sensitivity analysis of a model to

different predictors (Harisena et al., 2021). This is accomplished

by using measures of variable importance that compute a ranking

of all the possible species–environment relationships which is one

of the most popular measures used (Harisena et al., 2021).

Predictions of the probability of presence were then created for

each modelling approach. Finally, an ensemble of all the methods

(using weighted averages of AUC scores) was used to create

prediction outputs in the form of a raster layer indicating

probability of suitability for seagrass presence from 0-1 (Naimi

and Araujo, 2021).
2.4.2 High resolution wave modelling
To obtain high resolution wave data at each of the four

restoration study sites, the openly available computational

coastal modelling suite Delft3D was used (Lesser et al., 2004).

The Delft3D-WAVE module utilises the third generation

spectral SWAN wave model (Booij et al., 1999) to simulate

waves in time and space. A Delft3D computational model

domain encompassing the Irish Sea with a rectangular 1160 m

x 1850 m grid was created to transform offshore waves to the

nearshore. High resolution near-shore domains with 50 m x

50 m grid resolution were created for each of the four sites, and

nested to the Irish Sea model (Figure 3) to obtain high-resolution

wave data required for HSM. Bathymetry for each of the high-

resolution domains was created using EMODnet data at 71 m x

116 m resolution. The General Bathymetric Chart of the Oceans

(GEBCO) (https://www.gebco.net/data_and_products/gridded_

bathymetry_data/) 570 m x 925 m resolution dataset was used to

provide additional bathymetry alongside the EMODnet data for

the Irish Sea domain. The Irish Sea model was forced by time

(hourly) and space-varying (5°) European Centre for Medium-
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Range Weather Forecasts (ECMWF) ERA5 offshore waves

(Hersbach et al., 2018) provided at its offshore boundary.

Hourly, 0.5° resolution ERA5 wind data was implemented

across the entire model domain to provide atmospheric

forcing to the model. Before simulating wave conditions

needed for HSM, the Deft3D wave model was validated

through a comparison of simulated waves with wave buoy

observations at three locations within the larger domain.

A series of wave simulations were carried out using the

validated wave model to provide high resolution data at the four

sites. The months January, March, August, and October were

run for the years 2015 to 2019 providing a total of 20 model runs.

Model outputs including significant wave height, mean and peak

wave period, and wave direction are provided at one-hour

intervals. The time mean significant wave height was

calculated for each simulation period, which will be used in

HSM. Figure 4 shows an example of this for January.

2.4.3 Fine-scale habitat suitability models
Wave height data from the near-shore wave models,

including mean significant wave height, provided higher

resolution data for use in the fine-scale HSM. However, the

open-source wave energy (EMODNet) data were also clipped to

the restoration areas (Figure 1) so that it could also be used

within the final models for comparison between the two. As the

high-resolution wave data are calculated based on temporal data,

four months were chosen based upon seasons that are significant

for the life cycle of Z. marina. These months were: January as a

potential for highest impacts due to wave action and wind

speeds, March when seed germination and seedling emergence

takes place, August for peak biomass and seed production, and

October for seed establishment and as such the suitable planting

season for restoration work (Sand-Jensen, 1975; Orth and

Moore, 1986; Blok et al., 2018). Salinity and temperature data

from Copernicus were obtained for each of these months as an

average of the daily means. Other data were not temporally

resolved so remained as a single data layer (bathymetry, PAR,

slope and currents). All environmental data layers were clipped

to the areas of interest (HSM areas 1-4, Figure 2) and resampled

to the same resolution as the wave height and bathymetry data

using the ‘resample’ function and the nearest neighbour method

(‘ngb’) in the ‘raster’ package in R. Seagrass presence records

were clipped from the original UK dataset for the areas of

interest, which resulted in 32 presence points and a higher

number of background ‘pseudo-absence’ points (n=90) to

improve model performance.

Using VIF (Variance Inflation Factor), all the environmental

predictor layers were tested for multicolinearity and variables

above a standard threshold of 0.9 were removed, used in many

studies (Naimi et al., 2014; Perger et al., 2021; Khan et al., 2022).

Remaining predictor variables were also plotted using pairwise

correlation plots to screen for collinearity (Supplementary

Figure S1).
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The nine remaining variable data layers (wave height January,

mean temp. March, mean temp. August, mean temp. October,

mean salinity August, PAR at seabed, bathymetry, currents and

slope) were stacked and used as predictor variables for the HSM.

The GAM was found to no longer converge, caused by the

increase in the number of variables and low number of

observations, so another algorithm was used –flexible

discriminate analysis (FDA), which is another regression-based

model. This process was repeated by replacing the high-resolution

wave height data (Delft3D) with the original open source, low-

resolution wave energy data (EMODNet) for comparison between

models and variable importance.

Areas of suitable habitat were formatted in QGIS to produce

a continuous scale of the model output as a ‘heat-map’ showing

probability of suitability (0-1). The layer was then clipped and

smoothed to show only the areas with a high probability for both

the model results using the low-resolution wave energy data and

the high-resolution wave height data. The threshold of 0.6 was

chosen as a value that was over 0.5 probability of suitability

which returned a reasonable and practical area to work with for

future applied restoration. A threshold above 0.6 (0.7 or 0.8) left

a considerably reduced area, leaving little scope for practical

restoration. A key challenge in the application of HSM is turning

the continuous output into a binary output for decision making.

We chose 0.6 as an example of this process that practitioners

could use but another value could be chosen. Areas of suitable

habitat over a threshold of 0.6 were calculated in km2 using the

vector calculator function in QGIS.
3 Results

3.1 Results of broad-scale habitat
suitability models

For the seagrass presence points around the UK, Ireland and

Channel Islands, the mean values for the predictor variables were

calculated to provide an estimated niche for seagrass existence. The

mean depth for seagrass presence, calculated from bathymetry, was

6.7m (± 5.4 Standard Deviation), withmean PAR 12.1Mol.phot.m-

2.d-1 (± 8.1 S.D.), wave energy 1671 N.m2.s-1 (± 24577.4 S.D.),

energy from currents 119.5 N.m2.s-1 (± 218.5 S.D.), a salinity of 33.8

ppt ( ± 1.7 S.D.) and temperature of 8.4°C (± 1.1 S.D.).

The predictor variables used for the broad-scale HSM were

not found to have any collinearity issues. Variable importance

was calculated within the ‘sdm’ package in R, using methods

outlined in Elith et al. (2005) (Naimi and Araújo, 2016).

Bathymetry was the most influential variable (63% based on a

correlation matrix - COR, and 32.3% based on Area Under

Curve - AUC) followed by PAR at the seabed (Table 1). Results

from the ensemble models shown in Supplementary Material,

Table S4, show that all model algorithms ran successfully with
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AUC scores ≥ 0.9, Correlation coefficient ≥ 0.76, and True

Summary Statistic (TSS) ≥ 0.73.

As bathymetry was found to be the variable of highest

importance, large regions of shallow seabed around the UK,

Ireland and the Channel Islands were predicted as suitable

habitat for seagrass (Figure 5). However, this also included

areas of coastline exposed to high wave energy (for example,

south-west facing coastlines, see Supplementary Material,

Figures S3, S4). Wave energy was only found to have 0.8 to

0.9% importance as a predictor variable, which explains why

high energy sites were retained as suitable for seagrass growth

(Table 1). This highlights the need for better resolution predictor

variables, particularly where wave energy or exposure which is

known to have a direct effect on seagrass presence.
3.2 Results of high-resolution wave data

Liverpool Bay, West Pembrokeshire, and Scarweather

Centre for Environment, Fisheries and Aquaculture Science

(CEFAS) wave buoys provided hourly observations around the

Welsh coast. The observations during the period 1st March – 31st

March 2016 were utilised for model validation, due to the

availability of consistent observations at each of the three

buoys. Time series of simulated significant wave heights

during this period were directly compared with that of the

observed wave heights. The comparisons yielded R2 values of

0.87 for the West Pembrokeshire and Scarweather buoys, and

0.93 for the Liverpool Bay buoy, indicating that the

computational model is able to accurately simulate waves in

the Irish Sea.

In Figure 4, the mean January wave height from across

the five January model runs (2015-2019) at each of the four

study sites is shown, providing insight into the wave

characteristics at each location. At all four sites wave

heights were greatest offshore, with the greatest for the

more exposed Pembrokeshire site (2-2.5 m), and least for

the more sheltered East Anglesey site (1.25-1.35 m). The

waves quickly reduce in magnitude as the water depth reduces

(Figure 3), and where headlands provide natural shelter from

the predominant wave approach. This provides large areas

nearshore at each site with mean wave heights between 0.5-

1 m depending on the site.
3.3 Results of fine-scale habitat suitability
models

Many of the mean values for the predictor variables

restricted to the seagrass presence in the local restoration areas

varied substantially from the broad-scale data. The mean depth

for seagrass presence was considerably lower at 0.4 m (± 3.5
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S.D), wave energy at 160 N.m2.s-1 (± 403.3 S.D.) and energy from

currents 51.2 N.m2.s-1 (± 68.8 S.D). Optimal PAR was only

slightly higher at 14.1 Mol.phot.m-2.d-1 (± 7.3 S.D.) than for the

broad-scale seagrass presence. Salinity, temperature, and

modelled wave height varied depending on monthly average

(see Supplementary Data, Table S3). Mean temperature ranged

from 7.7°C in January to 18.7°C in August. Salinity ranged from

30.4 ppt in January to 31.7 ppt in March. Average slope that was
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calculated from the higher resolution bathymetry data was found

to be 89.9°.

Removal of colinear variables left mean wave height for

January; mean temperature for March; mean temperature for

August; mean temperature for October; mean salinity for

August; PAR at seabed; Bathymetry; Energy at seabed due to

currents and Slope of seabed. All remaining predictor variables

showed a pairwise correlation below 0.7 (Supplementary

Material, Figure S1). Variable importance changed significantly

in the fine-scale models in comparison to the broadscale models,

with wave height becoming much more influential in predicting

seagrass presence (Table 1, Supplementary Material, Figure S2).

The resulting predictions for suitable habitat for Z. marina are

shown in Figure 6 for each of the restoration site areas around

Wales, with model results shown Supplementary Material, Table

S4. All model algorithms resulted in AUC scores of equal to or

greater than 0.9 which can be interpreted as good or even

excellent predictions based on scales defined in other studies

(Araujo et al., 2005). The TSS (True Summary Statistic) is also a

useful model validation measure which is independent of

prevalence or size of dataset, a limitation for the smaller

restoration areas where presence data is low (Allouche et al.,

2006). TSS values closer to 1 show higher prediction accuracy,

and all models scored above 0.8. Random forest (RF) was found

to perform the best (AUC 0.98 ± 0.03 S.D., COR 0.83 ± 0.06 S.D.

and TSS 0.95 ± 0.09 S.D.) and flexible discriminate analysis

(FDA) the lowest scoring (AUC 0.9 ± 0.03 S.D., COR 0.54 ± 0.17

SD and TSS 0.82 ± 0.1 S.D.). Mean wave height (January) was

the most important variable based on the average correlation

metric (30.1% ± 24.9 S.D.) and the AUC metric (20.3% ± 20.8

S.D.) for all model runs, followed by PAR at seabed (COR 27.2%,

AUC 16.2%, see Table 1).

When the model was repeated with the low-resolution wave

energy data in place of the high-resolution wave height data, PAR at

the seabed (COR 31% ± 0.3 S.D., AUC 23% ± 0.2 SD), bathymetry

(COR 29.6% ± 0.2 SD, AUC 23% ± 0.2 S.D.) and mean temperature

in March (COR 29.3% ± 0.3 SD, AUC 16.8% ± 0.3 S.D.) were the

most important variables influencing habitat suitability (Table 1).

AUC, COR and TSS scores were lower in the model runs when the

lower resolution wave energy data was substituted suggesting the

model fits were not as successful as when high resolution wave height

data was included. Only two methods had an AUC mean score over

0.9 (FDA 0.96 ± 0.05 S.D. and MaxENT 0.92 ± 0.06 S.D.) and none

scored a TSS value ≥ 0.8 (Supplementary Material, Table S4).

Figures 6, 7 shows areas with probability ≥ 0.6 of being

suitable for Z. marina presence for the ensemble model using

low-resolution wave energy data and the high-resolution wave

height data for the different areas. The total suitable area ≥ 0.6

predicted from the HSM using the high-resolution wave data was

more than twice (13.69 km2) the predicted area from the HSM

using the low-resolution wave energy data (6.17C, Figures 6, 7).

Within the same areas, the area predicted to be ≥ 0.6 suitable for

seagrass from the broad-scale model was 92.3 km2.
TABLE 1 Summary of the variable importance based on Correlation
metric and AUC for each of the final models, for the broadscale UK
and Ireland model, the fine-scale model using lower resolution wave
energy data (open source EMODNet) and fine-scale model using high
resolution modelled wave height data (Delft3D).

Summary of relative
variable importance

Based on Corre-
lation metric (%)

Based on
AUC metric

(%)

UK & Ireland model

Currents 1 0.7

Waves 0.8 0.9

Temperature 4.7 3.6

Salinity 4.1 2

Bathymetry 63 32.3

PAR at seabed 19.3 12.5

Fine-scale model – Low-resolution Wave energy data

Waves (EMODNet) 8.8 7.9

Mean temp.mar 29.3 16.8

Mean temp.aug 13.6 3.7

Mean temp.oct 19.3 8.3

Mean sal.aug 10.9 4.1

PAR at seabed 31 23.3

Bathymetry 29.6 23

Currents 3 1.9

Slope 14.7 12.9

Fine-scale model – High-resolution modelled wave height data

Mean wave height.jan 30.1 20.3

Mean temp.mar 5.6 2.3

Mean temp.aug 17.3 11.3

Mean temp.oct 8.1 5.1

Mean sal.aug 3.8 2

PAR at seabed 27.2 16.2

Bathymetry 10.1 7

Currents 2.2 1.2

Slope 15.7 14.2
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FIGURE 3

(A) Delft3D Large computational domain and bathymetry, encompassing the Irish Sea and extending towards the Atlantic Ocean. Pink markers
indicate the positions of the Scarweather, West Pembrokeshire, and Liverpool Bay wave buoys. Grid cells are 1160 m x1850 m resolution.
Nested model domains at (B) West Anglesey (area 2); (C) East Anglesey (area 3); (D) Llyn Peninsula (area 1); and (E) Pembrokeshire (area 4).
Bathymetry data were taken from GEBCO and EMODnet datasets. Some topographical areas were also covered in this data layer which explains
the high positive values in depth range, but would not have affected outputs as these areas would not be covered by water so were avoided
in modelling.
FIGURE 4

Mean significant wave height from across the five January model runs (2015-2019) at the four selected sites. Top left – West Anglesey (area 2),
top right – East Anglesey (area 3), bottom left – Llyn Peninsula (area 1), bottom right – Pembrokeshire (area 4).
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4 Discussion

Determining where to invest limited financial resources for

restoration or environmental enhancement of species or

habitats requires appropriate decision support tools. Habitat

suitability models are a useful tool for assisting with this

process by identifying areas where species and habitats

should be able to exist based upon the environmental data

that are available. Here we provide a novel case study that

illustrates how the creation of high-resolution environmental

datasets, and the use of ensemble modelling techniques can

lead to more refined HSMs that better predict these windows of

opportunity for restoration, ultimately leading to a reduction

in environmental and financial risk attached to major

ecological improvement projects.
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Our study finds that potential seagrass restoration areas can be

defined to a much finer scale and more ecologically representative

level by incorporating targeted fine resolution Delft3D wave data in

marine habitat suitability models. Model validation results were

good for the initial broad-scale models using open access

environmental datasets, however the map outputs overpredicted

suitability in areas that would not be appropriate for seagrass

growth, such as very large swathes of exposed coastlines around

Anglesey Island (Natural ResourcesWales, 2009) and deep (>15 m)

regions such as offshore from themidWales coast with wave energy

the second to least important variable. The lower resolution of the

environmental data available at a broader scale will still identify

suitable regions for seagrass growth but the spatial overlap at this

scale makes it more difficult for differentiating where conditions are

most suitable within smaller areas.
FIGURE 5

Predicted habitat suitability for Zostera marina, based on ensemble model results for UK, Ireland and Channel Isles. The legend shows colour
scale for the probability of habitat suitability from yellow (low) to red (high).
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FIGURE 6

Areas of suitable seagrass habitat in green for the four chosen areas around Wales. Top left – West Anglesey (area 2), top right – East Anglesey
(area 3), bottom left – Llyn Peninsula (area 1), bottom right – Pembrokeshire (area 4). Maps shows results from ensemble model of 6 methods,
using presence only data and all the non-colinear variables including high-resolution wave height data. Overlayed is the vector layer outputs
when a threshold of >0.6 probability was applied to the model with low resolution wave data model (pink) and high-resolution wave data model
(blue) for comparison.
FIGURE 7

Difference in area (km2) predicted as suitable using ≥0.6 probability threshold for ensemble models using lower resolution wave energy data and
high-resolution wave height data.
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The results of the ensemble model using Delft3D wave data

appear to show appropriate predictions for seagrass growth at a

fine scale due to the higher resolution environmental predictors

of wave height and bathymetry. Mean wave height for January

obtained from the wave model was found to be the most

important variable for predicting seagrass suitability which is

the month predicted to have the highest wave heights and with

suitability increasing as wave height decreases. PAR at the seabed

was the second most important variable for predicting seagrass

presence in the four areas around Wales.

The open-source wave energy data used in the same ensemble

model was less important as a predictor variable, with slope and

bathymetry the most important factors. The resulting areas

predicted to be highly suitable for seagrass growth was found to

bemore than 50% lower when using the low-resolution wave data.

The use of ensemble modelling allowed a combination of

several model methods to provide predictions which will be more

robust to uncertainties that may arise from using a single method

(Araújo and New, 2007; Latif et al., 2013). This removes the need

for selecting a single ‘best’model which limits model selection bias

and reduces the need for removing predictor variables which is

often the case for step-wise model selection. This method is useful

for predictions in new areas where conditions may be different or

where data are lacking (Guisan et al., 2017).

The interpretation of HSM outputs can be relatively subjective

based upon prior knowledge of sites and the species in question.

The AUC, COR and TSS scores allowmodel comparisons and will

indicate those which best fit, however when the outputs are very

similar, visual interpretation is needed to assess if the results are

realistic. The model results show higher AUC, COR and TSS

scores when the high-resolution wave height data were included

for the smaller potential restoration areas. More areas were

suitable in areas 1 and 4, on the Llyn Peninsula and southwest

Wales coast, than the Anglesey and north coast areas (2 and 3).

This could be due to areas 2 and 3 having higher areas of intertidal

shoreline. Due to large resource requirements, the wave model

within Delft3D was not coupled to the tidal processes, and as such

wave modelling was carried out for the mean water level. The

wave modelling therefore does not provide data in the upper

intertidal, limiting prediction of wave heights in shallow extents,

especially where land is also obstructing potential wave energy,

and therefore this restricts the model areas to subtidal zones.

However, this issue was consistent with other open-source

environmental data such as PAR at the seabed, which highlights

the difficulties in extending marine HSMs into intertidal areas.

The wave height data were extrapolated to provide overlap in the

shallows, but only by 3 pixels to maintain data integrity as was

carried out for other environmental data layers. It can also be

argued that the use of high-resolution wave data is only really of

use in areas that are more affected by wave action, such as an open

bay where there is some gradient of wave exposure such as areas 1

and 4. It is possibly not so effective in areas that are heavily

sheltered from prevailing waves e.g. within an archipelago, or in a
Frontiers in Marine Science 12
109
north-east facing enclosed bay where other hydrodynamics may

be having more impact (e.g. tides and currents), which could be

the case for the shallow areas around Anglesey - areas 2 and 3. The

best way of testing this is to trial restoration in the sites and

compare results from the different outputs such as outlined by

Thom et al. (2018) which is the next step. Nonetheless, the results

do show where restoration should be more successful due to the

environmental conditions in all the areas and will provide a good

baseline for selecting sites for restoration in the future. This study

method provides evidence that the use of high-resolution wave

data such as the Delft3D used in this study, can improve model

outputs and highlights the importance of wave exposure as a

factor in determining seagrass presence.
5 Conclusions

Habitat suitability modelling is a valuable tool for the purposes

of conservation management and realising the risks of climate

change on key species but also for aiding in decision making for the

restoration of our marine systems. This study shows the benefits to

obtaining high resolution predictor variable data for HSM at small

regional scales. For predicting suitable conditions for seagrass, wave

height data at a higher resolution was found to be the most

important variable and model outputs were improved and

differed considerably in comparison to the use of low-resolution

wave energy data in its place. However, it should also be recognised

that there is a lack of availability of many environmental variable

data for the shallow coastal, including intertidal, areas. This has

implications for improving HSM for restoration enabling efforts to

be focused on areas where the chance of success will be highest.
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Araújo, M. B., and New, M. (2007). Ensemble forecasting of species
distributions. Trends Ecol. Evol. 22, 42–47. doi: 10.1016/j.tree.2006.09.010

Araujo, M., Pearson, R., Thuiller, W., and Erhard, M. (2005). Validation of
species-climate impact models under climate change. Glob. Change Biol. 11, 1504–
1513. doi: 10.1111/j.1365-2486.2005.001000.x

Beca-Carretero, P., Varela, S., and Stengel, D. B. (2020). A novel method
combining species distribution models, remote sensing, and field surveys for
detecting and mapping subtidal seagrass meadows. Aquat. Conserv. Mar. Freshw.
Ecosyst. 30, 1098–1110. doi: 10.1002/aqc.3312

Bertelli, C. M., Stokes, H. J., Bull, J. C., and Unsworth, R. K. F. (2022). The use of
habitat suitability modelling for seagrass: A review. Front. Mar. Sci. doi: 10.3389/
fmars.2022.997831

Bertelli, C. M., and Unsworth, R. K. F. (2018). Light stress responses by the
eelgrass, zostera marina (L). Front. Environ. Sci. 6. doi: 10.3389/fenvs.2018.00039

Blok, S. E., Olesen, B., and Krause-Jensen, D. (2018). Life history events of
eelgrass zostera marina l. populations across gradients of latitude and temperature.
Mar. Ecol. Prog. Ser. 590, 79–93. doi: 10.3354/meps12479

Booij, N., Ris, R. C., and Holthuijsen, L. H. (1999). A third-generation wave
model for coastal regions 1. model description and validation. J. Geophys. Res.
Ocean. 104, 7649–7666. doi: 10.1029/98JC02622

Danovaro, R., Aronson, J., Cimino, R., Gambi, C., Snelgrove, P. V. R., and Van
Dover, C. (2021). Marine ecosystem restoration in a changing ocean. Restor. Ecol.
29, 1–8. doi: 10.1111/rec.13432

D’Avack, E. A. S., Tyler-Walters, H., Wilding, C., and Garrard, S. M. (2019). “Zostera
(Zostera) marina beds on lower shore or infralittoral clean or muddy sand,” in Marine
life information network: Biology and sensitivity key information reviews. Eds. H. Tyler-
Walters and K. Hiscock Available at: https://www.marlin.ac.uk/habitats/detail/257.

Davison, D. M., and Hughes, D. J. (1998). Zostera biotopes 1. an overview of
dynamic and sensitivity characteristics for conservation management of marine
SACs.

Dennison, W. C., and Alberte, R. S. (1985). Role of daily light period in the depth
distribution of zostera marina (eelgrass). Mar. Ecol. Prog. Ser. 25, 51–61.
doi: 10.3354/meps025051
Duarte, C. M. (1991). Seagrass depth limits. Aquat. Bot. 40, 363–377.
doi: 10.1016/0304-3770(91)90081-F

Elith, J., Ferrier, S., Huettmann, F., and Leathwick, J. (2005). The evaluation
strip: A new and robust method for plotting predicted responses from species
distribution models. Ecol. Model. 186 (3), 280–289.

EUSeaMap (2012). EUSeaMap technical appendix no. 1 light data and thresholds.

Fonseca, M. S., and Bell, S. S. (1998). Influence of physical setting on seagrass
landscapes. Mar. Ecol. Prog. Ser. 171, 109–121. doi: 10.3354/meps171109

Furman, B. T., and Peterson, B. J. (2015). Sexual recruitment in zostera marina:
Progress toward a predictive model. PloS One 10, 1–20. doi: 10.1371/
journal.pone.0138206

Gamble, C., Debney, A., Glover, A., Bertelli, C., Green, B., Hendy, I., et al. (2021).
Seagrass restoration handbook UK & Ireland.

GEBCO Bathymetric Compilation Group 2020 (2020). “The GEBCO_2020 grid
- a continuous terrain model of the global oceans and land,” (NERC, UK: British
Oceanographic Data Centre, National Oceanography Centre). doi: 10.5285/
a29c5465-b138-234d-e053-6c86abc040b9

Green, A. E., Unsworth, R. K. F., Chadwick, M. A., and Jones, P. J. S. (2021).
Historical analysis exposes catastrophic seagrass loss for the united kingdom. Front.
Plant Sci. 12. doi: 10.3389/fpls.2021.629962

Guisan, A., Thuiller, W., and Zimmermann, N. E. (2017).Habitat suitability and
distribution models: With applications in R (ecology, biodiversity and conservation)
(Cambridge: Cambridge University Press). doi: 10.1017/9781139028271

Harisena, N. V., Groen, T. A., Toxopeus, A. G., and Naimi, B. (2021). When is
variable importance estimation in species distribution modelling affected by spatial
correlation? Ecography (Cop.). 44, 778–788. doi: 10.1111/ecog.05534

Hersbach, H., Bell, B., Berrisford, P., Biavati, G., Horányi, A., Muñoz Sabater, J.,
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Typhoons threaten individuals’ lives and property. The accurate prediction of

typhoon activity is crucial for reducing those threats and for risk assessment.

Satellite images are widely used in typhoon research because of their wide

coverage, timeliness, and relatively convenient acquisition. They are also

important data sources for typhoon cloud image prediction. Studies on

typhoon cloud image prediction have rarely used multi-scale features, which

cause significant information loss and lead to fuzzy predictions with insufficient

detail. Therefore, we developed an enhanced multi-scale deep neural network

(EMSN) to predict a 3-hour-advance typhoon cloud image, which has two

parts: a feature enhancement module and a feature encode-decode module.

The inputs of the EMSN were eight consecutive images, and a feature

enhancement module was applied to extract features from the historical

inputs. To consider that the images of different time steps had different

contributions to the output result, we used channel attention in this module

to enhance important features. Because of the spatially correlated and spatially

heterogeneous information at different scales, the feature encode-decode

module used ConvLSTMs to capture spatiotemporal features at different scales.

In addition, to reduce information loss during downsampling, skip connections

were implemented to maintain more low-level information. To verify the

effectiveness and applicability of our proposed EMSN, we compared various

algorithms and explored the strengths and limitations of the model. The

experimental results demonstrated that the EMSN efficiently and accurately

predicted typhoon cloud images with higher quality than in the literature.

KEYWORDS

typhoon, Himawari 8, satellite image prediction, multi-scale feature fusion,
deep learning
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1 Introduction

Typhoons are synoptic-scale storms that originate in the

tropical oceans. They absorb large amounts of water vapor from

warm tropical oceans that condense at high altitudes and form a

low-pressure center (Anduaga, 2019). As the pressure changes and

the earth moves, the incoming air swirls, resulting in a tropical

cyclone that can eventually evolve into a typhoon if the sea

temperature is sufficiently high. Typhoons are one of the most

destructive weather events in coastal areas (Defu et al., 2009) and

can cause direct disasters, such as gales, rainstorms, and storm

surges, as well as secondary disasters, such as floods, landslides, and

mudslides, all of which seriously threaten the safety of individuals

and property (Zhang and Chen, 2019; Yu et al., 2020; Jia et al.,

2020). During 1970–2010, there were 637 landfalling typhoons

worldwide, 195 of which reached major intensity (Weinkle et al.,

2012). The average number of typhoons in individual countries is

46 per year, and many typhoons affect multiple countries (Shultz

et al., 2005). In addition, the intensity of typhoons is likely to

increase (Hoque et al., 2017). Therefore, typhoon research is

essential to reducing the damage from typhoon disasters. In

addition to developing and establishing typhoon engineering

works and reinforcing defenses, accurately predicting typhoon

activity is the most fundamental measure.

Typhoons are large-scale meteorological systems that

require the observation of vast geographical areas. They also

demand real-time responsiveness to minimize damage. Based on

these considerations, satellite data are highly suitable for

typhoon research owing to their wide coverage, timeliness, and

relatively convenient acquisition. Satellite-based techniques have

been an effective means of typhoon research because the

movement and density of typhoons can be determined based

on cloud patterns. Specifically, the outer bands of cumulonimbus

clouds indicate the direction of movement, and the cloud pattern

surrounding the typhoon eye reflects the location and intensity

of the typhoon (Kovordányi and Chandan, 2009) .

Meteorologists use satellite images to analyze and predict

various aspects of typhoons. Zhang et al. (2005) located

typhoons using a rotational location method by finding feature

points. Jaiswal et al. (Neeru and Kishtawal, 2010) used the helix

fitting method to determine typhoon centers based on the special

structure of mature typhoons. In addition to traditional

morphological methods, deep learning technologies have been

used for typhoon detection and location. Wang et al. (Wang

et al., 2021) detected typhoon centers using a fast R-CNN.

Because typhoons can be located using satellite images,

typhoon tracks can also be calculated using imaging

sequences. Hong et al. (2017) predicted the typhoon position

from a single satellite image and then calculated the typhoon

track based on subsequent consecutive images. Thus, future

typhoon behavior can be predicted using continuous

satellite images.
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With the development of artificial intelligence, image

prediction technology has significantly improved. For example,

convolutional neural networks are a widely used deep learning

method for extracting spatial features and are extensively used in

image research (Khan et al., 2020). Sequence-learning problems

are often solved using recurrent neural networks (RNNs)

(Salehinejad et al., 2017). Based on RNNs, Ranzato et al.

(2014) presented a recurrent convolutional neural network

architecture that connects convolutional layers at the

beginning and end of an RNN. Shi et al. (Xingjian et al., 2015)

proposed a convolutional LSTM (ConvLSTM) architecture and

combined convolutional and recurrent layers to extract dynamic

temporal and spatial information. They later proposed a new

model, trajectory GRU (TrajGRU), which dynamically learns the

location-variant structure of recurrent connections (Shi et al.,

2017). Based on ConvLSTM, Wang et al. (2017) proposed a new

structure called spatiotemporal LSTM (ST-LSTM), in which

spa t i a l and tempora l in format ion can be s tored

simultaneously. Autoencoders (Tschannen et al., 2018) and

generative adversarial networks (GANs) (Zhaoqing et al.,

2019) are also widely used for image and video prediction.

However, because of the absence of high-quality processed

satellite datasets and the complex evolution of satellite images

(Moskolaï et al., 2021), predicting satellite data remains difficult,

and simply applying the image prediction models to this

problem cannot yield satisfactory results.

For example, Xu et al. (2019) combined WGAN and LSTM

to predict satellite images, but their evaluation method only

evaluates the shape of clouds, not their density. Hong et al.

suggested an autoencoder model that uses convolutional and

ConvLSTM layers to extract features and generate future satellite

images. Their study also explored the application of LSTM and

ConvLSTM in the model and found that the former was

unsuitable for feature extraction from images, which also

called into question the efficacy of the model of (Xu et al.,

2019) in overcoming the satellite image prediction problem.

However, the spatial resolution of the satellite data used in their

research was too low to observe clouds. Lee et al. (2019) referred

to (Hong et al., 2017b) and proposed an advanced model with

better image prediction than those in (Xu et al., 2019) and (Hong

et al., 2017b), but it was insufficient. Typhoon research involves

large-scale problems that require downsampling operations to

mitigate calculation costs. However, repeated downsampling of

data results in the loss of detail and the production of poor-

quality predicted images. Notably, satellite image prediction

models rarely consider this factor.

To solve this problem, we constructed an enhanced multi-scale

deep neural network (EMSN) with a feature enhancement method

and a multi-scale feature fusion strategy to discover the

relationships between historical and future images and predict

clearer typhoon cloud images than in the literature. Through the

channel attention mechanism, the network extract features from
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the input images and focuses on important features. Next, the

encode-decode module captures the spatiotemporal relationships

of the enhanced features at different scales. Additionally, to further

improve the quality of the predicted images, we used skip

connections between the encoder and decoder to account for

information loss caused by downsampling.

A summary of the contributions of this study is as follows:
Fron
(1) Input images from different time steps have different

contributions to the model. Hence, we designed a feature

enhancement module that uses a channel attention

module to extract useful characteristics to enhance

important features and suppress useless features.

(2) To consider the variability of typhoon motion and the

complexity of feature maps, we designed a symmetrical

encode-decode module to capture spatiotemporal rules.

A multi-scale feature fusion strategy was implemented

to reduce information loss during downsampling and

fully use the features of different scales.

(3) Based on the steps, we propose a novel EMSN to predict

typhoon cloud images. Extensive experiments based on

the Himawari 8 dataset demonstrate the effectiveness of

the proposed model.
The remainder of this paper is organized as follows: Section

2 describes the problem and introduces the dataset and the

proposed network for typhoon cloud image prediction. Section 3

describes the experiments conducted to demonstrate the

effectiveness of the proposed model and discusses the results,

and Section 4 presents the conclusions.
2 Methodology

In this section, we describe the data and network structure used

in this study. Specifically, we model the typhoon cloud image
tiers in Marine Science 03
114
prediction problem, introduce the study data, area, and our

proposed network, and describe the experimental environment.
2.1 Statement of the problem

Typhoon cloud image prediction can be regarded as a video

prediction problem for forecasting subsequent frames based on

previously observed frames. Our observation area was anM × N

grid, and we used the vector I ∈ RM × N to represent the satellite

image. We recorded j observed satellite images as X = {It − j + 1,

…,It − 1} and used Y = {It + 1,…,It + k} to represent the next k

frames generated by the prediction model; Ŷ =  fÎ t   +   1,…,

Î t   +   kg represents the corresponding ground truth frames.

Therefore, our prediction problem was modeled as a pixel-

to-pixel regression problem from X to Y , which aimed to

minimize the error between Y and Ŷ as follows:

Î t+1,…, Î t+k = argmax
It+1,…,It+k

 p It+1,…, It+kjIt−j+1,…, It−1
� �

1ð Þ
2.2 Dataset and study area

Our research was based on satellite images from Japan’s

eighth geostationary meteorological satellite, Himawari 8, which

generates images with spatial resolutions of 2 km (6,001 × 6,001)

and 5km (2,401 × 2,401) every 10 min. The Advanced Himawari

Imager on Himawari 8 has 16 bands: three visible bands, three

near-infrared bands, and 10 infrared bands (Bessho et al., 2016).

In general, according to the wavelength range, satellite cloud

images can be divided into visible light, water vapor, and

infrared images (Figure 1). Visible images have the clearest

cloud texture, but visible bands can only be measured during

the daytime. Water vapor images only reflect water vapor

information in the upper-middle troposphere. Infrared bands

most effectively detect clouds of various layers at any time of day
FIGURE 1

Satellite images of H8: left, a visible image; middle, a water vapor image; and right, an infrared image. The country borders in yellow show the
spatial scale of the satellite data.
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and are suitable for our research. Our work focuses more on

building a model for typhoon cloud image prediction than

exploring the differences between infrared bands. To conduct

calculations efficiently, we used band 13 as the source of

experimental data.

Our study aimed to predict future satellite images and

observe typhoon activity. Hence, we used only satellite images

of typhoon clouds. Data were collected between July 2015 and

October 2021, and they comprised 145 typhoons (Japan

Meteorological Agency (JMA), 2018). At each location,

observations were made at 6-hour intervals. However, because

typhoons occurred between these observations, we filtered

typhoon-related satellite images at 1-hour intervals. The

geographical range of an H8 image is between 60°S–60°N

latitude and 80°E–160°W longitude and includes many areas

where typhoons have never occurred. Thus, we used part of the

Northwest Pacific to collect observations (15°S–50°N, 100°E–

165°E) because strong typhoons frequently occur in this

area (Figure 2).
2.3 Data processing

Satellite images inevitably have some missing data; thus,

we filtered the abnormal data. After sorting by time, the

sliding window method was used to create the dataset. A

time interval of 3 h (Xu et al., 2019) was used to build

sequences. We used this interval because it contained more

variation between two adjacent satellite images than the 1-

hour interval did (Hong et al., 2017b) and used less training

time for the model than the 6-hour interval did (Rüttgers

et al., 2019). To determine the hyperparameter of the

historical frames (denoted by m ), we trained and tested

cases with m = 4 (Rüttgers et al., 2019), 6 (Hong et al., 2017b),

8 (Xu et al., 2019), and 10. For each case, we used an ( m + 1
Frontiers in Marine Science 04
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)-frame wide sliding window and an (m/2) -frame sliding step

to create the sequences. Ultimately, m = 8 produced the best

results. In the cases ofm = 4 and 6, the movement of typhoons

was not sufficiently captured; for m = 10, model performance

worsened owing to the reduced size of the training dataset.

Therefore, we used a 9-frame wide sliding window and a 4-

frame sliding step to create the sequences. The resulting

dataset contained 5,160 sequences, each comprising eight

input frames and one ground truth. These sequences were

then divided into training, validation, and test datasets at a

ratio of 6:2:2 (i.e., 3,096 for training, 1,032 for validation, and

1,032 for testing).

The original pixel size of H8 satellite images would have

caused memory limitations; thus, we resized the images to 481 ×

481 pixels and selected patches of 260 × 260 pixels that

corresponded to the research area (15°S–50°N, 100°E–165°E).

To facilitate multiple downsamplings in the experiments, we

cropped the data to 256 × 256 pixels from the upper left corner

before normalizing the training, validation, and test datasets by

setting I = I−min(I)
max (I)−min(I) to accelerate model convergence.
2.4 Network structure

2.4.1 Overview
We used several lightweight modules to build the model,

considering its effectiveness in practical applications. As shown

in Figure 3, the proposed EMSN used eight observed satellite

images (i.e., t1,t2,…,t8 ) as inputs and predicted the subsequent

image (i.e., t9 ) as output. EMSN consists of mainly of feature

enhancements and encode–decode modules.

The feature enhancement module is a preprocessing module

that receives inputs and obtains a set of enhanced feature maps.

Subsequently, the encode–decode module captures the

spatiotemporal relationships of the feature maps and encodes
FIGURE 2

Research area map. Part of the Northwest Pacific (15°S–50°N, 100°E–165°E).
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them into hidden states, which are decoded into the output

image. The detailed structure of the proposed network is listed

in Table 1.

2.4.2 Feature enhancement module
The feature enhancement module is the preprocessing

module of the EMSN, which comprises two convolutional

layers and a channel attention module. Figure 4 shows the

module structure. First, the convolutional layers extract scale-

invariant features from the input images. These feature maps

have multiple channels, some of which are not useful. A channel

attention module was implemented after the convolutional

layers to enhance important features and suppress useless
Frontiers in Marine Science 05
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features. As shown in Figure 4, the channel attention we used

was a squeeze-and-excitation network (Hu et al., 2018) that

automatically determined the relevance of each channel and

then assigned appropriate weights.

2.4.3 Encode–decode module
The encode–decode module is the core of the EMSN and has

two parts: the basic model and the multi-scale feature fusion

module. The basic model is a symmetrical autoencoder. A multi-

scale feature fusion module was applied between the encoder

and decoder to pass the information on (Figure 5).

Both the encoder and decoder of the basic model consisted of

three blocks, each of which had three layers: the convolutional layer
TABLE 1 Architecture of EMSN.

Module Block Layer Kernel size Stride Output size

Feature Enhancement Module

– Conv 1 3×3 (1, 1) 256×256×16

– Conv 2 3×3 (1, 1) 256×256×32

– Channel Attention 3×3 (1, 1) 256×256×32

Encoder

E-Block 1
Conv 3×3 (2, 2) 128×128×64

ConvLSTM 3×3 (1, 1) 128×128×64

E-Block 2
Conv 3×3 (2, 2) 64×64×128

ConvLSTM 3×3 (1, 1) 64×64×128

E-Block 3
Conv 3×3 (2, 2) 32×32×256

ConvLSTM 3×3 (1, 1) 32×32×256

Decoder

D-Block 3
ConvLSTM 3×3 (1, 1) 32×32×256

TransposeConv 4×4 (2, 2) 64×64×128

D-Block 2
ConvLSTM 3×3 (1, 1) 64×64×128

TransposeConv 4×4 (2, 2) 128×128×64

D-Block 1
ConvLSTM 3×3 (1, 1) 128×128×64

TransposeConv 4×4 (2, 2) 256×256×32

Feedforward Module
– Conv 1 3×3 (1, 1) 256×256×16

– Conv 2 3×3 (1, 1) 256×256×1
FIGURE 3

Overview of EMSN. EMSN consists of a feature enhancement module, encode–decode module, and feedforward module.
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(or transposed convolutional layer) for changing feature map sizes,

the activation function layer for adding nonlinear factors, and the

ConvLSTM layer to capture spatiotemporal relationships.

Owing to the large observation area and complex

evolutionary rules of the typhoon cloud image sequences

mentioned in Section 1, we used the multi-scale feature fusion

module to acquire additional details. The inner structure of the

module is shown in Figure 6.

As shown in Figure 6, the multi-scale feature fusion module

has two parts: multi-scale spatiotemporal feature capturing and

same-stage feature reuse. The encode–decode module uses {X1,

X2,…,X8} as inputs, where Xi is the enhanced feature of the

ith (i=1, 2,…, 8) observed image. Each time the data passed

through the convolutional layer; the feature sizes were reduced

by half. Thus, the resized features of the three different scales

were obtained through the three blocks. These feature maps of

different scales contain information at different granularities. As

shown in Figure 6, these resized feature maps were passed

through the ConvLSTM layers to learn spatiotemporal rules.

In Figure 6, hni is the hidden state of the ith (i=1,2,…,7) input

frame at the nth (n=1,2,3) ConvLSTM layer, which was used in

the encoder to pass spatiotemporal information from the

previous frame to the subsequent frame.
Frontiers in Marine Science 06
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Downsampling of the encoder by convolutional layers

results in the loss of information on typhoon clouds, and the

feature maps obtained by multiple blocks are highly abstract.

Therefore, we implemented the same-stage feature reuse strategy

to use other low-level features in the decoder. In Figure 6, Hn is

the hidden state of the last memory unit in the nth ConvLSTM

layer (i.e., hn8), which is used as the input of the corresponding

ConvLSTM unit in the decoder. Furthermore, Fn is the feature

map of the last input frame at the nth convolution layer, and On

is the output of the ConvLSTM layer in the nth block of the

decoder . These values are then summed to acquire the new

input of the convolution layers in the nth block of the decoder.

Through the encode–decode module, both detailed information

and global information were conserved, and the model

generated a clear prediction frame.
2.5 Implementation details

We implemented all the models based on Python 3.8 with an

NVIDIA GeForce RTX 3090 GPU card. We chose the Adam

optimizer for gradient optimization, with a batch size of 16 and

L1 loss. The initial learning rate was set to 1e−3, and the learning
FIGURE 5

Encode–decode module. The symmetric basic model comprises convolutional layers and ConvLSTM layers. A multi-scale feature fusion module
is added between the encoder and the decoder.
FIGURE 4

Feature enhancement module: two simple convolutional layers and a channel attention module.
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rate was reduced by half when the valid loss did not decrease

over 10 epochs. The total training epoch was set to 500, with an

early stopping strategy of 75 epochs.
3 Experiments and results

3.1 Evaluation metrics

The mean squared error (MSE), peak signal-to-noise ratio

(PSNR), and structural similarity index (SSIM) were used to

evaluate the performance of the models. We use and to denote

prediction and ground truth, respectively. The criteria are

expressed as follows:

MSE p, gð Þ = 1
WHo

W

i=1
o
H

j=1
pi,j − gi,j
� �2

2ð Þ

PSNR p, gð Þ = 10� log10
MAX2

MSE p,gð Þ 3ð Þ

SSIM p, gð Þ = 2mpmg+c1ð Þ� 2spg+c2ð Þ
m2
p+m2

g+c1ð Þ� s 2
p +s 2

g +c2ð Þ 4ð Þ

where W and H are the width and height of the image,

respectively; MAX is the maximum pixel value in the image;
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mp and mg are the average pixel values of p and g respectively; sp
and sg are the variances of p and g , respectively; and spg is the
covariance of p and g . In addition, c1=(k1L)

2 and c2=(k2L)
2 both

of which are constants used to maintain stability; L is the

dynamic range of pixel values; and k1=0.01 and k2=0.03 .

MSE and PSNR are the most widely used image quality

assessment algorithms and reflect the difference in pixel values.

SSIM evaluates the structural similarity between two images.

Small values of MSE or large values of PSNR and SSIM indicate

that the predicted images are similar to the ground-truth images.
3.2 Experiments on the proposed
network

In this section, we introduce the process of finding the best

model structure and hyperparameters for our proposed EMSN.

All models were trained using the same hyperparameters.
3.2.1 Exploration of the basic model
Because of the state-of-the-art performance achieved by

using convolutional and ConvLSTM-based models (Lee et al.,

2019), we analyzed various model structures and network

hyperparameter settings of the convolutional and ConvLSTM
FIGURE 6

Inner structure of feature fusion module, including multi-scale spatiotemporal feature capturing and same-stage feature reusing.
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networks. Table 2 lists the experimental results of the basic

model under various settings.

First, we reproduced the model proposed in (Lee et al.,

2019), and experiment 1 used the structure of MCSIP’s satellite

image predictor. Next, we gradually modified the model settings

in MCSIP. As mentioned in Section 2.4.3, MCSIP is a

feedforward neural network with a structure that results in

inevitable information loss. In experiment 2, we applied the U-

Net (Siddique et al., 2021) structure to the model. A symmetric

three-layer ConvLSTM structure was added before upsampling,

and the three hidden states of the encoder ConvLSTM layers

were used as inputs to the decoder ConvLSTM layers. The

results demonstrated that the hidden states of each

ConvLSTM layer benefited the network, and their use in the

decoder improved model performance. The MCSIP used nearest

neighbor sampling to enlarge the image sizes but, experiment 3

used deconvolution layers. The results showed that

deconvolution was superior to nearest neighbor interpolation

in our model, possibly because the deconvolution layers

dynamically learn the resizing parameters. We then compared

the impacts of stacking different numbers of ConvLSTM layers

on model performance. The results of experiments 3–6 revealed

that the three-layer ConvLSTM module most effectively

captured the spatiotemporal relationships among satellite

images. As the number of ConvLSTM layers increased, model

performance first improved before worsening after this

optimum. This initial improvement in performance may have

been due to increasing ConvLSTM layers, deepening the

network, and—thus—strengthening its ability for nonlinear

fitting. The later deterioration of performance may have been

due to limited quantities of data and overfitting resulting from

too many layers.

Based on our results, we applied the symmetric autoencoder

as the basic structure of our model, in which the encoder uses

five convolutional layers to downsample and three ConvLSTM

layers to capture spatiotemporal relationships. The decoder uses

three additional ConvLSTM layers and five deconvolution layers

for upsampling.
Frontiers in Marine Science 08
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3.2.2 Ablation experiments on multi-scale
components

Typhoon cloud image prediction is a large-scale problem.

Features of different scales that contain different information are

obtained through convolution layers. Using features computed

at multiple scales facilitates detailed predictions. Therefore, to

fuse these features, we attempted to add several components to

the basic model, the experimental results of which are listed

in Table 3.

The models in Section 3.2.1 followed the structure of MCSIP,

which downsampled images with several convolution layers

before capturing spatiotemporal relationships with ConvLSTM

layers. In this structure, models only learn the spatiotemporal

rules of the most abstract features because the ConvLSTM layers

assess feature maps at the smallest scale. To enable our model to

use detailed geometric information, we attempted to capture

spatiotemporal relationships at large scales using convolutional

layers and ConvLSTM layers in a staggered arrangement. The

results of experiments 1 and 2 illustrate that interleaving

convolutional layers and ConvLSTM layers helped the model

learn more details and improve performance.

In addition, to explore the most suitable feature extraction

scale for the typhoon cloud image prediction problem, we

conducted experiments on four downsampling scales based on

a cross-arranged network. In each iteration, we maintained the

total number of convolution layers (i.e., five) but changed the

number of convolution layers that halved the feature sizes.

According to the results of experiments 2–5, as the scale of the

downsampling decreased, the model performance first improved

and then worsened after an optimum of 3 as the best

downsampling scale.

Furthermore, images inevitably lose information during

downsampling, and reusing these large-scale features during

the upsampling process can enrich the details of the final

output. Therefore, we implemented a skip connection module

at the same stage. After considering computational complexity,

we chose the add operation (He et al., 2016) rather than the

concatenation operation (Huang et al., 2017). Because the input
TABLE 2 Experimental results of basic model with various settings.

No. ConvLSTM Symmetric Deconv MSE ↓ PSNR ↑ SSIM ↑

1 3 × × 0.014252 18.515 0.77405

2 3 √ × 0.013397 18.805 0.79977

3 3 √ √ 0.012571 19.099 0.81418

4 2 √ √ 0.013060 18.937 0.80917

5 4 √ √ 0.013051 18.909 0.80050

6 5 √ √ 0.013161 18.869 0.80078

No. denotes the experiment number. ConvLSTM denotes the amount of ConvLSTM layers used in the encoder. Symmetric represents the use of a symmetric ConvLSTM structure in
the decoder. Deconv signifies the use of a deconvolution layer for upsampling. The best result is marked in bold.
fron
tiersin.org

https://doi.org/10.3389/fmars.2022.956813
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org


Wang et al. 10.3389/fmars.2022.956813
and output of the encode–decode module had different

dimensions (i.e., the input shape was 8 × 256 × 256 and the

output shape was 256 × 256), we attempted three additive

methods: only adding the last frame of inputs, separately adding

each frame of inputs with the same weights, and separately

adding each frame of inputs with learnable weights. Based on the

results of experiments 6–8, skipping connections was an effective

strategy, and only adding the last frame of inputs was the best

additive method.

To illustrate the effectiveness of the feature fusion module

more intuitively than in the prior experiment, we considered

Typhoon Yutu (October 2018) and visualized the predicted

images of the experiments in Table 3 (Figure 7). Our proposed

model predicted future typhoon satellite images in the Northwest

Pacific and performed well in terms of cloud shape and texture.

Figure 7A shows the predicted image of our basic model without

the feature fusion module (i.e., experiment 1). Although the basic

model effectively captured the overall distribution of clouds,
Frontiers in Marine Science 09
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details were missing. Figure 7B shows the predicted image of

the model with multi-scale spatiotemporal feature capturing (i.e.,

experiment 4) and is substantially clearer than that in Figure 7A.

Figure 7C shows the predicted image of the model with both

multi-scale spatiotemporal feature capturing and same-stage

feature reuse (i.e., experiment 8), which performs better than

the model in Figure 7B in cloud shape prediction. From

Figures 7A-C, the image quality gradually improved, particularly

within the red box. Specifically, as shown in Figure 7A, the spiral

cloud bands around the center of the typhoon were fragmented

rather than coherent and complete. In Figures 7B, C, the spiral

characteristics of the typhoon clouds are more obvious than those

in Figure 7A. We compared Figures 7B, C, and the spiral cloud

bands of the latter are smoother than those of the former and

better show the typhoon movement trend than the former does.

Therefore, the multi-scale feature capturing strategy and the

same-stage feature reuse method excelled in typhoon cloud

image prediction.
TABLE 3 Experimental results of adding multi-scale components.

No. Cross Scale Skip
MSE ↓ PSNR ↑ SSIM ↑

Each Weighted Last

1 × 5 × × × 0.012571 19.099 0.81418

2 √ 5 × × × 0.012343 19.355 0.81741

3 √ 4 × × × 0.012275 19.525 0.81766

4 √ 3 × × × 0.011575 19.647 0.82954

5 √ 2 × × × 0.012152 19.432 0.82785

6 √ 3 √ × × 0.011886 19.481 0.82651

7 √ 3 × √ × 0.011565 19.641 0.83096

8 √ 3 × × √ 0.011394 19.672 0.83339

The best result is marked in bold.
fron
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FIGURE 7

Visual results of adding multi-scale components. First-row images are the inputs. Second-row images are outputs of different networks. (A) is
the basic model; (B) is the model with multi-scale spatiotemporal feature capturing; (C) is the model with both multi-scale spatiotemporal
feature capturing and same-stage feature reuse; and (D) is the ground truth.
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3.2.3 Ablation experiments on channel
attention

The input to our model was a sequence of consecutive

satellite images, and the closer an image is to the present time,

the greater its impact on the predicted image. After feature

extraction by convolution layers, we obtained multiple feature

maps with different representations; however, only some of these

feature maps benefited our model. Therefore, the dependency of

the output on each channel of the input differed; to refine the

intermediate features and assign relative importance to each

channel, we implemented a channel attention module before the

multi-scale feature capturing module. In this section, we review

s e v e r a l e xp e r imen t s on t h e impa c t o f c h anne l

attention (Table 4).

SENet is a classic channel attention module with a squeeze-

and-excitation structure. The original SENet (Hu et al., 2018)

adopted global average pooling to encode the entire spatial

feature of a channel as a global feature. It was proposed by

(Woo et al., 2018) that average pooling and maximum pooling

have different representation effects; thus, we used maximum

pooling alone and combined with average pooling in

experiments 3 and 4, respectively. Based on these results, the

best values of PSNR and SSIM belonged to models with channel

attention, demonstrating that it increased model performance.

Because the changes in the three indicators were inconsistent, we

further evaluated them through visualization and used Typhoon

Krosa (August 2019) as an example to increase the robustness of

our conclusions (Figure 8).

Figure 8 shows the visualized results of models with different

attentions. The cloud texture can be easily distinguished in

Figures 8B–D (i.e., models with channel attention), which are

clearer than those in Figure 8A (i.e., models without channel

attention). Moreover, Figure 8C (i.e., the model with channel

attention using maximum pooling) exhibits the highest

performance. The red box highlights the differences between

the predicted images. In Figure 8C, the details of the typhoon

clouds are most evident. The typhoon cloud marked by the red

box in Figure 8E (i.e., the ground truth) has a clear eye and ring-

shaped eyewall, which is also predicted only in Figure 8C.

Therefore, combining the experimental and visualization

results illustrates that channel attention improves model
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performance and that using maximum pooling to squeeze can

result in the best performance.

3.2.4 Comparison of spatiotemporal capture
units

As mentioned in Section 1, convolutional GRU (Wang et al.,

2018; Tian et al., 2019) (ConvGRU), trajectory GRU (Shi, 2018;

Gan and Hui, 2020) (TrajGRU), spatiotemporal LSTM (Feng,

2019; Wang et al., 2021) (ST-LSTM), and convolutional LSTM

(Mukherjee et al., 2019; Lin et al., 2020) (ConvLSTM) are widely

used in video prediction. To prove that our proposed structure

applies to all spatiotemporal capture units and to determine the

best one for typhoon cloud image prediction, we compared the

variations in the RNN with the EMSN. The experimental results

are listed in Table 5.

The model using ConvLSTM had the best performance, with

one best result and two second-best results according to the

evaluation metrics. The model using ST-LSTM had the worst

performance, with the worst results in all three metrics. The

predictions were visualized (Figure 9). Each image is similar to

that in Figure 9E (i.e., the ground truth), which verifies the

effectiveness of the EMSN. However, in the comparison of

Figures 9A–D, the latter (i.e., ConvLSTM) shows greater detail

and clearer spiral cloud bands than the former. Mature Typhoon

Saola (October 2017) is marked with a red box. According to

Figure 9E, there is an obvious typhoon eye in the center of the

cloud, and the comma-shaped eye area points approximately in

the north-south direction. Except for Figure 9D, the images did

not predict eye structure well.

Furthermore, we generated different images between the

ground-truth satellite images and predicted satellite images

(Figure 10). In these images, the brighter the color, the larger

the pixel difference, and vice versa. The white box in Figure 10

and the red box in Figure 9 mark the same area (i.e., the typhoon

eye area). Figure 10D (i.e., ConvLSTM) is much darker than the

other images; thus, ConvLSTM outperforms other RNN

variations in the EMSN.

Based on the experimental results, visualization results, and

difference images, the proposed EMSN accurately predicts

typhoon cloud images, and ConvLSTM is the best

spatiotemporal capture unit for the EMSN.
TABLE 4 Experimental results of adding the channel attention module with different pooling methods.

No. AvgPool MaxPool Avg+Max MSE ↓ PSNR ↑ SSIM ↑

1 × × × 0.011394 19.672 0.83339

2 √ × × 0.011834 19.542 0.81879

3 × √ × 0.011435 19.733 0.82982

4 × × √ 0.011524 19.680 0.83446

The best result is marked in bold; the second-best result is underlined.
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4 Conclusion

In this study, an EMSN was developed for typhoon cloud

image prediction. To improve the extraction of useful

information from multiple input images, we designed a feature

enhancement module to focus on meaningful features and

remove worthless features. Additionally, to utilize both high-
Frontiers in Marine Science 11
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level semantic features and low-level detail features to generate

clearer predicted images than in the literature, we designed a

symmetric structure to fuse features at different scales, which

used a multi-scale feature capturing strategy and a same stage

feature reusing method. Based on a typhoon cloud image dataset

collected from Himawari 8, extensive experiments were

conducted to demonstrate the effectiveness of EMSN. The
A B D EC

FIGURE 8

Visual results of adding the channel attention module with different pooling methods; the second row displays the outputs. (A) without channel
attention; (B) using average pooling; (C) using maximum pooling; (D) combining average pooling and maximum pooling; and (E) ground truth.
TABLE 5 Results of EMSN with different RNN variations. The best result is marked in bold; the second-best result is underlined.

Model MSE ↓ PSNR ↑ SSIM ↑

EMSN-ConvGRU 0.011450 19.657 0.83343

EMSN-TrajGRU 0.011366 19.711 0.82588

EMSN-STLSTM 0.012500 19.198 0.81007

EMSN-ConvLSTM (ours) 0.011435 19.733 0.82982
fron
A B D EC

FIGURE 9

Visual results of the EMSN with different RNN structures; second-row images are the outputs. (A) EMSN-ConvGRU; (B) EMSN-TrajGRU; (C)
EMSN-STLSTM; (D) EMSN-ConvLSTM; and (E) ground truth.
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experimental results showed that EMSN efficiently and

accurately predicted typhoon cloud images with higher quality

than in the literature.

Although this study succeeded in predicting clear, accurate

typhoon cloud images, we did not consider meteorological

factors. This limited the model to only learning typhoon

movement rules from satellite images. In further research, we

intend to add meteorological data such as SST and MSL as

model inputs to expand the learnable information and enable the

model to learn how the surrounding environment affects

typhoons. We also plan to further explore the prediction of

typhoon position and intensity based on the predicted

cloud images.
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Enhancing assessments of blue
carbon stocks in marsh soils
using Bayesian mixed-effects
modeling with spatial
autocorrelation — proof of
concept using proxy data
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3Independent Researcher, Nashotah, WI, United States
Our paper showcases the potential gain in scientific insights about blue carbon

stocks (or total organic carbon) when additional rigor, in the form of a spatial

autocorrelation component, is formally incorporated into the statistical model

for assessing the variability in carbon stocks. Organic carbon stored in marsh

soils, or blue carbon (BC), is important for sequestering carbon from the

atmosphere. The potential for marshes to store carbon dioxide, mitigating

anthropogenic contributions to the atmosphere, makes them a critical

conservation target, but efforts have been hampered by the current lack of

robust methods for assessing the variability of BC stocks at different geographic

scales. Statistical model-based extrapolation of information from soil cores to

surrounding tidal marshes, with rigorous uncertainty estimates, would allow

robust characterization of spatial variability in many unsampled coastal

habitats. In the absence of BC data, we consider a historical dataset (the best

available) on soil organic matter (OM)—a close proxy of BC—on 36 tidal (fresh

and salt) marshes in the Virginia portion of Chesapeake Bay (CBVA) in the USA.

We employ Bayesian linear mixed(-effects) modeling to predict OM by marsh

type, soil category, soil depth, and marsh site, whereby site effects are modeled

as random. When the random site effects are additionally assumed to exhibit an

intrinsic conditional autoregressive (ICAR) spatial dependence structure, this

more complex model clearly suggests groupings of marsh sites due to their

spatial proximity, even after adjusting for the remaining predictors. Although

the actual membership of each group is not a focus of our proof-of-concept

analysis, the clear presence of groupings suggests an underlying latent spatial

effect at the localized-regional level within CBVA. In contrast, the non-spatially

explicit model provides no clear indication of either spatial influence between

sites or improvement in predictive power. The polar difference in conclusions

between models reveals the potential inadequacy in relying on predictor

variables alone to capture the spatial variability of OM across a geographic
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domain of this size or larger. We anticipate that spatially explicit models, such as

ours, will be important quantitative tools for understanding actual carbon

measurements and for assessing BC stocks in general.
KEYWORDS

blue carbon, coastal sediment, spatial regression, conditional autoregressive
dependence, Markov random field (MRF), Bayesian modeling and inference
1 Introduction

The storage of “blue carbon” (BC) is the temporary or long-

term storage of carbon in aquatic natural systems. Through

photosynthesis, shoot and root production and then burial of

above- and below-ground biomass, marshes, mangroves, and

seagrass beds can store carbon dioxide that is removed from the

atmosphere. Depending on the plant community, seasonal, annual,

and multiyear storage in biomass and long-term burial of sediments

are all considered BC reservoirs (Mcleod et al., 2011), although the

contribution of each to the global carbon cycle is different.

Under stable conditions, tidal marsh productivity greatly

exceeds the rates of soil carbon metabolism and the carbon stock

tends to build over time, resulting in an organic-rich upper layer.

Carbon burial in vegetated coastal systems, when extrapolated to

global extent, is 2 to 10 times those in shelf/deltaic sediments

(Duarte et al., 2005) and exceeds temperate, tropical and boreal

forests (when considered separately; Mcleod et al., 2011). The

potential for marshes to remove and store carbon dioxide,

mitigating anthropogenic contributions to the atmosphere, has

made them a critical conservation target (Coverdale et al., 2014).

Protecting these critical resources requires an understanding of the

existing carbon stocks on a wide geographic scale (McTigue et al.,

2019). However, marsh sediment cores tend to be relatively scarce

and carbon stocks have been shown to vary with depth and across

short geographic scales, leading to broad generalizations in blue

carbon stock calculations. In 2011, Mcleod et al. (2011) stated,

“There are no definitive studies of spatial variability within

mangrove forests, salt marshes, or seagrass meadows other than

studies addressing C burial differences.” Since then, there have been

efforts to estimate spatial variability (e.g., Lavery et al., 2013; Ewers

Lewis et al., 2018), but no statistically robust method for assessing

the variability in carbon stocks at different scales has been

developed. Statistical model-based extrapolation of information

from soil cores to surrounding tidal marshes and SAV

(submerged aquatic vegetation) beds with rigorous uncertainty

estimates would allow robust characterization of many

unsampled coastal habitats.

Specifically, conventional methods to assess blue carbon

stocks employ rather simplistic regression models that may

account for the inherent spatial nature of blue carbon purely
02
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through the spatial nature of predictor variables (e.g., marsh

type, depth). However, the same predictor variable in one

localized spatial region may capture the inherent spatial

variability more adequately than it does in another localized

region. As such, the additional modeling of the remaining spatial

variability— in the form of spatial autocorrelation— that is not

already captured by predictor variables is crucial to producing

realistic uncertainty estimates for model predictions (Le, 2006).

In this paper, we investigate the potential gain in scientific

insights about blue carbon stocks when a spatial autocorrelation

component is formally incorporated into the regression model.

To investigate methodological approaches, we consider the

historical data in Edmonds et al. (1990) on soil organic matter

(OM) from 36 tidal fresh, brackish, and salt marshes in the

Virginia portion of Chesapeake Bay (CBVA) in the eastern

United States. In the absence of BC data for CBVA, our use of

OM as a proxy is justified by its close positive relationship with

total organic carbon (TOC, which is the measure of blue carbon

storage) from marsh sediment samples (Mitchell, 2018). In

particular, tidal marsh plants remove carbon dioxide from the

atmosphere through photosynthesis. The carbon is used for

producing and sustaining plant biomass. Plant and microflora

biomass that is not exported from the marsh or respired/

decomposed on the marsh surface is stored through burial in

the sediments as OM. The potential for export of root biomass is

particularly limited, so that almost all of the root biomass is

stored in soil until it decomposes (Chmura, 2009). Marsh soils

have high organic input, which is typically easily decomposed;

however, they are also highly anaerobic, slowing decomposition.

Therefore, root biomass decomposes very slowly and carbon

does not decline significantly with depth in salt marsh soils

(Connor et al., 2001). In addition to plant productivity, tidal

marshes have high rates of benthic microflora production

(which can equal or exceed macrophyte production; Sullivan

and Currin, 2002) that contributes to carbon pools when buried.

Rates of biomass decomposition vary with plant type and along a

salinity gradient (Craft, 2007) and therefore may result in

different OM profiles in different tidal marsh types. OM is

composed of multiple components, namely, carbon, nitrogen,

phosphorus; TOC only represents the carbon fraction of tidal

marsh OM. As such, TOC is typically much lower than organic
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matter (e.g., 7% compared to 30%, respectively). That is, while

the actual values of OM and TOC will differ, patterns of

similarity between marshes are expected to be consistent

between OM and TOC. Therefore, we anticipate the insights

from the methodology in this paper to be highly relevant to the

modeling strategies for assessing blue carbon in general.

The rest of the paper is structured as follows. In Section 2, we

describe the data on organic matter and associated predictor

variables in Edmonds et al. (1990), and how we reconstruct the

sampling sites’ geographic coordinates, which are absent in the

original data. In Section 3, we discuss the development of our

Bayesian linear mixed(-effects) models to predict organic matter

by marsh type, soil category, soil depth, and marsh site, whereby

marsh site effects are modeled as random. For spatial

autocorrelation, we explain our focus on the conditional

autoregressive (CAR) structure, also known as a Markov

random field (MRF). In particular, we consider an intrinsic

CAR (ICAR) structure, which is a degenerate case of CAR. In

Section 4, we compare the model results, predictive

performance, and scientific implications between two

scenarios: (1) assuming spatially autocorrelated marsh site

effects based on the reconstructed geographic coordinates, and

(2) assuming uncorrelated marsh site effects. Finally, in Section

5, we discuss the broader scientific implications of this statistical

approach on estimating blue carbon stocks in marshes.
2 Materials and equipment

2.1 Historical data on organic matter

This paper leverages data published in a historic technical

report (Edmonds et al., 1990) on marsh soils throughout the

Virginia portion of Chesapeake Bay (CBVA). Chesapeake Bay is

the largest estuary in the USA, with more than 18,800 km of

shoreline in Maryland and Virginia, and more than 3,800 km2 of

tidal marshes, containing a diverse array of tidal marsh types and

ecologies. Within Virginia, CBVA possesses a wide range of

salinities from approximately 35 ppt near the mouth of CBVA,

to 0 ppt in the upper reaches of the estuarine rivers and in the

small tributary creeks found along their edges and is broadly

representative of the range of conditions found in mid-Atlantic

marshes. Marshes stretch along the entire shoreline, with

approximately 25% tidal freshwater marsh, 15% oligohaline

marshes, 30% mesohaline marshes and 30% salt marsh

(CCRM, 2017). Marsh sediments within CBVA are considered

to be predominately mineral with organic matter typically

averaging around 30% (or 300 g/kg). A survey of marshes

along the York River (a tributary of CBVA), found that

organic matter soil contribution ranged from 4–58% (but only

exceeded 50% at one site, Mitchell, 2018).

The technical report focused on describing different marsh

soil types and did not attempt spatial analysis of organic matter;
Frontiers in Marine Science 03
127
however, it offers a dataset well suited to the development of a

geospatial statistical model because 1) all the cores were taken

using the same methods and with standardized core depths, 2)

the cores covered broad geospatial and estuarine ranges,

sampling everything from tidal fresh to saltwater marshes, and

3) the report included detailed site descriptions including

vegetative characteristics. The soil organic matter in the cores,

recorded in g/kg of soil, was estimated by the acid-dichromate

digestion method (see Supplementary Material).
2.2 Reconstruction of
geographic coordinates

Edmonds et al. (1990) did not include precise geographic

coordinates (i.e., latitudes and longitudes) for the 38 marshes

sampled. However, for each marsh, they described three

markers, and the distance and bearing from each marker to

the sampling location (e.g., 3.5 miles, 180 ∘ from the intersection

of Route 5 and Route 31). This allowed us to triangulate the

location of the sampling site. The uncertainty associated with

this triangulation is estimated to be in the tens of meters, thus

correctly identifying marshes, but not necessarily the exact

sampling point within the marsh. Figure 1 displays the

reconstructed locations of the 38 marshes.
2.3 Predictors of organic matter

Depth is a key correlate of organic matter content (OM).

Within the marsh sediments, OM tends to decline with depth,

more rapidly in the top ∼ 20 cm and less rapidly in deeper

sediments as the remaining OM is more refractory (Morris and

Bowden, 1986). Edmonds et al. (1990) considered three depth

ranges for mineral soils: 0–13 in (∼ 0–33 cm), 13–26 in (∼ 33–66

cm), and 26–40 in (∼ 66–102 cm). (See Supplementary Material

for additional information about depth ranges.) Instead of

regarding depth as a categorical predictor with ordinal values

of top, mid, and bottom, we take depth as a numerical predictor

by taking approximate middle values of the mineral soil ranges

in inches, namely, 6, 19, and 33. Employing an explicitly

numerical predictor simplifies the regression model structure,

in the presence of various other multilevel categorical predictors.

Among the remaining predictor variables, all are categorical,

and they also contain overlapping information about the

marsh environment:
• Soil category (5 levels, Figure 2A): Edmonds et al. (1990)

describe 6 soil categories, namely, Fluvaquent,

Hydraquent, Sulfaquent, Sulfihemist, Hydraquentic

Humaquept, and Histic Humaquept. Since the

Humaquepts are the only categories with modifiers

and there is only one of each, we omit those from the
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full set of 38 marshes in the sample in order to preserve

statistical power, leaving a reduced set of 36 marshes.

• Soil type (12 levels, Figure 2B), as given in Edmonds et

al. (1990): In soil surveys, these are formally known as

soil components and tend to be locality specific. As such,

it is difficult to compare them across the spatial extent of

the study.

• Vegetation type (7 levels, Figure 2C), as given in

Edmonds et al. (1990): Arrow Arum-PickerelWeed

(APW), Big CordGrass (BCG), Black NeedleRush

(BNR), Brackish Water Mixed (BWM), Freshwater

Mixed Community (FMC), Saltmarsh CordGrass

(SCG), and SaltMeadow Combined (SMC).

• Inundation (3 levels, Figure 2D) and Salinity (2 levels,

Figure 2E): Tidal marsh vegetation is directly controlled

by inundation level and salinity of the environment

(Anderson et al., 2022), with particular species or

communities in saline, brackish, and freshwater areas,
tiers in Marine Science 04
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and subsets of those communities at different elevations

within the tide range. Therefore, estimated salinity and

period of inundation can be inferred from the plant

community. In addition, spatially explicit salinity

datasets (based on the Chesapeake Bay Program’s

salinity assignments, as described in Mitchell et al.,

2020) were used to help characterize local conditions

into 2 levels of salinity (salt, fresh). For inundation, we

initially connected the vegetative communities as

described in Edmonds et al. (1990) to 3 levels (low,

mid, high). Because the distribution of marsh plants are

highly regulated by the frequency of inundation, we

assigned low inundation to reflect a community

dominated by high marsh plants, and high inundation,

a community dominated by low marsh plants. The mid

inundation category encompassed sites where the

vegetation was evenly mixed between high and low

marsh plants. However, preliminary analyses using the
FIGURE 1

Reconstructed locations of marshes (sampling sites) in Edmonds et al. (1990), with inset showing relationship of study area to the Mid-Atlantic
coast, USA.
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3-level categorization identified the unnecessary

breakdown between mid and low inundation (Longo,

2022). Therefore, in this paper we combine them as a

single not-high (= low/mid) category.
The large number of categorical predictors relative to the

number of marshes poses a challenge to modeling. For a

regression model, each categorical predictor contributes a number

of unknown model parameters that is no fewer than the number of

levels minus one; this base number increases multiplicatively if

interactions between predictors are considered. For this reason, we

take the following measures to preserve statistical power:
tiers in Marine Science 05
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• Omit soil type.

• Omit Sites 16 and 28, the only Humaqueptic sites under

soil category.

• Replace the original vegetation type categorization with

a new 4-level categorization of marsh type, defined by

crossing the 2-level inundation and 2-level salinity. The

resulting marsh type categories are ‘1’ = Low/Mid–FW,

‘2’ = High–FW, ‘3’ = Low/Mid–SW, and ‘4’ = High–SW

(Figure 2F).
The new definition of marsh type implies collinearity between

marsh type and each of inundation and salinity, so that the latter
D

A B

E F

C

FIGURE 2

Spatial distributions of categorical variables across the 36 marshes considered for modeling (i.e., excluding Sites 16 and 28). (A) Soil
category (Fluvaquents, Hydraquents, Sulfaquents, Sulfihemists). (B) Soil type (“L” at the end of a category denotes “loam”). (C) Vegetation
type. (D) Inundation. (E) Salinity (Freshwater, Saltwater). (F) Newly defined Marsh type by crossing Inundation with Salinity (‘1’=Low/Mid–
FW, ‘2’=High–FW, ‘3’=Low/Mid–SW, and ‘4’=High–SW).
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two cannot enter the regression model as predictors alongside

marsh type. Therefore, the final set of regression predictors

includes marsh type, depth, soil category, and marsh site.
2.4 Transformation of organic
matter measurements

The dependent variable of interest is sediment core OM,

recorded in g/kg of soil. For linear mixed modeling, the

distribution of the dependent variable should not exhibit

substantial skewness. Figure 3 shows that the distribution of these

OM data are highly right-skewed, but log-transformation

substantially reduces the skewness. Therefore, we model log(OM)

as a response of the above predictor variables.
Frontiers in Marine Science 06
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3 Methods

3.1 Bayesian spatial regression modeling

Point-referenced spatial data, such as ours, are often

modeled using a classical geostatistical (continuous-space)

model, in which the covariance between two spatial locations

is described by a proposed functional form (e.g., exponential

decay) with unknown parameters (see, e.g., Zimmerman and

Stein, 2010). For our data, however, the sampled marshes fall

along highly irregular shorelines in the lower Chesapeake Bay.

That is, the sampling universe of the study area is far from being

a contiguous spatial domain, and it would be rather

unreasonable to employ a modeling approach that is meant

for continuous space.
FIGURE 3

Distributions of sediment core organic matter in g/kg soil (left panels) and log(g/kg soil) (right panels) across the 36 marshes observed at the top
depth (top panels), middle depth (middle panels), and bottom depth (bottom panels), respectively.
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An alternative is to assume a conditional autoregressive

(CAR) spatial structure. CAR is a nearest-neighbor

dependence structure that is typically employed to model

areally aggregated data, in the form of either a lattice (i.e., a

regular grid, e.g., Chiu et al., 2013), or a set of irregular polygons

(e.g., Hyman et al., 2022). Two areal units are considered

immediate neighbors if they share a border. CAR models with

first-order dependence only consider nearest neighbors. Higher-

order dependence CAR models are possible by further modeling

the dependence of a site with its neighbors’ immediate neighbors

(e.g., Chiu and Lehmann, 2011). For the CAR structure to model

point-referenced data, the investigator must decide what

constitutes a pair of neighbors. White and Ghosh (2009)

developed the stochastic neighborhood CAR, or SNCAR,

model for point-referenced data, while avoiding the need for

an upfront definition of neighbors. The SNCAR model infers a

suitable threshold distance as an unknown model parameter,

whereby only those marshes located within each other’s

threshold radius are considered neighbors. For neighboring

marshes, the SNCAR model further assumes an exponential

decay covariance.

However, the SNCAR model is highly complex; for a first

attempt of spatially explicit modeling of data with potential

implications for blue carbon stocks, we choose the simpler first-

order intrinsic CAR, or ICAR, dependence structure (e.g., Chiu

et al., 2013) with a rather arbitrary threshold. ICAR is a

degenerate case of CAR, whereby the conditional spatial

correlation between neighbors (given all other marshes) is

fixed at 1. For the threshold radius, one extreme would be to

take it as the smallest pairwise distance in the dataset, leading to

the sparsest possible neighborhood structure, and containing as

few as a single pair of neighbors. The other extreme would be to

take the largest pairwise distance as the threshold, so that every

site is a neighbor of every other site. Mathematically, a certain

level of sparsity is required for model estimability; with only 36

marshes, estimating the spatial parameters alongside numerous

regression coefficients is rather ambitious. As such, we construct

preliminary models using a threshold radius of 16 km, 24 km,

and 36 km, respectively, each of which results in a neighborhood

structure that is reasonably sparse without having too few pairs

of neighbors to inform the statistical inference for the spatial

parameters. The preliminary results show little sensitivity to the

thresholds (see Supplementary Material), and subsequently we

take 24 km as the threshold for formal modeling. The resulting

neighborhood structure is depicted as an adjacency matrix

in Figure 4.
3.2 Model statements

Our spatial regression model appears as Eqs. (1)–(3) below.

It is a linear mixed model, with log-transformed OM regressed

on marsh site (categorical), marsh type (categorical), soil
Frontiers in Marine Science 07
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category (categorical), depth (numerical, based on ordinal

depth ranges), and the interaction between depth and marsh

type; marsh site effects are modeled as random, on which the

ICAR spatial autocorrelation structure is assumed. The

interaction between depth and marsh type allows the slope

between log(OM) and depth to differ across marsh types. We

do not consider other interaction terms in the model due to

either in estimability or no improvement in goodness-of-fit

based on preliminary analyses (see Supplementary Material).

For the i -th marsh site (i=1,…,36 ) at the j -th depth (j=1,2,3 ,

except for i=11 for which j=1,2 only), let yijkℓ denote the log(OM)

associated with the numerical predictor, depth, denoted by xij
(=6,19,33) , and marsh type k and soil category ℓ . Note that the

107 pairs of (i,j) are nested inside k and ℓ . Further, let wij denote

the standardized values of xij , i.e., the 107 values of wij 's have

mean 0 and standard deviation 1 (depths are standardized to

ensure numerical stability). Then, the regression model is

yijk‘ = b0 + a1k + g‘ + b1 + a2kð Þwij + fi + ϵijk‘ , (1)

fi ∼ ICAR,Var(fijs 2
f ) = s 2

f , (2)

ϵijk‘js 2 ∼ N 0,s 2� �
(3)
FIGURE 4

The adjacency matrix (symmetric) of 36 × 36 cells based on a 24
km threshold radius. Marshes s and t are considered neighbors if
they are located within the threshold radius of each other, and
the cell on the s -th row and t -th column of the adjacency
matrix appears green. A gray cell denotes non-neighbors. White
cells along the diagonal denote not applicable, as the notion of
neighborhood between a marsh and itself is undefined. Note
that the cell labels run from 1 to 36 (not 38) due to the omission
of Sites 16 and 28.
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where b0 and b1 are the overall intercept and slope parameters

with respect to depth; a1k and gℓ are the main effects (fixed

effects) on yijkℓ due to marsh type k(=1,…,4) and soil category

ℓ(=1,…4) , respectively; a2k is the interaction effect (fixed effect)

on yijkℓ between marsh type and depth; fi is the spatially

autocorrelated random effect due to the i -th marsh site, with

variance s 2
f ; and ϵijkℓ is white noise (regression error), with

variance s2 . Fixed effects are subject to the linear constraint

a11=a21=g1=0 .

For Bayesian inference, all unknown parameters (appearing

only on the right-hand-side of Eqs. (1)–(3)) require prior

distributions that reflect the modeler’s a priori understanding

unrelated to the data at hand. Prior distributions can be inspired

by historical datasets or mechanistic models. However, when an

obvious source of inspiration is absent, priors that are diffuse

with respect to exploratory analyses may be employed to reflect

the modeler’s lack of concrete knowledge about the parameters.

We take the latter approach in this paper for Eqs. (4) and (6)

using relatively diffuse normal and lognormal distributions,

respectively (see Supplementary Material for details):

b0, b1,a1k,a2k, g‘ ∼ N 0, 102
� �

  for  k, ‘ = 2, 3, 4 , (4)

sf ∼ uniform 0:22, 1ð Þ , (5)

log (s ) ∼ N 0, 1:52
� �

(6)

We elaborate upon our choice of the uniform prior

distribution for sf from Eq. (5) in Section 4.

For model comparison, we also fit the simpler mixed model

whereby the random marsh site effects fi are assumed to be

uncorrelated, i.e., Eq. 2 is replaced by fijs 2
f ∼ N(0,s 2

f ) ; to

simplify the code, we use the same log-normal prior distribution

from Eq. (6) for both s and sf .
3.3 Model implementation

For exploratory modeling, we employ classical (non-

Bayesian) regression that requires minimal computational

effort. The specific software packages are the R functions

lme4::lmer (Bates et al., 2015) and mgcv::gam (Wood,

2017) — see Supplementary Material for details. For formal

modeling, we implement our Bayesian models in the Stan

modeling language interfaced with the rstan package (Stan

Development Team, 2022). Stan conducts Markov chain Monte

Carlo (MCMC) simulations from the posterior distribution,

which is the joint probability distribution of all model

parameters given the observed data and stipulated model from

Section 3.2. In addition to the posterior distribution on which

Bayesian inference is based, MCMC simulations also facilitate a

wide range of inference summaries and model diagnostics.
Frontiers in Marine Science 08
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The posterior distribution is typically highly complex for spatially

explicit models, in which case MCMC would be computationally

intensive. Our code is run on a high performance computing cluster

for both the ICAR and uncorrelated models. The code and output

appear in Supplementary Material.
4 Results

4.1 Technical results

The uncorrelated model converges readily with very good

MCMC mixing (statistical behavior of the simulated posterior

draws). As anticipated, the ICAR model requires substantially

more computational effort. Moreover, if the prior distribution

for sf in Eq. (5) is replaced with one that extends to the left

towards 0, such as a diffuse lognormal or uniform(0.01, 1), then

the posterior distribution exhibits multimodality. While a

multimodal posterior may not suggest an inherently flawed

model, the model as stipulated by Eqs. (1)–(6) results in better

MCMC mixing, a unimodal posterior, and some evidence of

better cross-validation performance, according to the leave-one-

out information criterion (LOOIC) and expected log predictive

density (ELPD) via the R package loo. (Vehtari et al.,

2017) (Table 1).

According to Table 1, predictive performance is best for the

ICAR model with a uniform(0.22, 1) prior for sf , followed by

the same model but with a sf prior that extends towards 0,

then by the uncorrelated model. In Subsection 4.2, we discuss

the vastly different conclusions based on the best ICAR model

and the uncorrelated model. Before that, first note that the

difference in ELPD between the best ICAR model and the

uncorrelated model is essentially the size of its SE. Thus, strictly

speaking, the best and worst models (and other models in

between) are rather statistically consistent with each other with

respect to predictive performance. This implies that spatial

autocorrelation cannot be clearly ruled out, even if the evidence

is mild.

If our key objective here were to make scientific

discoveries based on the statistical inference from this

dataset, it might be customary to adhere to the principle of

parsimony and select the least complex model that is not

clearly worse in predictive performance. However, because

our least and most complex models yield vastly different

scientific insights, more thought must be given to the

process of model selection. In fact, our needs do not lie in

the statistical inference from this historical proxy dataset.

Rather, the objective of our paper is to demonstrate the

potential for scientific insights into blue carbon stocks at

various spatial scales by employing the methodology of spatial

regression modeling; the proxy data are employed here to

demonstrate the methodology.
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4.2 Implications of spatial ICAR vs.
uncorrelated random marsh site effects

Spatial regression is a type of model-based spatial

smoothing. In this case, the quantities being smoothed over

space is the marsh site random effects fi . Figure 5 shows that the
posterior median values of fi indeed are more spatially similar in

size and in sign (positive or negative) for the ICAR model

(panels A and C) than for the uncorrelated model (panels B

and D). Also note that the posterior medians for the ICAR

model are collectively larger with narrower Bayesian confidence

intervals (CIs), implying that the marsh site effects on OM are

more statistically noticeable. Importantly, there is noticeable

spatial grouping of the fi 's — based on minimal overlapping

of CIs in Figure 5C, a possible partition of the marshes into

distinct groups is: {1–8} (all Eastern Shore sites), {9–15, 17–20,

23–27, 29, 30, 34–38} (all upstream sites except for sites 9–12),

{21, 22, 31, 32} (all sites on the lower western shore), and {33}

(the only outstanding upstream site). A finer grouping, although

less statistically evident due to overlapping CIs, may be roughly

defined as these sets of marshes: {1–8}, {9–12, 17, 24, 25}, {13, 14,

15, 18, 19, 20, 23, 29, 30}, {21}, {22, 31, 32}, {26, 27, 36}, {33}, and

{34, 35, 37, 38}. All marshes within each set in the finer grouping

— except for the two sets that include site numbers displayed in

bold or italic — exhibit spatial proximity in Figure 5A. Among

the four “outsider” marshes given in bold and italic, sites 24 and

25 are located next to each other.

Therefore, overall, the ICAR results suggest that when spatial

autocorrelation is formally modeled alongside predictor

variables that have been documented to be potential drivers of

blue carbon stock, a latent spatial grouping emerges, one that is

not already accounted for by the predictors. This spatial

phenomenon is clearly absent from the results of the

uncorrelated model, as demonstrated by the lack of spatial

pattern among the posterior medians in Figures 5B, D.

With respect to the predictor variables, their statistical

relevance to OM is clearly demonstrated in either model

(Figures 5E, F). In particular, soil category matters to OM (at
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least one gℓ has an 80% CI that is far from 0), and both depth and

marsh type are relevant to OM at least through their interaction

(the CIs for two of three a2k ’s are far from 0), even if the

respective main effects may be less statistically evident (0 is

inside the CI for b1 from both models, and none of the CIs for

a1k ’s from the ICAR model is far from 0).

Finally, in Figures 5E, F, the non-restrictive nature of our

prior distributions is evidenced by their flatness, contrasted with

the peakedness of the marginal posterior distributions of the

individual parameters. In other words, the statistical inference is

heavily dominated by the information contributed by the data

and minimally by our rather arbitrary choice of the

prior distributions.
5 Discussion

The statistical model-based analysis in this paper shows that

the inclusion of geospatial considerations when examining

differences in tidal marsh OM stocks can result in a markedly

different scientific interpretation of variability across marshes.

This results in important implications for making inference of

blue carbon stocks when it is based only on a few localized

samples but extrapolated to unsampled areas. There is an

increasing interest in estimating blue carbon stocks both for

global climate models and for economic valuation, such as the

growing blue carbon market (e.g., van den Bergh and Botzen,

2015). Enhancement of blue carbon stocks is a targeted activity

for mitigating climate change (Trumper et al., 2009) but

practical implementation of this activity requires a

sophisticated understanding of blue carbon stocks and

sequestration rates. Macreadie et al. (2019) called out the

importance of reducing uncertainties about blue carbon stocks

as critical for proper valuation of the resources and the

calculation of carbon dioxide emission offsets. The actual

number of carbon cores that can be used to infer this

information, however, is geospatially limited, and its spatial

variability is generally unknown. This has led to a tendency to
TABLE 1 LOOIC and ELPD of the ICAR and uncorrelated models.

prior distribution of sf

uniform(0.22, 1) extends towards 0

ICAR model LOOIC 212.2 216.0 to 217.1

ELPD − 106.1 − 108.0 to − 108.6

uncorr model LOOIC — 221.2

ELPD — − 110.6

ELPD diff, bold values only − 4.5 (SE=4.6)

A lower LOOIC value and higher ELPD value correspond to better leave-one-out predictive performance. The ELPD difference and standard error (SE) are obtained using the
loo_compare() function in the loo package.
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use a single value for blue carbon sequestration rates and stocks

across all marshes (e.g., Chmura et al., 2003; Duarte et al., 2013;

Howard et al., 2014). This approach is recognized as limiting

inference of carbon stocks due to the high spatial variability in

marsh carbon content, but is a necessary approach where data

are limited (Lawrence et al., 2012; Ewers Lewis et al., 2018). Our

model-based analysis suggests that, while the use of a single

average number may be appropriate in some circumstances, it

may be dramatically incorrect in others.

Specifically, in the case of the historical OM data, when

geospatial considerations are incorporated (Figure 5C), it is clear

that marsh site effects tend to have tighter confidence intervals and

their estimates (posterior medians) tend to be much closer to
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adjacent marshes than marshes further away. The similarity

between adjacent marshes is interesting, since (i) it suggests that

there are some location-specific marsh characteristics beyond

marsh type, depth, or soil category that are affecting OM stocks,

and (ii) a single average value of log(OM) would be a grossly

inappropriate representation of tidal marsh OM content across the

study region, masking the distinction among group averages as

revealed by the spatially explicit model. It has been previously

shown that autochthonous OM sources such as marsh vegetation

are an important control on stocks (since different marsh plants

have different levels of productivity, persistence, and recalcitrance;

see Ewers Lewis et al., 2020) and our model results support those

findings (a2k ’s in Figures 5E, F). The geospatial analysis suggests
D

A B

E F

C

FIGURE 5

Bayesian inference results from the ICAR model of Eqs. (1)–(6) (panels A, C, and E) and uncorrelated model (panels B, D, and F). Panels (A, B):
bubble plot of fi (marsh site effect), where a large purple bubble represents a highly positive value for the estimated marsh site effect (posterior
median of fi ), and a large green bubble, a highly negative value. Panels (C, D): Bayesian confidence intervals for fi at confidence levels of 50%
(dark blue line) and 80% (light blue line); circles denote estimated marsh site effects. Panels (E, F): marginal posterior distributions for the
regression coefficients and variance parameters, with 80% confidence intervals delimited by white vertical lines, prior distributions shown in
magenta, and the value 0 marked in red for the regression coefficients.
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that OM content of allochthonous sediment contribution maybe

equally important to the stock within a given marsh. For example,

Figure 5C shows that sites 21, 22, 31, and 32 are less tightly

grouped than sites 1–8, although site 32 shares a vegetative

community with sites 2–6. Because sites 21, 22, 31, and 32 are

facing the mouth of the Chesapeake Bay, they are susceptible to

sediment erosion and sand overwash during high energy wave

events. This may reduce the retention of autochthonous OM and

add allochthonous mineral sediment to the marshes, and could be

the reason for site 32 to be distinguishable from 2–6.

In contrast, when geospatial considerations are excluded from

the statistical model, groupings between marshes are limited: the

values of the estimated marsh site effects are distributed broadly,

with confidence intervals that are wider and tend to overlap

(Figure 5D). That is, based on the more simplistic uncorrelated

model, spatial variability is substantial even after adjusting for the

predictor variables marsh type, depth, and soil category. This large

variability suggests that a single average value of log(OM)— given a

specific combination of marsh type, soil category, and soil depth—

might be a justified representation across the entire Chesapeake

Bay, if the scientific purpose was to estimate the region’s OM stock

for use in a climate model, for example. However, based on the

widely variable values of the estimated marsh site effect, it is clear

that a single number does not represent any given marsh

particularly well (Figure 5D). Thus, when the purpose is to

estimate the OM content of any particular marsh, the single-

value approach could lead to valuable loss of site-specific

information about OM stocks. This reasoning also highlights the

importance of the distribution of sampling sites for different

inference purposes. For large-scale OM estimation, it is clearly

important for the sampling sites to be relatively evenly spaced

across the spatial region of inference to allow adequate interpolation

of OM stocks. For example, according to our geospatial analysis,

using data from the Rappahannock River could provide a biased

estimate of OM stocks in the upper James River, despite the

similarity in salinity distribution and marsh plant vegetation.

However, for estimation of OM stocks in a particular marsh —

for example, an unsampled marsh on the lower James — samples

that are clustered around the marsh of interest may be required.

Note that within a tidal marsh, both plant composition and

hydrologic regimes tend to be stable over annual to decadal time

frames. Also, although upland soil organic carbon can vary

temporally with changes in land use (e.g., Ma et al., 2018), it

tends not to when land use is consistent over sampling periods

(López-Teloxa et al., 2017). Therefore, our models have not

considered temporal variation. In contrast, the tidal marsh OM

dataset featured in our paper has allowed us to explore the

importance of geospatial consideration in the potential future

modeling of blue carbon stocks, because carbon stock datasets

with broad geospatial representation and consistent sampling

techniques across space are rare to date. We anticipate that our

approach and implications discussed above regarding OM will be

directly applicable to carbon stock modeling, due to the high
Frontiers in Marine Science 11
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correlation between tidal marsh OM and total organic carbon

(TOC; Craft et al., 1991). Because TOC values are almost always

much lower than OM values (e.g., 4% and 36%, respectively), a

rigorous geospatial modeling approach that can discern subtle

changes may prove to be especially important. We anticipate

applying the statistical methodology of this paper to new TOC

data (currently being collated) from an extensive sampling effort of

CBVAmarshes which was conducted in November 2021 as part of

a collaborative grant with the US National Resources Conservation

Service. Our methodology should result in improved insights into

blue carbon stocks compared to conventional approaches for

extrapolating known blue carbon stocks to unsampled marshes.
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Oceans at a depth ranging from ~100 to ~1000-m (defined as the intermediate

water here), though poorly understood compared to the sea surface, is a critical

layer of the Earth system where many important oceanographic processes take

place. Advances in ocean observation and computer technology have allowed

ocean science to enter the era of big data (to be precise, big data for the surface

layer, small data for the bottom layer, and the intermediate layer sits in between)

and greatly promoted our understanding of near-surface ocean phenomena.

During the past few decades, however, the intermediate ocean is also

undergoing profound changes because of global warming, the research and

prediction of which are of intensive concern. Due to the lack of three-

dimensional ocean theories and field observations, how to remotely sense the

intermediate ocean from space becomes a very attractive but challenging

scientific issue. With the rapid development of the next generation of

information technology, artificial intelligence (AI) has built a new bridge from

data science to marine science (called Deep Blue AI, DBAI), which acts as a

powerful weapon to extend the paradigm of modern oceanography in the era of

the metaverse. This review first introduces the basic prior knowledge of water

movement in the ~100 m ocean and vertical stratification within the ~1000-m

depths as well as the data resources provided by satellite remote sensing, field

observation, and model reanalysis for DBAI. Then, three universal DBAI

methodologies, namely, associative statistical, physically informed, and

mathematically driven neural networks, are elucidated in the context of

intermediate ocean remote sensing. Finally, the unique advantages and

potentials of DBAI in data mining and knowledge discovery are demonstrated in

a top-down way of “surface-to-interior” via several typical examples in physical

and biological oceanography.

KEYWORDS

deep blue artificial intelligence, intermediate ocean, ocean remote sensing, associative
statistical neural network, physically informed neural network, mathematically driven
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1 Introduction

Since the advent of ocean remote sensing technology, the

understanding of surface or near-surface ocean phenomena has

been improving. Nevertheless, the phenomena mined from satellite

remote sensing data are only the tip of the iceberg because that ocean

is a huge body of water that is thousands of deep, the maximum depth

of which can reach 10,000 meters. Consequently, the comprehensive

recognition of the deep blue ocean from the outside to the inside has

always been a challenging scientific issue.

The hectometer-scale ocean contains abundant dynamic and

ecological processes from turbulence to circulation, from waves to

tides, and from oxygen minimum zones to subsurface chlorophyll

maximum (SCM), whereas the kilometer-scale ocean is relatively

“calm” and significant stratification acts as a barrier to the exchange of

matter and energy between the upper and lower waters. However,

slight changes in the thermohaline and circulation structures of the

kilometer-scale ocean are reminders of climate change on the decadal

scale. Before the turn of this century, increasingly mature

oceanographic theories and the continuous accumulation of field

and remote sensing data have been building the foundation of

modern ocean science with the cognition of near-surface ocean

phenomena and laws.

Compared with the near-surface layer, the intermediate ocean at

the depth of ~100 to ~1000 meters is facing difficulties, such as the

lack of corresponding theories and insufficient three-dimensional

observation, which are the main factors restricting the further

development of marine science (Meng and Yan, 2022). In the 21st

century, the in situ observation and model reanalysis technologies

represented by the Array for Real-time Geostrophic Oceanography

(Argo) have developed rapidly, providing unprecedented high-quality

data sources for intermediate ocean research.

Meanwhile, prevalent AI technology gradually developed a new

branch, termed DBAI, with a unique data-driven advantage of

knowledge discovery. DBAI provides the opportunity to accelerate

the recognition process of the intermediate ocean, making up for the

deficiency of the existing oceanographic theoretical system. In recent

years, DBAI technology, in collaboration with basic ocean theory and

ocean big data (Li et al., 2020), has made preliminary achievements in

internal wave (IW) inversion, stratification spatio-temporal variation

and prediction, eddy identification and trajectory prediction, El Nino
Frontiers in Marine Science 02139
and Southern Oscillation prediction and other ocean scientific issues

Ham et al. (2019); Zhang et al. (2022). Nevertheless, it is undeniable

that AI-aided remote sensing of the intermediate ocean is still in its

infancy, and the challenges lie in the unclear physical mechanism,

insufficient profile data, and the low generalization DBAI. The gap

between remote sensing data and knowledge can be filled with the

construction of DBAIwith strong knowledge discovery and physical

interpretability, thus promoting major discoveries and theoretical

innovations in intermediate marine science.
1.1 Water motion in ~100-m ocean

As a large-scale geophysical fluid system, the ocean is forced by

celestial bodies, atmosphere, earth rotation, and the system itself, so

that the upper water movement covers a very broad three-

dimensional space-time scale. Generally speaking, the larger the

spatial scale of water movement is, the longer the period is, and the

deeper the ocean water layer is affected. As illustrated in Figure 1A.

Ocean motions can be broadly divided into turbulence, wave, and

flow. On the small scale (millimeter magnitude) and high-frequency

motion spectrum, the velocity (magnitude and direction) of any

particle in seawater varies in a disordered manner, which is

collectively referred to as turbulence. Turbulence mainly occurs at

the surface of the ocean and plays an important role in the multiscale

energy cascade of fluids. Its maintenance depends on the external

energy supply (wave breaking is the most typical source) and follows

fluid dynamics equations (such as Navier–Stokes equations).

The oceanic wave phenomena mainly include waves, tides, IWs,

large-scale Rossby waves, and Kelvin waves. The effective wave height

and tidal water level change are usually within 10 meters, whereas the

surge can reach tens of meters in extreme weather, and the offshore

tidal power can even reach the bottom. In addition, the tides have the

horizontal scale of a kilometer and are potentially coupled with large-

scale Rossby and Kelvin waves (sea surface height anomalies of 10 cm

and vertical scales of thousands of meters). Ocean current is defined

as a large-scale, relatively stable flow of seawater driven by wind stress

and density differences. The core depth of ocean circulation is usually

several hundred meters, and the deep compensation undercurrent can

reach the depth of kilometers. It is crucial in the composition of the

global ocean environment and climate regulation.
A B

FIGURE 1

Water motion and vertical stratification of the intermediate ocean. (A) The time scale, spatial scale and depth of various types of motions.
(B) Vertical stratification.
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1.2 Vertical stratification of the
~1000-m ocean

In addition to the flow and fluctuation in the horizontal direction,

the ocean also has typical stratification characteristics in the vertical

direction. According to the range of air–sea interaction and the

vertical gradient of thermohaline parameters, the ocean water can

be divided into the air–sea interface, mixed layer, thermocline, and

deep layer from top to bottom (Sprintall and Cronin, 2009) as

illustrated in Figure 1B.

Among them, the air–sea interface is related to the momentum,

heat, and gas exchange rate between the ocean and the atmosphere,

which has become the key problem of climate change and its

prediction. Turbulent mixing caused by dynamic effects (wind,

wave, current, etc.) and convective mixing caused by thermal effects

(evaporation, cooling, densification, etc.) at the air–sea interface

makes the upper ocean form a water layer with nearly uniform

temperature, salinity, and density field, that is, the mixed layer,

which contributes to the heat balance, water cycle, and carbon cycle

of the earth system. Meanwhile, climate and large-scale atmospheric

circulation changes have direct and important effects. At the lower

boundary of the mixing layer, the water layer with rapid changes in

temperature, salinity, and density is called the marine thermocline,

which is divided into the seasonal and main thermocline. The

existence of the thermocline hinders the exchange of heat, oxygen,

carbon, and nutrients between the upper and lower water bodies, and

its interannual and interdecadal changes are reflected in the climate

system and the Marine ecosystem. Below the thermocline is uniform

deep water with basically stable temperature, salinity, and

density characteristics.

From the perspective of time scale, the air–sea interaction at the

interface takes place at any time, the mixed layer and the seasonal

thermocline have synoptic and seasonal scales, and the main

thermocline and deep water change slowly on decadal and climatic

scales. From the perspective of spatial scale, the mixed layer is usually

fewer than 100 meters in the low latitude sea area and can be as deep

as the main thermocline in the middle latitude. The main thermocline

is about 300 m in the low latitude and 700~800 m in the middle

latitude. At the high latitude, the mixed layer and the main

thermocline gradually rise until the stratification of subpolar water

disappears. In general, the air–sea interface and mixing layer are the

most active areas of ocean mixing, which are directly affected by the

weather system. The stratification structure and thermohaline

distribution of the thermohaline circulation are controlled by the

seawater subsidence and have climatic-scale characteristics.

Therefore, the distribution of temperature, salinity, and density

fields in the vertical direction in the low-latitude sea area reflects

the radial spatial distribution characteristics of the ocean surface to a

certain extent (Trujillo and Thurman, 2011).
1.3 DBAI-aided remote sensing of the
intermediate ocean

As an interdisciplinary science based on observation and

experiment, marine science, which is characterized by data-

intensive and technology integration and linked by water bodies,
Frontiers in Marine Science 03140
has experienced a development process from theoretical traction to

technology-driven and then to data-driven. Specifically, the model-

driven method is to achieve theoretical analytical solutions by

modeling problems, just as Western medicine treats patients based

on the diagnosis. Data-driven methods search for the approximate

optimal solutions by fitting the model to the data, just like “look, hear,

question, and feel the pulse” in traditional Chinese medicine, which is

guided by traditional Chinese philosophy to carry out “characteristic

engineering” with dialectical unity. Western medicine takes Western

philosophy as a “mathematical model” to solve the main

contradiction quickly and efficiently. “AI for science” is listed as an

important trend, indicating that “AI can become a new production

tool for scientists and promote the new paradigm change in scientific

research” (Appenzeller, 2021). As a cutting-edge technology in the

integration of marine and data science, DBAI has the function of

“model + data” driving and complementing each other in the way of

“integration of traditional Chinese and Western medicine.”

This review paper puts forward the viewpoint of philosophy and

scientific conception of DBAI for the first time as shown in Figure 2.

Although satellite ocean remote sensing is the main approach to

observing surface and subsurface ocean phenomena from the

“external” perspective, it cannot directly perceive the “internal”

process of the intermediate ocean. Benefiting from the in situ

observation represented by Argo buoys, the vertical profiles

compensate for the existing deficiencies of satellite ocean remote

sensing with high accuracy. However, it cannot achieve extensive

coverage at the same time. Therefore, it is crucial to combine the

remote sensing data with the in situ data; DBAI technology is highly

promising for playing such a role.

The remainder of this review paper proceeds as follows. Section 2

describes the ocean observations regarding the satellite remote

sensing in the ~100-m ocean and in situ observations in the ~1000-

m ocean. In section 3, the DBAI methodology is introduced in detail
FIGURE 2

Philosophy and scientific conception of DBAI, model-driven and data-
driven methods supplement each other, just as Western and Chinese
medicine complement each other.
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and contains associative statistical, physically informed, and

mathematically driven neural networks. Section 4 demonstrates the

knowledge discovery with DBAI. Finally, some remarks conclude in

Section 5.
2 Observations

Observations are highly significant in oceanographic progress,

and DBAI is increasingly being considered as a tool to exchange ocean

knowledge and observational data for the intermediate ocean as well

as bring together model- and data-driven methods, facilitating

conventional tasks better and faster. The observations of the

intermediate ocean can be divided into satellite remote sensing in

the ~100-m ocean and in situ observations in the ~1000-m ocean.
2.1 Satellite remote sensing in the
~100-m ocean

Oceanic remote sensing, as one of the key technologies to

promote the development of marine science, has acquired ocean

color, dynamics, and environmental parameters with its

comprehensive advantages of all-weather, quasi-real-time, large

range, high precision, and long-time sequence over the past 50

years. It has fundamentally enhanced our profound understanding

of near-surface ocean phenomena and processes such as ocean

primary productivity, sea level change, air–sea flux, and ocean

circulation and improved the traditional paradigm of global ocean

observation and scientific research.

However, current satellite ocean remote sensing is essentially a

two-dimensional sea surface remote sensing. As an active optical

remote sensing method, light detection and ranging (LiDAR) has the

combined technical advantages of all-day range resolution and large

penetration depth (more than three times that of passive remote

sensing). Moreover, LiDAR can achieve remote sensing at night, in

polar regions, and even in cloudy conditions. At present, it is the only

known detection method that is expected to realize underwater three-

dimensional remote sensing and is also the international frontier in

the field of ocean optics and ocean water color remote sensing

(Hostetler et al., 2018). Furthermore, LiDAR is widely applied in

marine bio-optics, shallow sea topography, fish detection, polar

ecology, and upper ocean dynamic processes (IWs, mixed layers,

turbulence, foam, etc.). In other words, a new interdisciplinary

technology field that is marine LiDAR detection technology has

been gradually constructed (Churnside, 2013).

Although the spaceborne marine LiDAR is still in the blank stage,

the successfully launched spaceborne atmospheric LiDAR (CALIOP)

and terrestrial LiDAR (ICESat-2) have shown good advantages and

potential in the preliminary application of ecological oceanography

(Behrenfeld et al., 2013; Behrenfeld et al., 2017; Behrenfeld et al., 2019;

Lu et al., 2020). With the successive planning and implementation of

the NASA PACE mission (Werdell et al., 2019), ESA MESCAL

mission (Chepfer et al., 2018), and Guanlan mission (Chen et al.,

2019) of China Ocean National Laboratory Qingdao, Spaceborne

marine LiDAR with multiband (blue-green wavelength), meter-level

resolution and multisystem (hyperspectral, fluorescence, polarization,
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etc.) observation capability will become a reality. The concept design

of observation at ~100 m depth can be seen in Figure 3. Further

combined with passive ocean color remote sensing and in situ

biogeochemical buoys (Biogeochemical Argo, BGC-ARGO) and

other observation means, it is expected to achieve the three-

dimensional detection and high-precision inversion of bio-optical

and physical parameters in four-dimensional space time within the

~100-m depth of the global ocean for the first time (Chen et al.,

2021b). For a more intuitive understanding of the abovementioned

spaceborne sensor, the characteristics of these satellite sensors are

collected and summarized in Table 1 (Amani et al., 2021; Amani et al.,

2022a; Amani et al., 2022b; Amani et al., 2022c).
2.2 In situ observations in the
~1000-m ocean

The ~1000-m ocean is usually studied with the help of in situ

observations and reanalysis data. Before the 21st century, in situ

profile observation typically comprised ship-based and mooring buoy

array but was challenged in terms of the low coverage rate of

spatiotemporal data, large deviation, and high observation cost. In

the 1990s, with the intensification of global climate change and the

prominent role of the ocean, the systematic absence of global ocean

profile observation data posed great challenges to climate change

research (Johnson et al., 2022).

In this context, the Argo program, which aims at the real-time

acquisition of global ocean thermohaline data at in the upper 2000 m,

was implemented. Up to now, it has provided more than 95% of

global thermohaline profile data (Riser et al., 2016), bringing

profound changes to intermediate marine scientific research. In the
FIGURE 3

Concept design of the integration of active and passive remote
sensing and field joint observation at ~100-m depth.
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early 21st century, mobile observation and sensor technologies were

further developed (Morel and Berthon, 1989). Physical, biological,

and chemical sensors with miniature and low power consumption

were successfully developed, and BGC-Argo buoys proceeded,

providing a broader data basis for exploring the coupling of ocean

physics and biogeochemistry. Around 2012, the United States, France,

and other countries successively joined the Deep-sea Argo (Deep-

Argo) program, planning to build a deep-sea Argo observation

network measuring depths up to 6000 m to promote the Argo

program to enter the era of all-sea, all-depth, and multidisciplinary

ocean observation. Figure 4 illustrates the Labrador Sea temperature

profile based on Argo measurement.

Additionally, with the rapid development of ocean observation

technology and the significant improvement of computer

performance, the development and application of high

spatiotemporal resolution, full-sea depth, numerical simulation

products based on the earth fluid dynamics theory and the

assimilation of multisource observation data have significantly

improved the accuracy of model prediction results. Ocean model

and climate state observation data products, such as the hybrid

coordinate ocean model (HYCOM), global ocean circulation model

data set, and world ocean atlas (WOA) global Ocean grid climate state

data set, have emerged. Including temperature, salinity, flow field,

chlorophyll, inorganic salt, and other multilayer parameter
Frontiers in Marine Science 05142
information related to marine thermal, marine dynamics and

biogeochemistry, and other fields, provides another foundational

data source for intermediate and even deep ocean scientific

research. In recent years, in situ imagery acquired by underwater

imagers has been major ancillary data in marine research. However,

different from the remote sensing images, the complicated situations

of the marine environment highlight the uneven distribution of data

quality in in situ images (Jian et al., 2021). In situ images enhanced,

denoised, or saliently extracted by specific algorithms provide a

reliable data source for full ocean-depth scientific research (Jian

et al., 2018; Jian et al., 2019).
3 DBAI methodology

DBAI methodology mines the essence of phenomena and reveals

the laws behind them, starting from the data dimension and taking

scientific calculation as the core. As the key component, the neural

network (Cozman, 2021) develops from shallow to deep (Lecun et al.,

1998; Ronneberger et al., 2015) and has undergone three stages:

associative statistical, physically informed, and mathematically

driven. The associative statistical neural networks can extract the

information of data space, mine the explicit laws contained in the

data, and realize basic knowledge discovery. Physically informed
TABLE 1 The characteristics of described spaceborne satellite and mission.

Satellite/Sensor Temporal Resolution Spatial Resolution Wavelength(nm) Time Period

CALIOP 98.5 minutes 333 m 532, 1064 2006-ongoing

ICESat-2 91 days 0.7 m 1064 2018-ongoing

PACE 1-2 days (OCI) 1 km 340-890 (5steps);
940, 1038, 1250,

1378, 1615, 2130, 2260

Plan

2 days (HARP-2) 3 km 440, 550, 670, 870

-30 days (SPEXone) 2.5 km 385-770(2-4 steps)

Guanlan 8.45 days 500 m 486, 532 Plan

5.61 days
FIGURE 4

Labrador Sea temperature profile obtained from in situ Argo observations.
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neural networks (PINNs) (Wright et al., 2022) embed disciplined

prior knowledge or theory into the network, extract potential

knowledge rules from data, improve operation efficiency, and

prevent “low-level fallacy.” By building a bridge between the

traceable mathematical model and scientific knowledge, the

mathematically driven neural networks give full play to the

excellent performance of the deep neural network in chaotic or

extremely complex mass data and achieve valuable knowledge,

accelerating scientific discovery and enabling interpretable results.

The overall architecture of DBAI is illustrated in Figure 5. The data

obtained by satellite remote sensing and in situ observations allow for

surface-to-interior profiling of ocean phenomena. AI technology

bridges the semantic gap between the two data sources, efficiently

coupling remote sensing data, which has the external advantage, with

in situ data, which has an internal character. This coupled paradigm

makes DBAI technology, which incorporates mathematically driven,

physically informed, and associative statistical, a new engine for

knowledge discovery in marine science.
3.1 Associative statistical neural network

The basic method or function of the DBAI methodology is to

perform correlation statistics in the data ocean, achieving initial and

explicit information mining and knowledge discovery. Data is the fuel

of the AI method; the construction methods of the neural network

vary with different data features. For example, the image data and

rasterized products in remote sensing are general data types, which

can be obtained with special equipment. With the development of

computer vision (Simonyan and Zisserman, 2015; Huang et al., 2017;

Chen et al., 2018), neural networks can mine the local features of

objects in these data. Thus, most of the explorative DBAI research is

based on Euclidean data to construct convolutional neural networks

(He et al., 2017) and then achieves the correlation statistics of data
Frontiers in Marine Science 06143
information. In terms of DBAI architecture, the basic building blocks

are convolution neural network, recurrent neural network and its

extended network, such as the LSTM unit, as shown in Figure 6. The

convolution neural network, which is depicted in Figure 6A, provides

a new mathematics tool for researching grid data (Goodfellow et al.,

2014; He et al., 2016). Furthermore, with continuous iterative

updating, the recurrent neural networks, the structures of which are

shown in Figure 6B, C, can explore the timeseries features and context

information from long-time series data.

As for sensory data, the sea surface temperature, sea surface

height, and sea level anomaly (SLA) have time series features that can

extract the parameters of the feature for change of temperature and

height with time lapse adopting the recurrent neural networks. Then,

the model summarizes the overall pattern of the data to predict the

future trend. Therefore, associative statistical neural networks are

becoming one of the basic methodologies for researchers to detect and

predict oceanic phenomena and grasp their patterns. Table 2 displays

some research for constructing the neural network based on

Euclidean data in marine science from 2018 to now. The

application direction and publication time illustrate that DBAI is

the environment of mass innovation that can continue to develop.

As previously identified, the data is the beginning of the

associative statistical neural networks, which are based on the

classification of the data and characteristics of the task to design the

network structure. However, in scientific research, it is key to

incorporate physical theory into neural networks to enable even

higher accuracy.
3.2 Physically informed neural network

To exploit the efficiency of the neural network, the PINN is

proposed by Raissi et al. (2019). PINNs follow the specific objective

laws of physics described by nonlinear differential equations, which is
FIGURE 5

Overall architecture of DBAI. The core of DBAI is the associative statistical, physically informed, mathematically driven neural networks.
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a deep learning method that can solve scientific problems (Nakajima

et al., 2021). PINNs are a pioneering technology that provides PDE

with a new numerical solver. According to the guide method, it can be

divided into observation, induction, and learning bias (Karniadakis

et al., 2021), which is shown in Figure 7.

The observation bias is designed for the data input stage because

the data can reflect the underlying physics. For example, with the

universal gravitation F = GMm
r2 , Burges function ∂u

∂ t + u ∂ u
∂ x = v ∂2 u

∂ x2 , and

Hamiton systems ∂H
∂ p = ∂ p

∂ t ,
∂H
∂ q = − ∂ q

∂ t , neural networks can learn the

physical structure, functions, vector fields, etc., from these physical

principles, achieving being physically informed.

Furthermore, in the model-learning process, we expect that some

specific features can be prioritized. Thus, the induction bias is

introduced in the neural network, which utilizes the universal rules

in the physical world to constrain the model. Normally, in the

construction process of the network, the induction bias is designed

for a neural operator that makes the computational process follow the

physical law, for example, the translational and spatial invariance in

CNNs and graph embedding computation in graph neural networks.

The learning bias is different from the above guided method; it

focuses on the backward neural network. In other words, a dedicated

loss function is designed for the model to calculate the error. Suppose

that a problem satisfies a constraint, and the output of the network
Frontiers in Marine Science 07144
can transform into a mapping of solutions. For instance, the

hamiltonian system (Greydanus et al., 2019) description formula

transforms into a form of residuals, such as (1).

∂H
∂ p

−
∂ p
∂ t

= 0,
∂H
∂ q

+
∂ q
∂ t

= 0 (1)

In this function, p denotes coordinate and q is momentum.

According to the residual function, the loss function can be

designed as Equation (2).

L =
∂H
∂ p

−
∂ p
∂ t

����
����
2
+
∂H
∂ q

+
∂ q
∂ t

����
����
2

(2)

The learning bias prompts the trained neural network to conform to

the theory that is expressed by differential or partial differential

equations. That improves the confidence and prediction accuracy of

neural networks significantly. Table 3 enumerates part of the research

that PINNs applies in marine science and lists the bias method.

Although some researchers have attempted to predict the real

ocean current field based on the isotropic properties of Navier–Stokes

equations, physical information is still limited to observational

traction using model data or inductive traction using existing

network structures. On the contrary, neural networks are
TABLE 2 Partially associative statistical neural networks for mid-level ocean remote sensing.

Network Network Structure Correlation Research

CNNs ENSO prediction (Ham et al., 2019),

Eddy heat flux prediction (George et al., 2021),

Associative statistical neural networks Arctic sea ice seasonality prediction (Andersson et al., 2021),

Ocean IW amplitude search Zhang et al. (2022),

Global mesoscale eddy identification (Chen et al., 2021c)

RNNs Sea surface temperature prediction (Xie et al., 2020),

Sea level forecast (Accarino et al., 2021),

Subsurface temperature field prediction (Su et al., 2021)
A

B C

FIGURE 6

Associative statistical neural network schematic; the basic building blocks include (A) convolutional neural network, (B) recurrent neural network feedforward
process, and (C) LSTM structure.
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significantly integrated with domain knowledge in basic science,

which adopted learning bias to improve the applicability of the

model to physical data (Cranmer et al., 2020; Xiong et al., 2021).

The observation, induction, and learning bias can be embedded as

physically informed methods for different stages of neural networks,

which can organically integrate domain knowledge and neural

networks. Compared with the traditional numerical differential

equations, the PINNs have excellent robustness in handling noise

entrainment within the data. In addition to this, theoretical

foundations, such as quasigeostrophic, Rossby wave, Ekman drift,

and eddy theory, transform into the learning bias that is an important

guarantee for advancing scientific knowledge discovery. In summary,

the potential of neural networks in marine science has not yet been

fully exploited. In the future, the structure of the neural network

should be based on the basic theory of marine science and further

advance toward the “AI for ocean science.”
3.3 Mathematically driven neural network

As a data-driven method, neural networks can be regarded as a

“black box,” lacking mathematical interpretability, which is the

foundation of building bridges from data to knowledge. It is

difficult to fully transform the neural network from a black box to a

“white one.”However, neural networks can be improved based on the

mathematical inference that makes partial network interpretability
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that is named mathematically driven neural networks. For example,

the input and output of a neuron is a linear process that formulates as

Equation (3).

L = o
d+1

i0=0
(a0i1i0xi0 ) (3)

where a, x, d denote weight, input, and network width, respectively.

Theoretically, the depth and width of a neural network can reach

infinite dimensions and can be mathematically represented as an

infinitely wide function space, constituting a mathematical “Barak

space” (Wojtowytsch, 2020) as in Equation (4).

F∞ : = o
∞

iL=1
aLiLs o

∞

iL−1

aLiLiL−1s o
iL−2

Ls o
∞

i1=1
a1i2i1s o

d+1

i0=0
a0i1i0xi0
� � ! ! ! ! !( )

(4)

where alij = 0 for all but finitely many i, j, l. L is the layer number of a

neural network, iL is the neuron of every layer, and s denotes the

activation function. Furthermore, according to the geometrical point,

high-dimensional data of the same category in nature is concentrated

near some low-dimensional manifold. Therefore, the input of neural

networks to the output can be understood as a mapping of differential

geometric manifolds (Lei, 2020).

Based on the PINNs, the mathematically driven neural networks

provide neural networks with a mathematical explanation. However,

its theory, architecture, and application research are in the
TABLE 3 Partial PINNs for marine science.

Network Bias Method Correlation Research

Physically informed Ocean subsurface temperature prediction (Meng et al., 2021),

neural networks Observation bias Ocean turbulence prediction (Wang et al., 2021)

Seasonal Arctic sea ice projections (Andersson et al., 2021),

Induction bias Identification of global abnormal mesoscale eddies (Liu et al., 2021),

Global mesoscale eddy identification (Huang et al., 2022)
FIGURE 7

Prior knowledge-embedding mechanism for PINNs.
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preliminary exploration stage. The mathematical theory not only

bestowed the interpretability of networks, but also optimized

computational efficiency and memory usage. Meanwhile, the

properties of neural networks are exploited and compensate for the

poor generalization ability of theoretical models to real data. In

marine science, hydromechanics is the basic theory of how to

introduce it into neural networks, constructing a novel marine

physics or mathematical neural network structure as a frontier

direction of future development. Moreover, it is able to exploit the

excellent performance of deep neural networks in highly complex

systems, accelerating knowledge discovery in marine science in

massive data.

4 From DBAI to knowledge discovery

The surface data of the ocean obtained by satellite remote sensing

is abundant, whereas the profile data of the intermediate ocean is

relatively sparse. At present, the critical task of DBAI is to establish

the intrinsic connection between surface phenomena and

intermediate processes, especially the physical and ecological

processes below the surface. With impressive results, the data-

driven DBAI methodology has recently made a preliminary

exploration of “surface to interior” in ocean science. However,

ocean knowledge discovery methods mainly focus on associative

statistical neural networks and begin to explode to the PINNs, the

research of mathematically driven neural networks is still in

exploration. In this review paper, highly challenging typical

applications are selected from four aspects of marine morphology,

kinematics, dynamics, and ecology to demonstrate intermediate

ocean research supported by DBAI as shown in Figure 8.
4.1 3-D identification and trajectory
prediction of oceanic eddy

Oceanic mesoscale eddies, which follow the quasi-geostrophic

potential vorticity conservation equation, are rotating movements of

seawater on scales smaller than Rossby waves. Oceanic mesoscale

eddies are the “weather” of the ocean with horizontal scales ranging

from several to hundreds of kilometers, vertical scales ranging from

tens to thousands of meters, and temporal scales from days to years.

Ocean eddies, with their massive quantity, broad distribution, strong

entrainment, and high energy, are becoming the ideal proxy for the
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substance cycling, energy cascade, and multi-sphere coupling in

ocean research.

According to their rotation direction, oceanic eddies can be

divided into cyclonic eddies (CE) and anticyclonic eddies (AE). The

dynamic process of the water body inside the eddy is mapped to the

sea surface, resulting in an undulating change in sea surface height of

about 1~100 cm, which causes the topological relationship of the sea

surface around the eddy to present a relatively stable closed structure.

This phenomenon makes the formation of the local maximum (or

minimum) value of sea surface height in the center of the AE (CE),

which is the fundamental criteria of the application to detect ocean

eddies with remote sensing technology (Pegliasco et al., 2022) as

shown in Figure 9.

By combining the eddy signal acquired by satellite altimeter with

in situ observations data such as Argo, the “surface-to-interior”

vertical structure and internal dynamic process of the oceanic eddy

are gradually being understood (Chaigneau et al., 2011; Zhang et al.,

2014). However, the horizontal observation resolution and vertical

profile detection capability of existing satellite altimeters are still

inadequate. Hence, realizing high-resolution 3-D remote sensing

observation of eddies is one of marine science ’s urgent

requirements for the new ocean satellite technology.
4.1.1 Independent eddy identification with
Argo profiles

Eddy identification is critical in advancing theoretical knowledge

and scientific research on ocean eddies. The current mainstream

method of eddy identification is the closed contours method, which is

limited by the sampling capacity of the satellite altimeter, resulting in

approximately 90% of oceanic eddies being missed (Amores et al.,

2018). In addition, this method has limitations for submesoscale

eddies with the characteristics of having smaller scale, weaker

intensity, and deeper below the sea surface.

To solve the above problem, an idea of ocean eddy identification

based on 3-D structure is proposed by using profiling Argo (Chen

et al., 2021a). The surface features of oceanic eddies are correlated and

modeled with their vertical structures to construct an Argo floats-

based algorithm for independent eddy identification. The altimeter-

identified eddies are further aligned with Argo profiles to build a

multisource eddy data set. The associative statistical neural network

incorporating the observation and induction bias is designed to

extract abstract features of the eddy vertical structure, thus realizing

high-precision eddy identification from a 3-D perspective (Chen et al.,
FIGURE 8

Typical applications in physical and biological oceanography with a top-down way of “surface to interior.”
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2021c; Huang et al., 2022) as illustrated in Figure 10A Compared with

the traditional mathematical statistics methods, the AI eddy

identification algorithm based on Argo 3-D structure not only

improves the computational efficiency by more than 10 times, but

also achieves 98% accuracy of eddy identification.

The eddy vertical identification algorithm can identify about 36%

of the missed eddies. This method can prompt additional

consideration of the eddy identification accuracy from satellite

altimeter. Figure 10B shows the comparison results of eddy

identification using altimeter SLA and the Argo vertical profiles,

respectively. The experimental results show that more than 50% of

the eddies missed by the altimeter are distributed in the equatorial

region with a low satellite sampling rate, weak geostrophic, and strong

non-geostrophic. In contrast, the Argo vertical eddy identification

algorithm has a unique advantage in non-geostrophic dominated

submesoscale eddy identification, which is highly complementary to

the altimeter eddy identification method. In addition, the Argo

vertical signal of eddies captured by the AI eddy identification

algorithm is comparable to or even stronger than the altimeter

method. The AI technology demonstrates the feasibility and

credibility of eddy identification with 3-D ocean profiles while

innovating identification methods and improving identification

efficiency. This is essential for promoting the development of eddy

identification methods and studying ocean eddies’ kinematics

and dynamics.
4.1.2 Eddies trajectory prediction with PINN
Eddy motion is primarily prevalent in complex ocean

environments (current, wind, and topographic) and is controlled by

various physical mechanisms, including potential vorticity and

baroclinic instability (Chen et al., 2022a). Naturally, the accuracy of

eddy trajectory prediction can be fundamentally improved with the

physical constraint of prior knowledge. The eddy trajectory prediction

network compliant with physical constraint is proposed as shown in

Figure 11A The theoretical approximate phase speed of the first

baroclinic mode Rossby waves (Cp) is embedded as the theoretical

velocity of the vortex into the machine learning model for trajectory
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prediction, thus enabling accurate prediction of the eddy trajectory

for the next 10 days.

Cp = −b � R2
d (5)

where b = 2Wcos qR-1 is the Rossby parameter, w = 7.29×105 is an

Earth rotation rate, and R = 6371.39 km is the radius of Earth. Rd is

the Rossby radius of deformation, which is calculated (Chelton et al.,

1998) by Equation (6):

Rd =
1

f qð Þj jp
Z 0

−H
N zð Þdz(q > 5∘) (6)

where f = 2Wq is the Coriolis parameter, N(z)=(−(g/r)×∂r(z)/∂z)1/2 is
the buoyancy frequency, r is the potential density, and g is the

acceleration due to gravity. The midterm prediction results for more

than two million single-track eddies worldwide show that the

accuracy of eddy trajectory prediction is improved by about 24%

with the embedding of the physical mechanism, and the prediction

error is significantly lower than other prediction algorithms (Li et al.,

2019; Wang et al., 2022). Figure 11B illustrates the true and predicted

trajectories of two typical long-lived eddies. The results visually

demonstrate the high consistency between the predicted trajectories

and the true trajectories, reflecting the significant advantages of the

PINN for eddy trajectory prediction.
4.2 Vertical reconstruction of Ekman drift

The wind is the dominant driving mechanism of ocean

circulation. When the wind with constant speed abidingly acts on

the vast sea expanse, a steady seawater movement is generated, called

drift. Ekman has constructed a precise theoretical drift solution,

namely, the Ekman drift theory. Specifically, the drift is the result

of the balance between the frictional force generated by the plumb

turbulence and the Coriolis force. The latitudinal velocity component

(u) and the meridional velocity component (v) of the drift are affected

by the depth of seawater (z), and their quantified expressions are

shown in Equations (7) and (8).
FIGURE 9

Oceanic detection and identification from the altimeter. (A) The fundamental criteria of the application to detect an ocean eddy, and (B) detection of
eddies and identification results.
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u =
tyffiffiffi
2

p
aAz

exp  (az) cos  45∘ + az, (7)

v =
tyffiffiffi
2

p
aAz

exp  (az) sin  45∘ + az (8)

Ekman found that the surface current direction is approximately

45° to the right (left) of the wind direction in the Northern (Southern)

hemisphere with ideal assumptions. Due to the viscosity of seawater,

the flow vector deflects with depth and forms an Ekman spiral as

shown in Figure 12A. The simple assessment of global wind-driven

drift can be calculated using satellite scatterometer data on sea surface

wind fields as illustrated in Figure 12B. However, in the natural ocean,

the turbulent viscosity coefficient Az varies with depth, and the

latitudinal wind stress tx effect exists simultaneously, coupled with

the fact that the wind-driven drift decays faster with depth than the

theoretical prediction. These reasons cause the actual profile of wind-

generated drift to be different from the theoretical Ekman spiral curve,

and its shape is closely related to the sea state of the local ocean. In

addition, due to the lack of observational information on the seawater

turbulent viscosity coefficient, the two-parameter regression model is

used as the mainstream method to reconstruct the wind current field
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(Lagerloef et al., 1999). The core algorithm of this model is to evaluate

wind current using the observations of the in situ drifting buoy in the

field without the ground-transfer current component. However, the

limitation is that the model accuracy is affected by empiricism or

climatological parameters. AI technology, as a data-driven method,

can effectively avoid the empiricism of the model and have some

stability to the climatological parameters in the reconstruction

process. Therefore, with the introduction of the DBAI

methodology, the accurate quantification of wind-driven current

fields is expected to expand novel ideas and methods.
4.3 Forecast of IWs

IWs are fluctuations that oscillate at the surface of two different

media within the ocean. Two necessary conditions for generating IWs

are seawater stratification and a disturbance source. The wavelength

of IWs generally ranges from hundreds of meters to tens of

kilometers, period ranges from minutes to hours, and amplitude

ranges from several meters to tens of meters. IWs mainly occur in the

pycnocline and are most active at 50–800 m of the ocean. In addition,

the undulating propagation of IWs and its “dead water effect” affect
A

B

FIGURE 10

(A) The associative statistical neural network for eddy identification with Argo profiles calibrated by the altimeter. (B) Comparison of eddy identification
results between altimeter and Argo. Independent eddy identification with Argo profiles via associative statistical neural network. (10a) The architecture of
convolutional neural network with extreme gradient boosting (CNN-XGBoost). (10b) Identification results. (a) Vertical profiles of eddies identified by
altimeter (short dashed line) and only Argo (solid and long dashed lines), respectively, (b) Global geographical distribution of identified eddies by
altimeter, and (c) global geographical distribution of independently identified eddies by Argo profiles.
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local ocean productivity and ocean sound field and even cause great

security risks to submarine navigation and ocean engineering.

The synthetic aperture radar (SAR) has become one of the

essential remote-sensing tools for monitoring ocean IWs with its

observation advantages of large range, all day, all weather, and high

resolution. The quantitative expression of the modulation of SAR

images by IWs can be derived based on the Korteweg–de Vries (KdV)

Equation (9) (Zheng et al., 2001).

d0jIW = Q
Ch0cos

2j
hmdDv

� �
tghwd

x − Vtð Þ
D

� 	
sec h2wd
� � x − Vtð Þ

D

� 	
(9)

where d0|IW is the backscattering coefficient of the IWs on the SAR

image; Q can be treated approximately as a constant, usually

determined by the SAR sensor frequency, the angle of incidence,

and the dielectric constant of the IWs. C is the linear phase speed; j is

the wave direction; hmd is the thickness of the mixing layer; D is the

characteristic half width of the IWs; v is the mean value of angular

frequency of ocean surface waves; g, hwd, x, V, t represent the

acceleration due to gravity, seawater depth, spatial position,

propagation speed, and propagation time of the IWs, respectively.

sec(g)is secant function. Equation (9) is also known as the analytical

expression of the oceanic IWs presented on the SAR image.

Therefore, the spatial position, wavelength, wave direction, and

other horizontal parameter information of the IWs can be directly
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obtained from SAR images. The transient wave speed, depth,

amplitude, and other vertical parameters of IWs can then be

further inverted, together with the simultaneously measured CTD

and historical data to depict the spatial and temporal characteristics of

IWs properly as shown in Figure 13.

In recent years, DBAI has been applied successfully to the

inversion and prediction of oceanic IWs from satellite images. An

associative statistical neural network structure is proposed to address

the randomness issue with IWs propagation (Zhang et al., 2021). This

network mines the correlation between multiple information of IWs

and determines the propagation position of IWs by predicting the

propagation speed and direction. Comparisons with the conventional

physical model (KdV equation) results show that the neural network

can achieve better performance and robustness as shown in Figure 14.

This research also further reveals the effect of complicated seafloor

topography on IW propagation. Another scholar used the IW

amplitudes simulated by physical oceanographic equipment as

auxiliary data. The information between the auxiliary data and the

spectral characteristics of remote sensing satellite images (MODIS) is

correlated and migrated by observational neural networks to invert

the IWs amplitudes (Zhang et al., 2022).

The application of DBAI technology in oceanic IWs is still in the

exploration stage. These methods mainly learn the deep features of

IWs through a large amount of remote sensing data rather than
A

B

FIGURE 11

(A) The physically informed neural network for eddy trajectory prediction. (B) Long-lived eddies trajectory prediction.Eddy trajectory prediction via
associative neural network. (A) The architecture of the eddy trajectory prediction network compliant with physical constraints. (B) Results of long-lived
eddies trajectory prediction. (a) AE trajectory prediction, (b) CE trajectory prediction.
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constructing an exclusive structure of PINNs on the mechanism of

IWs generation. Nevertheless, the feasibility of applying DBAI

technology to oceanic IWs is confirmed, providing a novel idea for

studying oceanic IWs.
4.4 Prediction of subsurface chlorophyll
maxima

Biomass distribution is as important in the subsurface ocean as

stratification structural features, whereas most of the water color

remote sensing satellites can only directly acquire the chlorophyll

concentration [Chla]sur from the sea surface. To invert chlorophyll

vertical distribution from the sea surface chlorophyll concentration

[Chla]sur based on a large number of in situ observations, the models

of chlorophyll concentration content and its vertical distribution were

constructed for different stratified water bodies and trophic levels,

integrated over the euphotic layer (Uitz et al., 2006). The detailed

calculations of the different models are shown in Equations (10) and

(11).

ChlaZeu
= A · ½Chla�Bsur (10)

C zð Þ = c0 − c1 · z + c2 · exp − ½ z − c3ð Þ=c4�2 (11)

where ChlaZeu
represents the chlorophyll a content integrated over the

euphotic zone, ς is the normalized value of the actual depth relative to the

depth of the euphotic layer Zeu, i.e., ς = z/Zeu, C(ς) denotes the normalized

value of chlorophyll a concentration [Chla(ς)] at depth ς relative to the

average chlorophyll concentration ½Chla�Zeu within the euphotic layer, i.e.,
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C(ς) = ½Chla(ς)�=½Chla�Zeu, among them, ½Chla�Zeu = Z−1
eu · ChlaZeu.

Furthermore, the parameters A, B and c0~c4 in (10) and (11) can be

obtained by fitting the field data of different stratified water bodies and

trophic levels (Uitz et al., 2006). It can be seen that chlorophyll a vertical

distribution of well-mixed waters ( Zm
Zeu

> 1, Zm is the depth of mixed layer)

is relatively uniform. In contrast, for stratified water bodies ( Zm
Zeu

< 1),

SCM is generally present in the vertical profile. On the one hand, SCM

plays a crucial role in ocean nutrient cycling, energy flow, and

biogeochemical cycling, and on the other hand, the chlorophyll vertical

distribution, especially the inversion of SCM, is important for accurate

estimation of ocean primary productivity. However, the SCM features

have been explored only at the regional scale due to the lack of 3-D

observation data. With the implementation of the BGC-Argo program, it

has become possible to analyze SCM on a global scale while revealing that

the seasonal dynamics of SCM have an evident regional character

(Cornec et al., 2021).

With the accumulation of biogeochemical 3-D observation data

and the development of computer technology, there is an increasing

amount of research related to applying neural networks to chlorophyll

vertical structure inversion. The associative statistical neural network

was developed as shown in Figure 15A and successfully inverted the

vertical structure of SCM in the North Pacific region using sea surface

parameters observed by satellite remote sensing (Chen et al., 2022b).

The application of AI technology to the inversion and prediction of

marine SCM can take full advantage of long-term and high-coverage

satellite data to obtain the global oceanic SCM data set indirectly, the

results are illustrated in Figure 15B. It is crucial for advancing marine

ecology and related multidisciplinary research because it provides

data for exploring the vertical ecological structure of the ocean.
FIGURE 12

Ekman spiral. (A) Simulation model of Ekman spiral, (B) Global sea surface wind speed distribution.
FIGURE 13

Oceanic IWs. (A) IWs mechanism for modulated SAR images, (B) IWs on SAR images (Magalhães et al., 2021).
frontiersin.org

https://doi.org/10.3389/fmars.2022.1034188
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org


Chen et al. 10.3389/fmars.2022.1034188
5 Conclusions and discussion

From the theoretical development of marine science, the progress of

basic theory, observation technology, and computing ability have been

drawing and responding to each other, pushing forward the leaps of this

interdisciplinary science one after another. Before the middle of the last

century, the development of marine science mainly benefited from

advances in theory. Based on the limited field observation data, Ekman

drift theory, Rossby planetary wave theory, westward strengthening

theory of ocean circulation, wind-induced ocean circulation theory,

and so on were developed successively, laying the theoretical

foundation of modern physical oceanography.

From the perspective of marine science development in the 1970s,

the emergence of satellite ocean remote sensing for scientific research

provides unprecedented high spatial and temporal coverage data. With
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remote sensing data, it is the first time to realize the clear appearance of

ocean circulation, qualify the global average sea level rise, estimate the

global marine primary productivity, etc. Subsequently, the rapid

development of computer technology has brought about a significant

improvement in computing power, and model systems with high

resolution have begun to shine in the cutting-edge applications of

operational weather forecasting and climate change prediction. At the

end of the 20th century, to jointly cope with the severe challenges brought

by global changes, oceanographers devoted themselves to studying the

processes occurring in the intermediate and deep sea, filling in the gaps of

the existing theoretical system and no longer satisfied with the

understanding of the ocean surface and phenomena at large space–

time scale.

In this context, the in situ observation technology provides profile

data to implement research from surface ocean phenomena to
A

B

FIGURE 14

(A) The associative statistical neural network for IWs forecasting. (B) Forecast results of the IWs. Interval wave forecasting from satellite images. (A) The
architecture of IWs forecasting neural network. (B) Forecast of IW propagations in the Andaman Sea after two semidiurnal tidal cycles. (A) shows the
results of the associative statistical neural network, and (B) shows the results of the KdV equation (Zhang et al., 2021).
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intermediate ocean dynamic and ecological processes. Naturally, how

to reveal the intermediate ocean law from the mass fusion data has

become a major challenge. “AI for science” has spawned a new

paradigm of scientific research, and AI has also become a strategic

technology for new scientific research. The development of AI

technology requires not only a breakthrough in computational

theory but also a full integration of interdisciplinary knowledge.

The ultimate goal of AI is to train machines to be brain-like,

bridging the knowledge between the human brain and the machine.

Moreover, the natural combination of AI technology and

oceanography (DBAI method) provides an excellent way to solve

the current development dilemma of oceanography. The two have

built a new bridge between data science and knowledge discovery, and

initially showed unique advantages and great potential in

intermediate ocean remote sensing applications from the outside to

the inside.

DBAI is poised to achieve “surface-to-interior” knowledge of

the middle ocean remote sensing and its processes, covering for the

inadequacy of the existing theoretical system. However, the

intermediate ocean remote sensing technology supported by AI is

still facing two major challenges, one is the ocean data bottleneck the

other is the generalization of DBAI methodology. Therefore, we

believe that future trends in DBAI will focus on the following

two points.

(1) Promote the construction of ocean big data. To fill the current

gaps in some ocean parameters and underwater 3-D remote sensing,

the development of a new generation of ocean science satellites (e.g.,

SWOT, Guanlan) is expected to enhance the comprehensive

capabilities of satellites in horizontal space, vertical profile, spatial

and temporal resolution, and integrated remote sensing. The
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cornerstone of DBAI is marine big data. With access to massive

remote sensing data, the biggest obstacle to the development of DBAI

is how to provide reliable ground truth to express information about

marine objects. If we want to break through this obstacle, relying on

one person or team is unrealistic. Therefore, we should actively

participate in ocean big data construction plans, implement

extensive international cooperation, and promote the construction

of standard marine big data sets.

(2) Strengthening DBAI technology innovation. Most DBAI

technologies for ocean science come from the computer-vision

community. These techniques aim to enable computers to obtain

meaningful pattern information from images, videos, and other visual

inputs, often focusing on spatial patterns. These models can be used

to construct oceanographic AI models with physical interpretability

by combining oceanographic mechanism constraints with remote

sensing data-driven to achieve theoretical and technological

innovations in DBAI.

With the gradual enrichment of ocean big data sets and the

continuous improvement of DBAI technology, DBAI will be widely

applied in various marine subdivisions to realize automatic or

semiautomatic scientific discovery. We envisage that the new

scientific research paradigm of “AI for ocean science” will gradually

uncover the mystery of intermediate and even deep oceans, ushering

in a new phase in the future of ocean science.
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A hyperspectral image
reconstruction algorithm
based on RGB image using
multi-scale atrous residual
convolution network

Shaoxiang Hu1, Rong Hou2, Luo Ming1, Su Meifang1

and Peng Chen2*

1School of Electronic Science and Engineering, University of Electronic Science and Technology of
China, Chengdu, China, 2Chengdu Research Base of Giant Panda Breeding, Sichuan Key Laboratory of
Conservation Biology for Endangered Wildlife, Chengdu, China
Hyperspectral images are a valuable tool for remotely sensing important

characteristics of a variety of landscapes, including water quality and the status

of marine disasters. However, hyperspectral data are rare or expensive to obtain,

which has spurred interest in low-cost, fast methods for reconstructing

hyperspectral data from much more common RGB images. We designed a novel

algorithm to achieve this goal using multi-scale atrous convolution residual

network (MACRN). The algorithm includes three parts: low-level feature

extraction, high-level feature extraction, and feature transformation. The high-

level feature extraction module is composed of cascading multi-scale atrous

convolution residual blocks (ACRB). It stacks multiple modules to form a depth

network for extracting high-level features from the RGB image used as an input.

The algorithm uses jump connection for residual learning, and the final high-level

feature combines the output of the low-level feature extraction module and the

output of the cascaded atrous convolution residual block element by element, so

as to prevent gradient dispersion and gradient explosion in the deep network.

Without adding too many parameters, the model can extract multi-scale features

under different receptive fields, make better use of the spatial information in RGB

images, and enrich the contextual information. As a proof of concept, we ran an

experiment using the algorithm to reconstruct hyperspectral Sentinel-2 satellite

data from the northern coast of Australia. The algorithm achieves hyperspectral

spectral reconstruction in 443nm-2190nm band with less computational cost, and

the results are stable. On the Realworld dataset, the reconstruction error MARE

index is less than 0.0645, and the reconstruction time is less than 9.24S. Therefore,

in the near infrared band, MACRN reconstruction accuracy is significantly better

than other spectral reconstruction algorithms. MACRN hyperspectral

reconstruction algorithm has the characteristics of low reconstruction cost and

high reconstruction accuracy, and its advantages in ocean spectral reconstruction

are more obvious.

KEYWORDS

hyperspectral image reconstruction, deep learning, atrous convolution, marine science,
multi-scale
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1 Introduction

RGB image is a color image composed of red, green and blue

channels. Hyperspectral image is an image composed of dozens or

hundreds of channels, which is divided in detail in the dimension of

spectrum, as shown in Figure 1A. Hyperspectral images not only

contain image information, but also can be expanded in the spectral

dimension. For a certain substance, different spectral wavelengths

may correspond to different values, and the spectral curve of the

substance can be obtained, as shown in Figure 1B. Therefore,

hyperspectral images provide richer spectral information than RGB

images. Targets with different components and attributes may have

similar appearances, but their spectral curves will be quite distinct.

This means hyperspectral images have unique advantages in

computer vision tasks such as target recognition and image

analysis, leading to the gradual application of hyperspectral image

analysis in various research fields such as remote sensing, agriculture,

medicine and ocean sciences. For the latter, hyperspectral data have

been used in the monitoring of marine water quality (such as total

suspended solids, chlorophyll, dissolved organic matter, etc.)

(Veronez et al., 2018; Peterson et al., 2020; Ying et al., 2021) and

marine disasters (such as red tide, oil spills, etc.) (Guga, 2020;

Qizhong et al., 2021).

However, hyperspectral images also bring significant capture

complexity, high costs (Geelen et al., 2014; Beletkaia and Pozo,

2020), or high light field requirements (Descour and Dereniak,

1995). As a result, reconstructing hyperspectral images from

ubiquitous RGB images at a low cost has become a hot research

topic. There is a complex correlation between the pixel values of RGB

images and hyperspectral images. However, compared with

hyperspectral images, RGB images provide less spectral

information, which makes it very difficult to reconstruct

hyperspectral images from RGB images. Therefore, reconstructing

hyperspectral images from RGB images is a very challenging task.

The existing methods of reconstructing hyperspectral images

from RGB images can be roughly divided into two categories: the

first is to design specific systems based on ordinary RGB cameras.

Goel (Goel et al., 2015) designed a hyperspectral camera using time-

division multiplexing illumination source to realize reconstruction,

which is a universal hyperspectral imaging system for visible light and

NIR wavelength. The camera has a frame rate of 150 FPS and a
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maximum resolution of 1280 × 1024. Wug (Oh et al., 2016) used

multiple color cameras for reconstruction, and used different spectral

sensitivities of different camera sensors to reconstruct the

hyperspectral images, with a resolution of 200x300 and an imaging

time of 2 minutes. However, these methods rely on strict

environmental conditions or additional equipment. The second

method is to directly model the mapping relationship between RGB

images and hyperspectral images of ordinary cameras by using the

correlation and a large volume of training data. Because this mapping

is highly nonlinear, machine learning methods are usually employed.

Some early work (Farnaz et al., 2008; Arad and Benshahar, 2016)

expressed this problem as a weighted combination of basis functions,

using principal component analysis to extract the basis function from

hyperspectral data sets. Other studies use sparse coding to reconstruct

hyperspectral data from RGB images (Antonio, 2015; Jia et al., 2017;

Aeschbacher et al., 2017). Nguyen et al. (2014) proposed to use radial

basis function networks to learn the mapping from RGB image to

hyperspectral image, reduce the impact of illumination on network

performance, and do white balance processing on the input image.

Arad et al. (Antonio, 2015) constructed a new hyperspectral dataset of

natural scenes and used it to build a sparse spectral dictionary and its

corresponding RGB projection to reconstruct hyperspectral images

from RGB images.

Recently, a number of studies have explored end-to-end mapping

of the relationship between RGB images and hyperspectral images

through neural networks (Shoeiby et al., 2018a; Shoeiby et al., 2018b;

Kaya et al., 2019). Galliani, Alvarez Gila, Liu et al. (Galliani et al., 2017;

Alvarezgila et al., 2017; Pengfei et al., 2020) applied convolutional

neural network and GAN to hyperspectral image reconstruction. By

using multi-scale feature pyramid module in GAN, the correlation

between local and global features is established. Good reconstruction

results have been achieved. Xiong et al. (2017) proposed an HSCNN

network for reconstructing hyperspectral images from RGB images and

compressed measurements. In order to simplify the sampling process. –

proposed an HSCNN-D network, which achieved good reconstruction

results. proposed a novel adaptive weighted attention network, which is

mainly composed of multiple double residual attention blocks with

long and short jump connections. Information on the spatial context is

captured through second-order nonlocal operations, and it has more

accurate reconstruction effect than HSCNN-Dmodel on noiseless RGB

images. proposed a 4-layer hierarchical regression network (HRnet)
BA

FIGURE 1

Hyperspectral 3D data from the Sentinel-2 satellite along the northern coast of Australia, (A) UTM zone 49S, (B) Spectral curves of different substances.
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with Pixelshuffle layer as the interaction between layers. It uses residual

dense blocks to extract features, and uses residual global blocks to build

attention, which achieves better reconstruction results on real RGB

images. Tao Huang et al. (2021) proposed a method to reconstruct a 3-

channel HIS spectral image from a single channel 2D compressed

image. This method is based on the maximum a posteriori (MAP)

estimation framework using a learned Gaussian Scale Mixture (GSM)

priori. It has good reconstruction results on both synthetic and real

datasets. Yuanhao Cai et al. (2022) proposed a new Multi stage Spectral

wise Transformer (MST++) efficient spectral reconstruction method

based on Transformer. The Spectral Wise Multi head Self identification

(S-MSA) with spatial sparsity and spectral self similarity is used to form

the Spectral Wise Attention Block (SAB). Then, SAB establishes a

single-stage spectral converter (SST), which is cascaded by several SSTs,

and gradually improves the reconstruction quality from coarse to fine.

Although these studies have found effective methods to convert RGB

images into hyperspectral data, they all have shortcomings such as low

reconstruction accuracy, complex network structure and high

computational cost. Hyperspectral reconstruction in marine

environment generally covers visible, near infrared, mid infrared wave

bands. However, the existing methods are aimed at the visible or near

infrared wave band. Therefore, we need to design a new hyperspectral

reconstruction algorithm suitable for the marine environment, make full

use of the spatial characteristics of the marine environment, and achieve

more accurate hyperspectral reconstruction.

Reconstructing hyperspectral images from RGB images can yield

hyperspectral data at a low cost, which is conducive to expanding

access to hyperspectral data, and giving full play to the unique

advantages of hyperspectral data in computer vision analysis tasks,

including in the marine sciences. Although the reconstruction

methods based on deep learning have achieved good results, they

make insufficient utilization of RGB image spatial features. To solve

this problem, we propose a novel multi-scale atrous convolution

residual network (MACRN) to reconstruct hyperspectral images from

RGB images. The model uses convolution layers with different atrous

rates to extract the features of the image at multiple scales and obtain

the feature representation of different granularity. We posit that the

feature representation of the fused feature map will be more precise

and accurate, enhancing the extraction of spatial features from the

image. On the basis of ensuring the integrity of local details, more

abundant context information will be added, reducing discrepancies

between the reconstructed hyperspectral image and the real data.
2 Methods and materials

2.1 Data collection

We used hyperspectral images from Sentinel-2 remote sensing

satellite to test our reconstruction algorithm. The original data

include remote sensing images of 12 spectral bands in the range of

443-2190nm, namely 443nm, 490nm, 560nm, 665nm, 705nm,

740nm, 783nm, 842nm, 945nm, 1375nm, 1610nm, and 2190nm.

The image size was 10800 × 10800 pixels. We generated RGB

images for training and testing from hyperspectral images of

Sentinel-2, including RGB images without noise (Clean data) and

RGB images with noise (Realworld data).
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We directly obtained Clean data from hyperspectral data and the

CIE spectral response function.

We derived Realworld data by adding noise (Gaussian noise) to

the RGB image synthesized by the unknown spectral response

function to better simulate the real world scenarios.

We generated 440 training, 10 verification, and 10 test images for

each dataset. Figure 2A shows the two types of RGB images in the

dataset, which show some differences in color representation.

Figure 2B shows the hyperspectral data for the 443 nm, 490 nm,

783 nm and 1375 nm bands.

During MACRN model training, the size of hyperspectral data

and RGB image sample pair is 64 × 64 pixels. Overlap area size is 32

pixels when clipping. We performed data enhancement operations

such as rotation and mirroring them. The enhancement processing is

to rotate within the range of 0° - 180°, the rotation angle is 45°, and

make a horizontal flip at each angle at the same time. After

enhancement, 1 group 482 × 512 sample pairs generated 3120

groups 64 × 64 sample pairs.
2.2 Problem description

Electromagnetic waves within a certain wavelength range

irradiate object surfaces. Because different objects have varying

reflectivity to electromagnetic waves of different wavelengths,

imaging devices capture the reflection spectra of those surfaces and

render images through the conversion of the imaging device. We can

express the formation process of the image with Eq. (2.1).

Ik = ∫WE lð ÞS lð ÞFk lð Þdl (2:1)

Where, Ik is the radiant energy recorded by the image sensor k, E(l)
is the spectral energy distribution of the illumination source, S(l) is
the spectral reflectance of the object surface, Fk(l) is the spectral

response function of sensor k at the incident wavelength, l is the

wavelength. If the value of l is an electromagnetic wavelength in

the visible light range of 400nm to 700nm, then k corresponds to

the image sensors in the R, G and B bands, and we get an

RGB image.

The spectral radiation value R(l) of the target can be obtained by

multiplying E(l) and S(l); Thus, Eq. (2.1) can be transformed into Eq.

(2.2).

Ik = ∫WR lð ÞFk lð Þdl (2:2)

Discretizing Eq. (2.2) yields:

Ik =onR lnð ÞFk lnð Þ (2:3)

Where, ln represents the sampled bands. In our study, n has a value of

12 and corresponds to the wavelength range of 443nm to 2190nm.

Therefore, when Ik is known, find R(ln). It is a highly uncertain

problem to reconstruct the hyperspectral radiation values of 12 bands

from RGB images.

We can see that there are huge challenges in how to reconstruct

high-precision hyperspectral images from RGB images. Particularly

tricky are the problems of insufficient utilization of spatial features of

the RGB images, and the unknown spectral response function of the

sample data.
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We propose a multi-scale atrous convolution residual network

(MACRN) model as a solution for obtaining more features of

different granularity without introducing too many parameters,

with the aim of reconstructing hyperspectral images with

greater accuracy.
2.3 Deep learning network

Multiscale network can extract features at different scales, but it

also has a high computing cost, and its requirements for computing

devices continue to improve. In order to solve this problem, we

replace the ordinary convolution kernel with the atrous convolution,

which balances the computational cost while extracting multi-

scale features.
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The overall structure of our multi-scale atrous convolution

residual network (MACRN) is shown in Figure 2C. MACRN

includes three main parts: low-level feature extraction, high-level

feature extraction, and feature transformation.

2.3.1 Low-level feature extraction
The module is composed of a 3 × 3 convolution layer, a PReLU

activation function and a 3 x 3 convolution layer. We use it to extract

low-level features from the input RGB images, and its expression is

shown in Eq. (2.4).

y = W2PReLU W1xð Þ (2:4)

where x is the input, y is the output of the low-level feature extraction,

W1,W2 is the weight matrix of the two convolution layers in the

module, and PReLU is the PReLU activation function.
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FIGURE 2

(A) A comparison of the two datasets used in this study ((a) ‘Clean’ and (b) ‘Realworld’) at three locations ((8600, 9300), (10000, 4500), (10300, 900) in
UTM zone 52S). (B) Single band hyperspectral data for the 443nm, 490nm,783nm,1375nmbands at (a) coordinates (8600, 9300) (b) (10000, 4500and (c)
(10300, 900), all in UTM zone 52S. (C) Overall Structure of MACRN. (D) Structure of the Multi-scale ACRB. (E) Seven kinds of ACRB, (a) C1, (b) C1C2, (c)
C1C2C3, (d) C1C2C3C4, (e) C1C2C3C4_S, (f) C1C2_S, (g) C1C2C3_S. (F) Effect of different a values on model reconstruction error.
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2.3.2 High-level feature extraction
The module is composed of multiple cascading atrous

convolution residual blocks (ACRB). The network is formed

through the stacking of multiple modules to extract the high-level

features of the input RGB image. The specific structure of the ACRB

will be described in detail in Section 2.3. The output of the low-level

feature extraction is connected by the global residual and added

element by element to the output of the cascaded ACRB to form the

final high-level feature set, which can prevent the phenomenon of

gradient dispersion and gradient explosion in the deep network

architecture. This process is expressed in Eq. (2.5).

z = y + f NACRB … f 1ACRB yð Þ� �� �
(2:5)

where, z is the output of the depth feature extraction module, fACRB(·)

is the atrous convolution residual block, and N is the number of

atrous convolution residual blocks.

2.3.3 Feature transformation
The composition of the feature transformation module is the

same as that of low-level feature extraction, which is also composed of

a 3 x 3 convolution layer, PReLU activation function and a 3 x 3

convolution layer. This module realizes feature transformation and

channel integration. The final reconstructed hyperspectral image is

formed, and its expression is shown in Eq. (2.6).

output = W4PReLU W3zð Þ (2:6)

where, output is the final output of the whole network, i.e., the

hyperspectral image reconstruction result. W3,W4 represents two

convolution layers respectively, and PReLU represents the PReLU

activation function.
2.4 Multi-scale atrous convolution
residual block

Currently, most methods for hyperspectral image reconstruction

using image blocks have a significant dependence on spatial features
[33]. When the spatial arrangement of the original image is broken, the

reconstruction error often increases greatly, which shows that spatial

features play a very important role in the process of hyperspectral

image reconstruction. Therefore, the hyperspectral reconstruction

error can be further reduced by improving the utilization of spatial

features in RGB images.

An important parameter in convolution layers is the size of the

convolution kernel, also known as the receptive field, which

determines the size of the local area that can be sampled during

each iteration. A too small convolution kernel can only extract small

local features, while a too large convolution kernel can greatly

increase the amount of required computation. Therefore, in order

to better extract the spatial features of the image without increasing

the computational cost of the network, we use the multi-scale ACRB,

which has multiple atrous convolution layers with different atrous

rates to control the receptive field. The module can extract the multi-

scale spatial features of the image, and then splice the feature maps at

different scales to form a multi-scale feature layer. Its structure is

shown in Figure 2D.
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First, the input characteristic map passes through three 3 x 3

convolution layers with different atrous rates (e.g. the atrous rates for

the layers are set to 1, 2 and 3 respectively) to obtain the characteristic

f1, f2, f3 at different scales. Then, f1, f2, f3 is spliced together in the

channel dimension and integrated through a 3 x 3 convolution layer.

Then, the fused multi-scale features are obtained by feature

transformation through a PReLU activation function and a 3 x 3

convolution layer. The expression is shown in Eq. (2.7)

u = W6 PReLU W5 concat f1, f2, f3½ �ð Þð Þð Þ (2:7)

where, u is the output of the multi-scale feature extraction module in

the atrous convolution residual block, W5,W6 represents two

convolution layers, PReLU represents the PReLU activation

function, and concat [,·], represents the channel dimension

splicing operation.

To prevent gradient dispersion and gradient explosion, we used a

jump connection in the atrous convolution residual block to add the

module input and the extracted multi-scale features element by

element. The model uses the network fitting residual instead of

directly learning the identity mapping function, and its expression

is shown in Eq. (2.8).

v nð Þ = PReLU u + v n−1ð Þ
� �

(2:8)

where, v(n) is the output of the nth ACRB.

To choose the appropriate multiscale module construction

strategy and verify the effectiveness of the results, we designed

seven ACRBs with different structures for experiments. We named

them C1, C1C2, C1C2C3, C1C2C3C4, C1C2C3_S, C1C2_S,

C1C2C3C4_S (Figure 2E).

Through experimental analysis, C1C2C3 proved to be the most

effective in our experimental analysis and was used as the basic

structure for the multi-scale feature extraction module.
2.5 Loss function

We divided RGB image samples into two sets according to their

spectral response functions. The first set was made up of RGB image

samples generated using the CIE color function as the spectral

response function. We called these images ‘Clean’ data because no

noise was added. The second type of data set is called Realworld data,

which uses other camera sensitivity functions as spectral response

functions and adds noise. The noise type is Gaussian noise, SNR is

30-40dB.

2.5.1 Realworld data
Since the spectral response function in the Realworld data is

unknown, the loss function only needs to consider the difference

between the reconstructed hyperspectral image and the real

hyperspectral image.

RMSE is generally used as the loss function when calculating the

error between the predicted image and the real image in the image

processing task, given that the image brightness levels of different

bands of hyperspectral images are usually quite varied. In the process

of calculating the root mean square error, the weight difference

between the high brightness region and the low brightness region
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https://doi.org/10.3389/fmars.2022.1006452
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org


Hu et al. 10.3389/fmars.2022.1006452
of the image may be too large. To avoid this situation and balance the

deviation between different bands, we use Eq. (2.9) as the loss function

of our hyperspectral image reconstruction algorithm:

lH =
1
No

n

i=1
I(i)R − I(i)G

���
���=I(i)G

� �
(2:9)

where, N represents the total number of pixels, IR represents the

reconstructed spectral radiation value, and IG represents the spectral

radiation value of the actual hyperspectral image.

2.5.2 Clean data
Since the spectral response function Ф for the Clean data is the

CIE color function, the loss function needs to take into account the

difference between the reconstructed hyperspectral image and the real

hyperspectral image, as well as the difference between the RGB images

generated by mapping the two types of images to RGB space.

If the spectral response function Ф is known and the RGB image

does not contain noise, we can use the function Ф as a priori

information to project the reconstructed hyperspectral image into

RGB space according to the functionФ. We use Eq. (2.10) to calculate

the average absolute error between it and the input RGB image as the

loss function.

lR =
1
No

n

i=1
I(i)R − I(i)G

���
���

� �
(2:10)

where, I(i)R represents the RGB projection of the reconstructed

hyperspectral data by matrix multiplication with Ф and I(i)G
represents the RGB projection of real hyperspectral data by matrix

multiplication with Ф.

2.5.3 Overall loss function
The overall loss function of our hyperspectral reconstruction

model includes lH and lR, and its expression is shown in Eq. (2.11)

l = lH + a lR (2:11)

where a is a variable parameter.

We analyzed the influence of different values of a in the loss

function Eq. (2.11) of MACRN on the final reconstruction results. Set

the value of a to 0, 1, 5, 10 and 20 for experiments, and the results are

shown in Figure 2F. It can be seen from the figure that when a is 10,

the reconstruction error is the minimum. Therefore, we set the value

of a to 10.
3 Results

3.1 Model parameters

Both the low-level feature extraction module and the feature

conversion module of MACRN had 256 convolution cores in each

convolution layer, while the atrous convolution residual block had 128

in each convolution layer. The images output by the four atrous

convolution layers were spliced together to obtain the channel

number of the total characteristic image with 512 channels. Then, the
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number of channels was condensed down to 256 through a convolution

layer with 256 convolution cores and a total of six stacked ACRBs.

The batch size for the model training was 16. An Adam optimizer

was used for training, with a first-order attenuation index of b1 = 0.9,

a second-order attenuation index of b2 = 0.9, and a fuzzy factor of e =
10-8. The learning rate was initialized to 0.0001, and the polynomial

function attenuation strategy was used to gradually reduce the

learning rate during the training process.
3.2 Quantitative analysis of ACRB

To determine how the number of atrous convolution residual

blocks (ACRB) affects the hyperspectral image reconstruction model,

we constructed five hyperspectral reconstruction networks with

different depths with the number of ACRB ranging from four to

eight, which were chosen considering the poor feature extraction

ability of the low-level network. The test results are shown

in Figure 3A.

In Figure 3A, MRAE (Mean Relative Absolute Error) is a commonly

used index to evaluate spectral reconstruction effect, and RMSE (Root

Mean Square Error) is used as an auxiliary evaluation standard.

The reconstructed MRAE error reached the minimum at seven

ACRB (Fig. 3.1). However, there was very little difference between six

and seven ACRBs, so in order to minimize the number of parameters

and reduce the complexity of the model, the number of stacks for the

ACRB is set to 6.
3.3 Clean data reconstruction

In order to evaluate how the MACRN model against to other

reconstruction algorithms, we compared it to HSCNN-R (Shi et al.,

2018), HSCNN-D (Shi et al., 2018), HRNet (Zhao et al., 2020),

AWAN (Li et al., 2020), MST++ (Cai et al., 2022). To ensure the

fairness of the experiment, all models were run under the same

experimental conditions, using the same training and test sets.

The MACRN model obtained the lowest error value on the Clean

data (Table 1). The HSCNN-R model had the shortest running time,

but a large error rate. The AWAN model had the second fastest

running time, but MACRN was almost as quick. In conclusion, the

MACRN performs well in spectral reconstruction of Clean data.

Figure 3B shows the a heat map (error image) of the hyperspectral

images reconstructed from the Clean data for the six models and the

real hyperspectral image (Ground truth) in the bands of 443 nm, 490

nm, 783nm and 1375nm.

The error of the reconstructed hyperspectral image in the bands

of 443 nm, 490 nm and 783nm was small, while the error in the 1375

nm band was large (Figure 3B). Overall, MACRN produced a high

quality reconstruction.

Figure 3C shows the spectral response curves drawn at two spatial

positions from the hyperspectral images reconstructed by Clean data

of five models. The reconstructed spectral curves of MACRN closely

matched the real spectral curves, demonstrating its accuracy in

spectral reconstruction relative to the other four models (Figure 3C).
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3.4 Realworld data reconstruction
From the Realworld data, MACRN exhibited the smallest errors

of the six models (Table 2). HSCNN-R again had the shortest running
Frontiers in Marine Science 07161
time, but its reconstruction error was large. The running time of

MACRN was close to that of HRNet.

Figure 3D shows the spectral response curves drawn at two spatial

positions from the hyperspectral images reconstructed from

Realworld data of five models.
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FIGURE 3

(A) Reconstruction error of different ARCB numbers. (B) Error image (heat map) of hyperspectral image reconstructions and real hyperspectral images of
(from left to right) the 443 nm, 490 nm, 783 nm and 1375 nm bands by the (a) HSCNN-D, (b) HSCNN-R, (c) HRNet, (d) AWAN, (e) MACRN models run
on images from the Clean dataset, compared to (f) the true hyperspectral data of the same locations. (C) Spectral response curve from the HSCNN-D,
HSCNN-R, HRNet, AWAN, MACRN models run on Clean data and true observed data from Sentinel-2 (gt for ground truth) for two points from the
images shown in Figure 3.2, (a) coordinates (312, 315) and (b) (764, 494). (D) Spectral response curves from HSCNN-D, HSCNN-R, HRNet, AWAN,
MACRN run on Realworld data, and observed data (gt) from two points from Figure 3.2, (a) coordinates (312,315) and (b) (764,494).
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All models had higher error rates when run with

Realworld data than with Clean data (Fig. 3.4). Compared with

other methods, MACRN had the closest fit to the true

values (Figure 3D).

The MACRN realizes hyperspectral spectral reconstruction in

443nm - 2190nm band, with less computation and high

reconstruction accuracy. On the Realworld dataset, the reconstruction

error MARE index is less than 0.0645, the reconstruction error RMSE

index is less than 0.0164, and the reconstruction time is less than 9.24S.

On the Clean dataset, the reconstruction error MARE index is less than

0.0328, the reconstruction error RMSE index is less than 0.0114, and

the reconstruction time is less than 8.58S.

To sum up, for both Clean data and Realworld data sets, the

performance of MACRN hyperspectral reconstruction algorithm was

relatively stable, and offered good hyperspectral reconstruction

relative to other models.
4 Discussion

Tables 1 and 2 show that the calculation cost of MACRN

reconstruction algorithm is small. Figures 3C, D show that the

error between the reconstructed spectral curve of MACRN and the

actual spectral curve is small. In the visible light band, the MACRN

reconstruction error has no difference with MST++ (Cai et al., 2022)

and AWAN (Li et al., 2020), and is close to the true value. However, in

the near infrared band, the MACRN reconstruction accuracy is

significantly better than other spectral reconstruction algorithms.

Although MST++ (Cai et al., 2022) based on spatial sparsity and

spectral self similarity won the first in the RGB spectral reconstruction

challenge in 2022. However, MST++ ignored some spatial details and

did not consider the near-infrared and mid infrared band features.

Therefore, the hyperspectral reconstruction result of MST++ is

obviously inferior to those of MACRN in the near infrared and mid

infrared bands. This fully shows that ACRB of MACRN captures

more spatial details, and the loss function of MACRN is more

consistent with the characteristics of the near infrared and mid

infrared spectrum.

In the detection application of marine water quality (such as

chlorophyll-a, dissolved organic matter, solid suspended solids,

etc.), it is easier to find target differences in the near-infrared
Frontiers in Marine Science 08162
band, and the reconstruction algorithm that can accurately

reconstruct the target’s near-infrared band spectrum has a

greater application prospect. For example, in marine oil

pollution detection (Guga, 2020), because hyperspectral images

can obtain a large amount of nearly continuous narrowband

spectral information in the visible, near infrared, mid infrared

and thermal infrared bands. The hyperspectral images can not

only effectively distinguish oil film and water, but also infer the

type and time of oil leakage from the different spectral absorption

characteristics of offshore oil film. We use the MACRN algorithm

to construct hyperspectral images, which can easily and quickly

detect and identify objects based on the spectral characteristics.

Therefore, the MACRN hyperspectral reconstruction algorithm

has the characteristics of low reconstruction cost and high

reconstruction accuracy, and its advantages in marine spectral

reconstruction are more obvious.
5 Conclusion

The reconstruction of high-precision hyperspectral images from

RGB images is important for expanding the use of hyperspectral

analysis in the marine sciences. Currently, most algorithms of

reconstructing hyperspectral images from RGB images use

convolution neural networks, which is problematic because the

receptive field of the convolution kernel is at a small, fixed scale,

and thus can only learn the features at a single scale, offers low

utilization of information from a global context, and lacks

global vision.

We designed a hyperspectral image reconstruction algorithm

based on a multi-scale atrous convolution residual network

(MACRN), which can better solve one of the problems. The

algorithm extracts multi-scale features under different receptive

fields, makes full use of the rich colors of RGB images and the

spatial structure associated with the colors, and adds richer contextual

information, ensuring the integrity of local details. Our hyperspectral

reconstruction experiment using Sentinel-2 satellite data from the

northern coast of Australia shows that the algorithm can effectively

reduce hyperspectral reconstruction errors and deliver hyperspectral

image reconstruction of high-precision RGB images with low

computational costs.
TABLE 1 Comparison of reconstruction results of various models run on
the Clean dataset.

Model MRAE RMSE Time (s)

HSCNN-R 0.0385 0.0152 3.16

HSCNN-D 0.0375 0.0136 14.39

HRNet 0.0358 0.0140 9.35

AWAN 0.0345 0.0121 7.51

MST++ 0.0347 0.0123 11.46

MACRN 0.0328 0.0114 8.58
The bold numbers represent the best value.
TABLE 2 Comparison of reconstruction results of various models run with
the Realworld dataset.

Model MRAE RMSE Time (s)

HSCNN-R 0.0713 0.0188 3.08

HSCNN-D 0.0691 0.0185 14.70

HRNet 0.0661 0.0176 9.16

AWAN 0.0666 0.0180 13.94

MST++ 0.0665 0.0182 12.73

MACRN 0.0645 0.0164 9.24
fro
The bold numbers represent the best value.
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There are abundant resources and many endangered marine animals in the

ocean. Using sound to effectively identify and locate them, and estimate their

distribution area, has a very important role in the study of the complex diversity of

marine animals (Hanny et al., 2013). We design a Two-Stream ConvNet with

Attention (TSCA) model, which is a two-stream model combined with attention,

in which one branch processes the temporal signal and the other branch

processes the frequency domain signal; It makes good use of the

characteristics of high time resolution of time domain signal and high

recognition rate of frequency domain signal features of sound, and it realizes

rapid localization and recognition of sound of marine species. The basic network

architecture of the model is YOLO (You Only Look Once) (Joseph et al., 2016). A

new loss function focal loss is constructed to strengthen the impact on the tail

class of the sample, overcome the problem of data imbalance and avoid over

fitting. At the same time, the attention module is constructed to focus on more

detailed sound features, so as to improve the noise resistance of the model and

achieve high-precision marine species identification and location. In TheWatkins

Marine Mammal Sound Database, the recognition rate of the algorithm reached

92.04% and the positioning accuracy reached 78.4%.The experimental results

show that the algorithm has good robustness, high recognition accuracy and

positioning accuracy.

KEYWORDS

voice recognition, location, two-stream ConvNet, YOLO, attention, CMFCC
1 Introduction

In recent years, the development of marine resources has been paid more and more

attention by countries all over the world. The sea area is vast and the resource reserve is

huge. Marine animals are complex and diverse, and many marine creatures exchange

information with sound, such as whales can rely on sound to socialize and locate their prey;
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There are many endangered mammals in the sea, and their

identification and positioning through sound is an effective means

of protection for them. For example, maintaining the number of

large whales is crucial to marine ecology, and restoring the number

of baleen whales and sperm whales can strengthen the health of the

global marine ecological ecosystem. Therefore, using passive

acoustic classification and species positioning technology to

effectively identify them and estimate their distribution areas has

a very important role and research significance in the study of the

complex diversity of marine animals. Through this technology, we

can reveal the behavior and species density of marine animals.

However, due to unknown statistical characteristics and low signal

to noise ratio (SNR) conditions, marine mammal voice recognition

and localization may be the most challenging task in the field of

animal bioacoustics. Therefore, it is a hot spot problem in this field

to effectively identify and then estimate the distribution area.

At present, there are two main methods for marine mammal

voice recognition: one is classification based on spectral

characteristics. (Nanaware et al., 2014) manually classifies the

sounds of six marine mammals through the extracted energy and

spectral cross-correlation coefficients. (André et al., 2011) identified

whether there was a whale voice in the audio by detecting the

unique frequency bandwidth of the whale voice, with an accuracy

rate of 90%. These methods have good classification effect when

there are few marine animals, but it is difficult to distinguish some

species with similar sound spectrum. Because marine mammals can

emit a variety of different sounds, it is also difficult to identify.

Another method is to use machine learning method to classify. This

kind of method can identify some sounds that cannot be classified

by the spectrum map. (Ibrahim et al., 2016) extracted Mel

Frequency Cepstral Coefficients (MFCC) and Discrete Wavelet

Transform (DWT) coefficients of whale sounds in the North

Atlantic Ocean, and used Support Vector Machine (SVM) to

classify their sounds. Experiments show that the method is better

than using spectral coefficients to classify their sounds. (González-

Hernández et al., 2017) uses 1/6 octave and feedforward neural

network to identify eleven species, and each species emits a variety

of sounds, such as whistling, shouting and squeaking. The model

shows good performance and achieves a classification rate of 90%

with low computational cost. (Brown and Smaragdis, 2009) uses

MFCC as a feature to classify the sounds of killer whales through

hidden Markov model and Gaussian mixture model, achieving 90%

recognition rate; (Lu et al., 2021) applies feature fusion method, and

uses MFCC, Linear Frequency Cepstral Coefficient (LFCC) and

time-domain feature fusion as feature parameters for voice

recognition But this method is not effective in low SNR

environment; (Mingtuo and Wenyu, 2019) used AlexNet and

transfer learning methods to automatically detect and classify

killer whales, long fin pilot whales and harp seals with extensive

overlapping living areas, and achieved good results, with certain

limitations, and the calculation process was cumbersome.

There are three main methods of sound source location: TDE or

TDOA, depth learning, and sound energy First of all, the method

based on TDE or TDOA is to calculate the time delay or phase

difference of sound arriving at different acoustic sensors, and

estimate the arrival azimuth of the sound source under the
Frontiers in Marine Science 02165
condition that the geometry of the array is known. A typical

algorithm is phase transformation (GCC-PHAT) (Pérez-Rubio,

2021; Yoshizawa, 2021), This kind of method is limited by time

synchronization, and has poor practicability and high cost.

The method based on depth learning mainly focuses on the

sound source localization of supervised learning (Yang et al., 2018;

Yangzhou et al., 2019; Jin et al., 2020). The deep neural network is

trained by extracting acoustic data features, such as amplitude and

phase, collected from different acoustic sensors The cost of this kind

of location method system is also very large, which seriously

restricts the universality of the location system.

The method based on sound energy is direct and effective

(Sheng and Hu, 2004; Dranka and Coelho, 2015; Bo, 2022).

However, its effectiveness depends on the propagation attenuation

model of sound energy. It is often assumed that the sound energy

has a linear attenuation relationship with the propagation distance,

which is not true in most real scenes.

It can be seen from the above analysis that these studies are all

aimed at the classification of one or several marine mammal audio

signals, which cannot fully describe the complex and variable

characteristics of sound, and cannot be used to identify more

marine mammal species. It is difficult to obtain high recognition

accuracy in the case of complex environmental noise. At the same

time, these identification algorithms do not provide location

information, and cannot estimate the distribution area of marine

organisms, nor can they further reveal the behavior and population

density of marine animals.

Therefore, we have designed a Two Stream ConvNet with

Attention (TSCA) for fast sound recognition and location of marine

animal sound features. This model decomposes sound signals into time

domain signals and frequency domain signals. One branch of the dual

stream network processes time signals and the other branch processes

frequency domain signals; The basic network architecture of the two

independent streams is YOLO. The model suppresses environmental

noise through attention, and realizes information fusion. Finally, the

model completes the rapid and accurate identification and location of

the sound of marine species.
2 Materials and methods

2.1 Data collection

1) Marine animal sound data set

The voice recognition data set is The Watkins Marine Mammal

Sound Database, which contains about 1654 records and 1654

spectrograms, recording more than 31 kinds of marine mammals,

and the duration of each sample is 3~20s. 24 filters are selected to

extract CMFCC features of sound signals. In order to improve the

robustness of identifying sound sources in complex environments,

Gaussian noise with different signal-to-noise ratios (SNR) is added

to the recording samples to expand the data. SNR is respectively -

30db, - 15db, 0db, 15db and 30db.

2) Locate Dataset

Because it is difficult to obtain marine species positioning data

sets, we use different human voices to replace the voice of marine
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species. The voice of people is recorded at a distance of 1km from

the three recording sensors. The number of men and women with

different timbre is 50, and the sensor spacing is 1m. The number of

different recording samples for each person is 30, and the voice in

the recording samples is stable, and the voice duration is 5~10s.

Considering the existence of various noises in the marine

environment, Gaussian noises with different SNR are added to the

above recording samples to expand the data, so as to generalize the

performance of the system and improve the robustness of

identifying sound sources in complex environments. The SNR is

respectively - 30db, - 15db, 0db, 15db and 30db. At this time, the

number of samples is 3000 × 5 = 15000. Add 5000 groups of

soundless source sounding test sets, a total of 20000 test samples.
2.2 Sound processing of marine animals

The sound of marine animals includes static, non static and

quasistatic noises (Suleman and Ura, 2007). In order to reduce the

influence of background noise, it is necessary to preemphasis the

sound signal from the background noise. From the overall

perspective, the acoustic signal will change every other period of

time, and it is not a steady process. But in a certain period of time, it

has a certain degree of stability. This part is usually called a frame.

For the global call signal, the final analysis is the time series

parameters obtained from each frame.

2.2.1 Preemphasis
Affected by the radiation of the animal’s mouth, nose and lip,

the call signal collected by the sensor will lose energy, and the high-

frequency part (above 800Hz) will fall according to the octave. The

high-frequency resolution is low, which affects the recognition

results (Yi, 2000). Preemphasis can increase the amplitude of high

frequency and reduce the influence of background noise by utilizing

the characteristic difference between noise and signal.

In order to compensate for the loss of high-frequency

components, the audio signal is pre weighted using Finite

Impulse Response (FIR) filter. Formula of the FIR filter His
Frontiers in Marine Science 03166
shown in Formula (2.1).

H(z) = 1 − az−1 (2:1)

Where, Z is the transfer function parameter, the value of ais

close to and slightly less than 1.

When the value of a is 0.98, the amplitude frequency and phase

frequency characteristics of the pre emphasis filter are shown in

Figure 1. Figure 2 is the Fin whale sound signal graph before and

after the pre emphasis processing.

It can be seen from Figure 2 that before pre weighting, the time

domain waveform of fin whale calls is relatively discrete, and after

pre weighting, it is relatively concentrated and stable. In addition,

the low frequency part of the acoustic signal is restrained to some

extent, and the middle and high frequency part is effectively

improved. The compensation effect of high-frequency loss is

good, which is conducive to subsequent feature extraction

and recognition.
2.2.2 Framing and windowing
Animal signal is a non-stationary time-varying sound signal,

which is easily interfered and affected by vocal production,

surrounding environment, vocal tract characteristics and system

factors. But in a very short time range (10~30ms), it is considered to

be stable. Through a specific window function, the voice signal is

windowed and divided into frames for 10~30ms. Each segment is an

analysis frame, referred to as a frame for short. Continuous and

overlapping are two common framing methods, as shown in

Figure 3. To ensure smooth transition between successive frames,

we choose overlapping segmentation method. In this algorithm, the

sampling frequency of the signal is 22kHz, the frame length is 440

data points, and the corresponding time is 20ms; To ensure the

positioning accuracy, 200 points are moved from the frame, and the

corresponding time is 10ms.

After framing, in order to make the speech signal globally

continuous, and make each frame show some features of periodic

function to facilitate subsequent feature extraction, windowing is

required. The window function w(n) selected in this paper is

Hamming window function, which can be expressed as Eq. (2.2):
A B

FIGURE 1

Amplitude frequency and phase frequency characteristic diagram of pre emphasis filter, (A) Amplitude frequency characteristic diagram, (B) Phase
frequency characteristic diagram.
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w(n) =
0:54 − 0:46 cos ( 2pn

T−1 )    ,     0 ≪ n ≪ T − 1

0                    ,           other

(
(2:2)

Where, T is the length of a frame signal.

The signal before windowing is expressed as a(n), and the signal

after windowing is s(n), as shown in Formula 2.3:

s(n) = w(n)a(n) (2:3)
2.2.3 CMFCC(compound mel-frequency
cepstrum coefficient)

CMFCC is Frequency domain characteristics of marine animal

sounds. It has been proved that the frequency domain feature

CMFCC is the feature with the best recognition rate in voice

recognition applications. The extraction method of CMFCC is

shown in (Hu et al., 2022). First, the preprocessed signal s (n) is

transformed into FFT (Fast Fourier Transformation), its

logarithmic energy spectrum is convolved with the filter bank and

inversion filter in Meyer frequency domain respectively, and then

the output vector is transformed into discrete cosine to obtain

CMFCC characteristics. The calculation formula is Eq.2.4. Figure 4

shows the CMFCC characteristics of the orcinus orca’s voice.

CMFCC(i, j) =

ffiffiffiffiffi
2
M

r
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m=0log½S(i,m)�cos( p j(2m + 1)
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Where, CMFCC(i, j) is the CMFCC of the i-th frame signal, M is

the number of filter banks and inversion filters in the Mel frequency

domain, j is the number of CMFCCs, and S(i,m) is the power

spectrum in the Mel frequency domain.
2.3 TDOA

The estimation location method based on Time Difference of

Arrival (TDOA) has the characteristics of small computation, good

real-time, and strong practicability (Benesty et al. 2008). The TDOA

method is divided into two steps. First, calculate the time difference

(time delay estimation) of the sound source signal arriving at the

microphone array, and then establish the sound source location model

through the geometry of the microphone array and solve it to obtain

the location information (location estimation). As shown in Figure 5,

the coordinate axes x, y and z in the figure represent the space distance.

We assume that there is a sound source in the space (denoted as

s(t), indicates the position of sound source in space at time t), two

microphones (denoted as m1 and m2, their positions in the space

are M1 and M2 respectively, and the received signals are x1(t) and

x2(t). Then the signals received by microphones m1 and m2 are

shown in Eq.2.5.

x1(t) = s(t − t1) + n1(t)

x2(t) = s(t − t2) + n2(t)

(
(2:5)
A B
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FIGURE 2

The Fin whale sound signal graph before and after the pre emphasis processing, (A) Fin whale sound, (B) Sound spectrum of Fin whale, (C)
Preemphasis sound of Fin whale, (D) Preemphasis sound spectrum of Fin whale.
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Where, t1 and t2 is the delay time for the sound source to reach

the two microphones, respectively. n1(t) and n2(t) are additive

noises. Then the time delay of sound source signal arriving at two

microphones is t ,as shown in Eq.2.6.

t = t1 − t2 (2:6)

Here, t1 and t2 is obtained through the positioning coordinates

of TSCA.

We set threemicrophones to receive the sound signal, and determine

the position coordinates of the sound source in the two-dimensional

plane. Since the sound of marine animals we detected belongs to the far-

field model, the waveform of the sound source arriving at the

microphone array is regarded as a plane wave. Therefore, we can

calculate the Direction of Arrival (DOA) through the sound signals

collected by microphones at two positions. As shown in Figure 6.

According to the geometric relationship of the microphone

array, we can determine the angle of the sound source relative to the

microphone array q , as shown in Eq.2.7.
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q = arccos
Ct̂
d

(2:7)

Where,  t̂ Is the estimated time delay, d  is the distance between

two sensors, and c is the speed of sound.

Two azimuth angles q can be obtained by measuring the values

of three microphones. The Chan algorithm (Chan and Ho, 1994)

solves the position (x, y) of marine animals using Eq.2.8.
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W h e r e , K1 = x21 + y21, K2 = x22 + y22, K3 = x23 + y23, R1 =ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(x1 − x)2 + (y1 − y)2

p
, R2,1 = dcos(q1), R3,1 = dcos(q2), q1 is the

azimuth angle of the sound source relative to the microphone M1

and M2, q2 is the azimuth angle of the sound source relative to the

microphone M1 and M3.

2.4 Two-stream ConvNet with attention

Two stream convolutional network appeared in 2014, and it has

made considerable progress in the research of action recognition,

temporal and spatial behavior detection (Simonyan and

Zisserman, 2014).
FIGURE 4

The CMFCC characteristics of the orcinus orca’s voice.
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FIGURE 5

The sound source and Microphone array M1, M2, M3.
A

B

FIGURE 3

Schematic diagram of framing and windowing, (A) Continuous framing, (B) Overlapping framing.
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We adopted the idea of Two Stream ConvNet, and designed a

Two Stream ConvNet with Attention (TSCA) for fast voice

recognition and location of marine animal voice features. The

model structure is shown in Figure 7. TSCA uses YOLO net as

the basic framework. By embedding time, channel, and space

convolution module (TCS), the multi-dimensional network

expansion is realized, which improves the model’s anti noise

ability, and also improves the detection and positioning accuracy

of the algorithm.

YOLO net is a fast and high recognition rate target detection

and recognition algorithm and network model, which realizes end

to end target detection. The anchor box is used to combine the

regression problem of classification and target location. It achieves

high efficiency, flexibility and good generalization performance.

Our goal is to quickly determine the position of marine animals

while realizing sound recognition, so we choose YOLO5 as the basic

network structure of TSCA.

YOLO net of frequency domain features realizes accurate

recognition of marine animal calls through CMTCC feature

sequences; YOLO net in time domain uses the high time
Frontiers in Marine Science 06169
resolution of call sequence signal to achieve accurate sound

location. Since the data frames of the two streams are the same,

we fuse the time information of CMFCC channel to YOLO net in

the time domain through Time Attention (TAM) after the

BackBone of YOLO net to improve the positioning accuracy of

YOLO net in the time domain; At the same time, channel and

spatial attention are added after the feature layer of the frequency

domain feature YOLO net output to improve the anti noise ability

of the model.

For the loss function, the two classification cross entropy loss

function is fused. Improve the focus loss function to reduce the

weight of head class data in the loss function and increase the

weight of tail class in the loss function to solve the problem of low

accuracy caused by tail data. At the same time, the model combines

TDOA module to achieve voice positioning.
2.5 Space time attention module

Attention mechanism has better automatic regulation effect on

noise (Ma et al., 2021; Senwei et al., 2021; Zhao et al., 2021). We use

attention modules TAM, CAM, SAM (TCS) in the model, as shown

in Figure 7. In TCS, channel, time and space information is focused

by maximizing and averaging pooling of channels, time and space.

After the BackBone of YOLO net, the time information of

CMFCC channel is fused to YOLO net in the time domain through

the TAM module. The attention TAM is used to change the weight

of each frame time dimension of the time domain YOLO net to

achieve dual stream network information fusion, so as to improve

the positioning accuracy of YOLO net in the time domain.

In order to better solve the problem of “what” and “where”, we

draw on the ideas of Convolutional Block Attention Module

(CBAM). We use Channel Attention Module (CAM) to focus on

“what” in the network; Use the Spatial Attention Module (SAM) to

focus on “where” in the network, as shown in Figure 8.

Assume that the input characteristic graph is  F ∈ RC�H�W , the

channel attention diagram is Mc. The spatial attention map is Ms.

The formulas of channel attention and spatial attention are as

follows Eq.2.9 and Eq.2.10:
FIGURE 7

TSCA model structure.
FIGURE 6

Far-field positioning model.
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F0 = Mc(F)⊗ F (2:9)

F00 = Ms(F
0)⊗ F0 (2:10)

Where, Mc ∈ RC�1�1, Ms ∈ R1�H�W , ⊗ represents element by

element multiplication. In the process of element by element

multiplication, attention value will also be propagated to the next level.
2.6 Focus loss function

In the experiment, we found that there was a serious data

imbalance problem in the time-space oriented data set of marine

animal calls. The distribution of species category tagging data is

shown in Figure 9. In the training process of the model, the

prediction of the model will be biased towards the head class,

making the error rate of the tail class prediction increase.

In classification tasks, the binary cross entropy loss function

(BCE Loss) is usually used as the loss function of multi label

classification. However, BCE Loss did not take into account the

difference between the contributions of the head and tail classes in

the long tail data, resulting in low accuracy of model training.
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We get a new loss function Focal BCE Loss (FB) by combining

the focus loss function (Lin et al., 2017) (Focal Loss) and BCE Loss,

as shown in Eq.2.13, to reduce the weight of the head loss function

in multi label data and increase the weight of the tail loss function in

multi label data.

A = −aL(1 − ŷ )g L(ŷ )y (2:11)

B = (1 − a)ŷ gL(1 − ŷ )(1 − y) (2:12)

FB = A − B (2:13)

Where, A represents the Focal Loss, B represents the BCE, L

represents the natural logarithmic function, a represents the

weighting factor, a∈ [0,1], positive class is a, Negative class is

1- a, Y represents the correct label. ŷ represents the probability of

y=1, ŷ ∈(0,1). g is the focus parameter, (1 − ŷ )g is the

modulation factor.

When ŷ !0, modulation factor (1 − ŷ )g will be close to 1, so the

weight of correct classification will increase.

When ŷ !1, modulation factor (1 − ŷ )g will be close to 0, and

the weight for correct classification will decrease.
FIGURE 9

The distribution of species category tagging data.
FIGURE 8

Attention module (Channel, Space convolutional block attention module).
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By adjusting the focus parameters g to reduce the weight of

samples that are easy to classify.

When g= 0, FB is equivalent to BCE Loss. Along with g Increase
of, modulation factor (1 − ŷ )g . The influence of, g= 5. The effect is

the best.

With the increase of g, the influence of modulation factor (1 −

ŷ )g will also increase. The experiment found that, g= 5, the model

has the best effect.
3 Results

3.1 Model parameters

Stochastic Gradient Descent (SGD) optimizer is used for model

training. Kinetic energy is set to 0.9, weight attenuation is set to

0.00001, initial learning rate is set to 0.075, and epoch is set to 40.
3.2 Loss function analysis

The g value of the loss function FB is related to the imbalance

degree of the data set. In order to analyze the influence of focusing

parameter g in FB on the model detection results, we set different

focusing parameter g , from 0.1 to 10. Here, we use Mean Average

Precision (mAP) as the evaluation index to measure the advantages

and disadvantages of the algorithm. The experimental result are

shown in Figure 10. The solid line represents the reference line, that

is, the detection result of the model using BCE loss function, mAP is

83.61%. The dot represents the test result of using FB in the model,

and the dotted line is the sixth degree polynomial fitting curve of the

dot. The horizontal axis data represents different values of focusing

parameter g from 0.1 to 10. It can be seen that when g=5, the model

detection result reaches 92.04% of the optimal result of g ; g ∈ [0,2],

the model test result mAP increases the fastest. When g>6, the
model test result mAP starts to decline. We can see the effectiveness

of the loss function FB in solving long tail data.
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3.3 Attention module analysis

In order to verify the effect of spatiotemporal attention module

TCS on sound recognition of marine animals, TAM, CAM, SAM, and

3D TCS were added to YOLO net respectively in the experiment. The

experimental results of a noise dataset are shown in Table 1. TAM,

CAM, SAM, and TCS are represented by T, C, S, and TCS respectively.

The line without FB represents the detection results of the above four

attention modules added to TSCA respectively. It can be found that

after adding TCS, the mAP of the model is the highest. Compared

with the benchmark test result of 83.61%, the mAP is increased by

6.43%, followed by the TAM, which is increased by 4.48%.
3.4 Comparison of call classification

1) In order to compare the recognition accuracy of different

models under different classifiers, Support Vector Machine (SVM),

K Nearest Neighbors (KNN) and Random Forest (RF) are also

selected for classification and the results are compared. In order to

obtain relatively objective results, 50% of the samples in each

experiment are randomly selected as the training set, and the

recognition rate is the average of 10 experiments. The

identification results of a noise dataset are shown in Table 2.

It can be seen from Table 2 that when using the same feature

parameters, the recognition rate of TSCA model is better than the

other two classifiers, indicating that TSCA has better

recognition performance.

2) Due to the complexity of the marine environment, in order to

further verify the robustness of the model in this paper, data with

different SNR are tested. The recognition rate is the average of 10

experiments. The recognition results are shown in Figure 11.

It can be seen from Figure 11 that in the process of gradual

reduction of the signal-to-noise ratio, the TSCAmodel has the most

gentle decline, which indicates that the TSCA model has good anti

noise robustness in the marine environment.
3.5 Positioning

At present, the commonly used technologies for sound source

localization products are TDOA, MUSIC and BP neural network

sound source localization algorithms. The test samples are self built

sample sets. Table 3 summarizes the positioning accuracy of TSCA

model and the above algorithms in different environments. Since
FIGURE 10

mAP of the model when parameter g of FB takes different values.
TABLE 1 Model detection results of various attention modules (mAP).

T C S TCS

no FB 85.53% 84.86% 85.18% 86.12%

FB g =1 88.78% 89.70% 87.86 91.04%

FB g =5 90.01% 90.24% 89.30% 92.04%
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the positioning accuracy is less than 20% when the SNR is negative,

it is not indicated in the table. The test set used for verification is

5000 in total, including 2000 groups of test samples of silent

source sound.
4 Discussion

From Table 2 and Figure 11, we can see that the TSCA model

introduces the spatiotemporal attention module TCS and the FB

loss function to solve the problem of data heterogeneity (long tail

phenomenon). The recognition rate of TSCA model is better than

other algorithms in the case of no noise and noise. It shows that the

TSCA model can achieve good recognition results in the

recognition of the call of marine species.

According to the data in Table 3, although the maximum

positioning accuracy of MUSIC and TDOA algorithms is 80.3%

and 79.7% respectively. However, the minimum positioning

accuracy of both is less than 52%, which is a very significant gap

compared with the optimal effect. The reason is that it is difficult to

set a threshold parameter for both algorithms, so the peak value of

the estimator will shift slightly at the correct position under

different conditions. Therefore, the algorithm may not have the

best localization accuracy for sound sources with different SNR.

Our TSCA model has higher positioning accuracy than the

common BP algorithm under any same conditions. When TSCA is
Frontiers in Marine Science 09172
at 0db or 15db, the positioning accuracy is significantly higher than

other algorithms. It shows that the TSCAmodel has good anti-noise

ability and can achieve high positioning accuracy in marine

species location.
5 Conclusion

The recognition and research of marine organisms’ sound is a

very important and meaningful work. By recognizing and tracking

marine animal targets through sound, it is possible to accurately

grasp the distribution, growth status, and behavioral characteristics

of marine animals. There are many endangered marine animals in

the sea, which can be effectively identified by sound and their

distribution areas can be estimated, which plays a very important

role in the study of the complex diversity of marine animals. At

present, the recognition and classification technology of marine

animal sounds largely depends on acoustic characteristics, such as

MFCC, LPC, STFT, etc., and classification models, such as GMM,

SVM, etc. These recognition technologies can not fully describe the

complex and variable characteristics of sound, and often perform

poorly. Most of these recognition technologies are used to classify

one or several marine animal audio signals. It is impossible to

recognize more marine mammal species, and it is impossible to

judge the position and distance of marine organisms based

on sound.

Therefore, we design a TSCAmodel to deal with such problems.

This model is a dual stream model algorithm based on YOLO net

and attention. The algorithm realizes fast localization and

recognition of marine species sound from the time high

resolution of time domain signal features and the high

classification accuracy of frequency domain features. The model

uses the loss function FB to strengthen the influence on the tail class

of the sample, improve the data imbalance, avoid the over fitting

problem, and achieve good results; At the same time, it embeds

TAM to achieve dual stream integration; Through TAM, SAM and

CAM attention modules, the model can pay attention to more

detailed sound features, improve the noise resistance of the model,

and achieve high-precision sound recognition and positioning of

marine species. The experimental results show that the algorithm

has good performance and great practical application potential.
TABLE 2 Classification results of different classifiers.

Data Classifier Recognition
rate

The Watkins Marine Mammal Sound
Database

SVM 89.72%

RF 84.30%

KNN 83.24%

TSCA 92.04%
FIGURE 11

Recognition rate of different models under different SNR.
TABLE 3 The accuracy comparison of algorithms in different
environments.

Method
SNR(dB)

0 15 30

TDOA 50.3 68.5 79.7

MUSIC 51.3 70.6 80.3

BP 47.8 53.7 70.5

TSCA 52.2 70.8 78.4
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