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Interaction of HeLa cells with Candida albicans led to the recruitment and colocalization of actin and cortactin. C. albicans was incubated for 2 h with HeLa cells and stained with phalloidin-TRITC (actin, red), calcofluor (fungi wall, blue) and incubated with anti-cortactin antibody followed by Alexa Fluor-488 conjugated secondary antibody (cortactin, green). The yellow color at the hyphal tip indicates its colocalization with both actin and cortactin. Image by Dr. Alexis Bonfim-Melo (Maza and Bonfim-Melo et al., 2017). 
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The ability of pathogens, such as parasites, bacteria, fungi and viruses to invade, persist and adapt in both invertebrate and vertebrate hosts is multifactorial and depends on both pathogen and host fitness. Communication between a pathogen and its host relies on a wide and dynamic array of molecular interactions. Through this constant communication most pathogens evolved to be relatively benign, whereas killing of its host by a pathogen represents a failure to adapt. Pathogens are lethal to their host when their interaction has not been long enough for adaptation. Evolution has selected conserved immune receptors that recognize signature patterns of pathogens as non-self elements and initiate host innate responses aimed at eradicating infection. Conversely, pathogens evolved mechanisms to evade immune recognition and subvert cytokine secretion in order to survive, replicate and cause disease.

The cell signaling machinery is a critical component of the immune system that relays information from the receptors to the nucleus where transcription of key immune genes is activated. Host cells have developed signal transduction systems to maintain homeostasis with pathogens. Most cellular processes and cell signaling pathways are tightly regulated by protein phosphorylation in which protein kinases are key protagonists. Pathogens have developed multiple mechanisms to subvert important signal transduction pathways such as the mitogen activated protein kinase (MAPK) and the nuclear factor kB (NF-kB) pathways. Pathogens also secrete effectors that manipulate actin cytoskeleton and its regulators, hijack cell cycle machinery and alter vesicular trafficking.

This research topic focuses on the cellular signaling mechanisms that are essential for host immunity and their subversion by pathogens.
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Editorial on the Research Topic

Cell Signaling in Host–Pathogen Interactions: The Host Point of View

What is a host? Answering this simple question is a complex task according to Casadevall and Pirofski (1), who stated that “a host is an entity that houses an associated microbiome/microbiota and interacts with microbes, such that the outcome results in damage, benefit, or indifference, thus resulting in the states of symbiosis, colonization, commensalism, latency, and disease.” What is a host in the context of a host–pathogen relationship? Considering that pathogenicity is a microbial property that occurs in a susceptible host, the host is an entity that houses its own microbiota and interacts with pathogenic microorganisms. The outcome of this interaction is a trade-off between host, microbiota, and pathogen (2).

The initial pathogen–host interaction involves the recognition of conserved microbial components known as the pathogen-associated molecular patterns (PAMPs) by the host pattern recognition receptors (PRRs). As the first line of host defense, this PAMP-PRR interaction is a critical determinant of the success or failure of an immune response (3). The PRRs are present at the cell surface or intracellularly in many cells of the innate immune system, including epithelial cells, macrophage-monocytes, granulocytes, mast cells, and dendritic cells (DCs) (4).

Following PAMP-PRR binding, signal transduction initiates a complex cascade of cellular reactions, leading to an early host response that not only contributes to pathogen elimination, but also represents an important link to the adaptive immune response (5). Cellular reactions include the activation of kinase pathways and production of effector molecules, which in turn activate transcription factors and induce cytokine gene expression that ultimately modulates the innate immune system to a proinflammatory or anti-inflammatory response (6). Major signal transduction cascades of the host immune response, such as the Janus kinase/signal transducer and activator of transcription, the nuclear factor kappa-light-chain-enhancer of activated B cells (NF-kB), the mitogen-activated protein kinase (MAPK), and the phosphatidylinositol-3-kinase pathways, have been unraveled over time (7).

This research topic provides recent findings on how the cell signaling machinery is activated in its tight communication with pathogens and focuses on the cellular signaling mechanisms that are essential for host immunity and their subversion by pathogens.

This special issue is a collection of timely, high-quality invited articles. It includes reviews and opinion articles, which discuss the recent progress in our understanding of host defense components, in particular, the innate immune receptors, autophagy and organelles, signaling cascades, and immune signaling. This issue also includes original articles that discuss new aspects of the host immune response using various in vivo and in vitro models of infection. These findings pave the way for the discovery of novel host and/or pathogen targets, which could lead to the development of innovative anti-infective therapies.

REVIEW AND OPINION ARTICLES

Receptors

Purinergic receptors detect extracellular adenosine and adenosine triphosphate that activate intracellular signaling events and are ubiquitously expressed in mammalian cells. Swartz et al. reviewed the role of purinergic receptors as an important link between HIV infection and chronic inflammatory responses. The SLAM family (SLAMF) of receptors are cell surface glycoproteins, which represent another type of receptor that acts as a microbial sensor. SLAMF receptors play critical roles in regulating innate and acquired immune responses. van Driel et al. discussed how SLAMF receptors and their specific adaptors regulate immunity against pathogens.

Microbial pathogens have evolved multiple mechanisms to evade immune recognition by PRRs and interfere with receptor signaling to promote infection. McGuire and Arthur reviewed the effectors produced by pathogenic bacteria to subvert toll-like receptor signaling, with a focus on proteins that target the MAPK and NF-kB pathways. Sensing of microbe-associated molecular patterns and danger-associated molecular patterns by cell surface PRRs play a key role in the activation of the immune response and inflammation. As important is the sensing of pathogens and endogenous molecules by a growing number of cytosolic sensors. Radoshevich and Dussurget highlighted the most recent discoveries in the field of nucleic acid cytosolic sensing and review the mechanisms evolved by pathogens to subvert host cytosolic surveillance.

Autophagy and Organelles

Autophagy is a self-catabolic process that plays a critical role in the clearance of bacterial, viral, and parasitic pathogens. Conversely, intracellular pathogenic microbes, such as mycobacteria, inhibit autophagy for their survival. Escoll et al. discussed how autophagy modulators could be used as novel host-directed drugs for the treatment of infectious diseases. Kanayama and Shinohara reviewed recent discoveries on the role of host autophagy in antifungal immunity.

The integrated endoplasmic reticulum stress response (IERSR) is critical for cell survival in response to stress. It is becoming increasingly evident that IERSR contributes to the pathogenesis of infections caused by bacterial pathogens. Dias-Teixeira et al. discussed the role of IERSR in the intracellular survival of the pathogenic protist Leishmania. Understanding how the IERSR promotes the survival of Leishmania could lead to the development of novel host-directed therapies against leishmaniasis.

Signaling Cascades

Protein kinases regulate critical cell functions. Soares-Silva et al. reviewed the MAPK activation of cells upon Leishmania sp. infection. Zhang and Kima reviewed other host cell protein kinases that are activated during Leishmania infection of mammalian cells, such as the non-receptor protein kinase Abl family and the protein kinase regulated by RNA (PKR). MAPK host cell modulation and immune evasion by another intracellular parasite, Trypanosoma cruzi, is reviewed by Soares-Silva et al. Watanabe Costa et al. described how molecules secreted by T. cruzi modulated different signaling pathways in mammalian cells. Keating and McGargill focused on the emerging and sometimes contradictory roles of mTOR in orchestrating lymphoid cell-mediated host immune responses to pathogens. Mukherjee et al. reviewed how the reciprocal action of protein kinase C (PKC) isoforms regulated the immune response to cellular pathogen infection by the regulation of protein kinases.

Immune Signaling

The cells of the innate immune system, such as the phagocytes, play a critical role in mediating the early resistance against microbial pathogens. However, it is becoming increasingly evident that lymphoid cells, including CD4+ T cells, also display an innate-immune cell-like phenotype. A review by Cruz-Adalia and Veiga summarized the current understanding of the innate-like behavior of lymphocytes. LaRock and Nizet highlighted the role of IL-1β/inflammasome signaling during infections caused by streptococcal pathogens. Guignot and Van Nhieu reviewed host cell responses to transient pore formation induced by the type III secretion system of Gram-negative pathogenic bacteria. Correia et al. highlighted the importance of post-transcriptional regulation of gene expression mediated by intracellular miRNAs in mammalian infection and immunity processes.

Leprosy remains a significant global health problem. Erythema nodosum leprosum (ENL) is a complication of leprosy, but the mechanism of its pathogenesis is not clear. A review by Polycarpou et al. summarized the immunological studies on ENL, which may enhance our understanding of the pathogenesis of this disease. Infections caused by Trypanosoma brucei are responsible for significant morbidity and mortality globally. These parasites survive within the host by evading host immunity through the manipulation of host immune functions. Kuriakose et al. summarized the effect of Trypanosoma on signaling pathways and cytokine production by macrophages. Gannavaram et al. focused on the polarization of antigen-presenting cells and the subsequent role of costimulatory and coinhibitory molecules in mediating vaccine-induced immunity using live-attenuated Leishmania parasites as a specific example. Di Genova and Tonelli reviewed host-protozoan interactions during infection by the intestinal protozoa Giardia lamblia, Cryptosporidium parvum, and Entameba histolytica, with a focus on the modulation of tight junctions and the cytoskeleton, host gene expression, and apoptosis.

ORIGINAL RESEARCH ARTICLES

In Vivo Immune Responses

Mouse Model of Infection

Most bacterial infection studies are classically performed using planktonic pathogens. Although biofilms are recognized as a major cause of recurrent and relapsing infections, our knowledge of the specific characteristics of bacteria released during biofilm disassembly is still limited. Using a mouse model of Staphylococcus epidermidis hematogenous infection, França et al. compared host gene expression, cytokine production, and organ colonization of planktonic, biofilm, and biofilm-released bacteria. The authors showed that the bacteria released from S. epidermidis biofilms are characterized by their capacity to trigger a strong inflammatory response.

The facultative intracellular bacterial pathogen Listeria monocytogenes has long been used as a vector to develop vaccines. More recently, L. ivanovii, a pathogenic species for animals, but generally not for humans, has been used as a live vaccine vector. To better characterize the immune response to an L. ivanovii infection, Zhou et al. compared the cytokine production and organ colonization of mice inoculated intravenously or intranasally with L. ivanovii or L. monocytogenes. The authors showed that L. ivanovii is capable of inducing a cytokine response similar to that of L. monocytogenes in the liver after intravenous inoculation and in lungs after intranasal inoculation, but caused milder organ damage.

Other Hosts

Duck Tembusu virus is a newly emerging virus that can cause an acute contagious infection in ducks that is characterized by reduced egg production. Li et al. systematically investigated the expression of immune-related genes in the duck spleen and brain and saw the expression of proinflammatory cytokines early in the infection.

The importance of gut microbial community (microbiota) in immune system homeostasis and health has become increasingly evident (8). In addition to regulating the local intestinal immune system, microbiota can have a profound influence on systemic immune responses. By feeding goats with a high concentrate diet (i.e., excessive amounts of non-structural carbohydrates and highly fermentable forages) for short- and long-term, Hua et al. observed alterations in ruminal microbiota and their metabolites, and significant differences in pro- and anti-inflammatory cytokine expression.

A Streptococcus suis infection can increase vascular permeability and lead to the potentially lethal streptococcal toxic shock syndrome in humans. Chen et al. investigated the heparin-binding protein (HBP)-dependent vascular leakage triggered by an S. suis infection. The authors showed that suilysin (SLY), an exotoxin secreted by S. suis, is responsible for the HBP release by neutrophils, and vascular leakage. HBP induced by SLY was related to toll-like receptor 4, p38 MAPK, and the phosphatidylinositol 3-kinase pathway, and dependent on a G protein-coupled seven-membrane spanning receptor.

In Vitro Immune Responses and Cellular Signaling

Epithelial Cells

Cytokines of the IL-36 family are known for their role in mediating inflammation and host defense. Among them, IL-36 gamma has the highest expression levels in damaged epithelium, suggesting that it plays a role in the epithelial immune response. The IL36 receptor is a crucial mediator molecule in the inflammatory response. By exposing vaginal and endocervical epithelial cells to microbial products to measure innate inflammatory responses, Winkle et al. demonstrated for the first time the induction and regulation of IL-36 gamma and its receptor in the human female reproductive tract and showed that they are differentially induced by microbial products at this site.

Probiotics are beneficial bacteria that when administered in adequate amounts caused a health benefit for the host. It is believed that probiotics are effective in cancer therapy, mainly because of their positive effects on the immune system. Nami et al. tested the effectiveness of the probiotic Enterococcus lactis IW5 obtained from the human gut against various cancer cells. In addition to strongly inhibiting the growth of several pathogenic bacteria, E. lactis IW5 secreted products that decreased the proliferation and viability of all cancer cell lines and triggered apoptosis of cancer cells possibly via the extrinsic IL-3 receptor pathway.

The pathogenic fungus Histoplasma capsulatum is the etiological agent of histoplasmosis, which primarily affects the lungs or other organs in a disseminated form. Maza and Suzuki investigated cytokine secretion by human lung epithelial cells upon infection with H. capsulatum. The authors showed that H. capsulatum induced IL-6 and IL-8 production after recruitment of α3 and α5 integrins to the membrane rafts and activation of the Src-family kinase. Candida albicans is a commensal fungus that can eventually lead to a hematogenic infection, once they invade cells and reach deep tissues. Maza and Bonfim-Melo et al. showed that the ability of C. albicans to invade HeLa cells was dependent on Src-family kinases, and C. albicans resistance to oxidative stress was not linked to hyphal length.

Phagocytic Cells

Mast cells express vascular endothelial growth factor (VEGF), which implicates them in pro-angiogenic processes. Johnzon et al. demonstrated that S. aureus could induce VEGF in mast cells, which was partly dependent on the NF-κB pathway.

Song et al. demonstrated that Vibrio fluvialis, which causes human diarrhea, secretes hemolysin. Hemolysin induced cytotoxicity and the secretion of IL-1β through the activation of the NLRP3 inflammasome in macrophages and contributed to the inflammatory pathology in the colon of mice.

The receptor-interacting serine/threonine kinase 2 (RIPK2) is an important activator of NF-κB and plays a role in the immune response and apoptosis. Wex et al. identified the enzyme CYLD as an inhibitor of RIPK2. The authors showed that CYLD deubiquitinated RIPK2 in macrophages infected with L. monocytogenes, leading to impaired activation of NF-κB, reduced production of proinflammatory cytokines and reactive oxygen and nitrogen species, which ultimately resulted in impaired infection control.

Macrophages play a key role in the immune response to pathogen invasion. They can be polarized into two distinct phenotypes: M1 macrophages induced by T helper 1 (Th1) cytokines and M2 macrophages induced by Th2 cytokines. Helminths have coevolved with their hosts and they survive in them as long as possible, reaching a state of tolerance. Helminths have developed mechanisms to subvert the immune system, such as secretion and/or excretion of protein products that will impact the macrophage polarization type. Zawistowska-Deniziak et al. used THP-1 macrophages stimulated with a Hymenolepis diminuta (HD) tapeworm and its excretory/secretory products (ESP). They identified the anti-inflammatory properties of HD (i.e., inhibition of TNF-α, IL-6, and IL-1β after ESP stimulation), while the whole living parasite induced proinflammatory cytokines. Additionally, ESP and HD led to different phosphorylation profiles in macrophages. Therefore, HD and ESP induced a mixed polarization of macrophages.

MicroRNA have emerged as key regulators of innate immunity and modulate the ability of DCs to present antigens and secrete cytokines (9). Lin et al. showed that the influenza virus could secrete PB1, a protein that downregulates the expression of miR375, which enhanced the function of DCs. This effect was accomplished by the inhibition of the JNK signaling pathway and the activation of the ERK signaling pathway.

Osteoclast differentiation is driven by two cytokines, cytokine receptor activator of NF-κB ligand (RANKL) and macrophage colony-stimulating factor. The toxin produced by Pasteurella multocida, PMT, mediates RANKL-independent osteoclastogenesis (Chakraborty et al.). PMT led to the differentiation of bone marrow-derived macrophages into functional osteoclasts. PMT-mediated induction of IL-6 and TNF-α, but not IL-1, supported the differentiation process.

We believe that the excellent reviews and the cutting-edge contributions of this research topic advances our understanding of host signaling in response to infection and provided new insights into the booming field of host–pathogen interactions.
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Purinergic Receptors: Key Mediators of HIV-1 Infection and Inflammation
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Human immunodeficiency virus type 1 (HIV-1) causes a chronic infection that afflicts more than 30 million individuals worldwide. While the infection can be suppressed with potent antiretroviral therapies, individuals infected with HIV-1 have elevated levels of inflammation as indicated by increased T cell activation, soluble biomarkers, and associated morbidity and mortality. A single mechanism linking HIV-1 pathogenesis to this inflammation has yet to be identified. Purinergic receptors are known to mediate inflammation and have been shown to be required for HIV-1 infection at the level of HIV-1 membrane fusion. Here, we review the literature on the role of purinergic receptors in HIV-1 infection and associated inflammation and describe a role for these receptors as potential therapeutic targets.
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INTRODUCTION

Human immunodeficiency virus type 1 (HIV-1) disease afflicts more than 30 million individuals worldwide. The infection remains incurable despite the advent of antiretroviral therapies. Individuals who are infected with HIV-1 can live long lives without infectious complications; however, they experience non-infectious comorbidities known as non-AIDS-associated comorbidities. These are thought to be due to a process of chronic inflammation that occurs despite virologic suppression (1). This phenomenon may account for a wide variety of comorbidities including cognitive decline, cardiovascular disease, and thrombotic disease (2–8). A unifying mechanism has not been identified; however, an emerging literature implicates the role of purinergic receptors, proinflammatory signaling mediators, as important regulators of HIV-1 productive infection. Because these receptors are required for HIV-1 entry, it is hypothesized that they may additionally play a key role in inflammation and underlie comorbidities that shorten the life expectancy of HIV-infected individuals. An understanding of how these receptors may be involved in HIV-1 infection and inflammation would enable the production of novel therapeutics that both antagonize HIV-1 entry and inflammation associated with HIV-1 infection.

HIV-1 AND INFLAMMATION

Patients with HIV-1 infection have experienced a tremendous leap in life expectancy due to the advent of effective antiretroviral therapy (ART). The result has been that individuals are living longer and now experiencing comorbidities similar to disease processes found in the general population. In fact, a study in 2008 demonstrated that only 10% of deaths in HIV-infected individuals were related to AIDS-defining illnesses while other causes included non-AIDS-defining malignancies, cardiovascular disease, liver disease, and others (9). There are certain conditions that appear to develop in HIV-infected individuals at an earlier age than the general population. This phenomenon has been referred to as “accelerated aging” and is thought to relate to chronic inflammation and immunosenescence. There are multiple possible explanations that may include ART toxicity, lifestyle (i.e., tobacco, alcohol, and IV drug abuse), as well as HIV-1 infection itself (10, 11).

How might HIV-infected individuals develop comorbidities associated with chronic inflammation? There are multiple possible explanations. HIV-1 infection causes a chronic viral infection that results in selective CD4+ T cell depletion which has a major impact on lymphocytes in the gastrointestinal tract (12, 13). Chronic HIV-1 infection leads to reduced integrity of the mucosal epithelium causing bacterial translocation. This process is proposed to play a key role in chronic inflammation in HIV-1 disease (14–16). High bacterial lipopolysaccharide (LPS) levels in HIV-infected individuals are associated with elevated inflammatory biomarkers (17). Abnormally high levels of T cell activation can persist despite years of virologic suppression (18), and these individuals have lower levels of CD4+ reconstitution (19, 20). Elevated soluble inflammatory biomarkers are detected in these individuals including markers of type I interferon (1), monocyte activation (21), and inflammation and coagulation (22). Specifically, levels of IL-6, hsCRP, and D-dimer persist at elevated levels in HIV-infected patients. There are multiple proposed mechanisms that may elevated immune activation even when virus is suppressed (1). One is that low levels of viral replication may continue, but with viral loads below the limit of detection. These levels may stimulate systemic inflammation; however, no studies support a role for intensification of therapy to reduce inflammation (23, 24). The importance of this chronic inflammation lies in its associations with comorbidities that account for the major mortality in individuals infected with HIV-1. These include cardiovascular disease, neurological decline, end organ dysfunction, and thrombotic events (2–8). Even with highly active antiretroviral therapy, which is effective at achieving virologic suppression, individuals who are chronically infected with HIV-1 have elevated inflammatory biomarkers and display innate immune activation and immune dysfunction that does not normalize with therapy (25). No unifying mechanism thus far has connected HIV-1 infection to the regulation of proinflammatory signaling.

OVERVIEW OF PURINERGIC RECEPTORS

Purinergic receptors are ubiquitously expressed in mammalian cells. In 1970s, extracellular nucleotide became recognized as an important mediator of cellular signaling (26). A large literature describes the role of purinergic receptors as detectors of extracellular adenosine and adenosine triphosphate (ATP) that activate intracellular signaling events (27). These receptors can be characterized into two classes, the P1 adenosine receptors and P2 ATP/ADP receptors. P2 receptors are further divided into two categories: the P2X and P2Y subtypes. P2X receptors are ATP-gated plasma membrane channels that can be formed by a trimeric assembly of seven different subunits (P2X1–P2X7) which assemble as homotrimers or heterotrimers (28, 29).

P2X receptors are key regulators of a number of important physiological processes including neuronal synaptic and modulation, cell death and proliferation, cell and organ motility, and infection and inflammation (30–34). P2X receptors are ATP-gated non-selective cation channels. An agonist, ATP or other nucleotides, binds to the extracellular portion, inducing conformational changes that triggers channel opening and cation flux (28, 35). Some of these receptors can dilate to a larger pore, thus increasing permeability to large organic molecules (36–38). This occurs with prolonged exposure to agonist; other subtypes, notably P2X1, undergo fast desensitization with prolonged ATP exposure, resulting in closure of the channel (39, 40). Functional P2X receptors assemble as either homotrimers or heterotrimers, each subunit of which contains two transmembrane domains, a large extracellular loop containing 10 conserved cysteine residues and glycosylation sites, and intracellular N and C termini containing consensus phosphorylation sites (29, 31, 41–43). P2X7 specifically has a large pore that assembles as a homotrimer, by contrast to some other P2X receptors. Roles for the P2X7 subtype are well-characterized in the innate immune response and include proinflammatory cytokine activation, antigen presentation, and lymphocyte proliferation and differentiation (44–46). P2X7 receptor activation requires submillimolar ATP concentrations which are only transiently released extracellular compartments in response to acute cell death or injury (28). Sustained activation of P2X7 can result in large pore opening which enables passage of molecules up to 900 Da that to eventually induce cell death (31, 47).

P2Y receptors function widely across diverse physiological systems and have roles in clotting, hormone secretion, vasodilatation, neuromodulation, cell migration, cell proliferation and cell death, wound healing, and immune response (26, 27, 34, 37, 48–50). The P2Y subtypes are of G protein-coupled receptors. They consist of seven transmembrane domains with an extracellular N-terminus and an intracellular C-terminus (48, 51, 52). Activation of the receptor results in G protein dissociation into α and βγ subunits which activates downstream effector molecules. A large sequence diversity encodes for diverse pharmacological profiles among these receptors (53). There are eight P2Y monomer subtypes. P2Y1, P2Y2, P2Y4, and P2Y6 couple to Gq to activate phospholipase C and P2Y12, P2Y13, and P2Y14 couple to Gi to inhibit adenylyl cyclase and activate GIRK-family K+ channels. P2Y11 can couple to both Gq and Gs and trigger increases in intracellular Ca2+ and in cAMP levels.

PURINERGIC SIGNALING IN INFLAMMATION

Purinergic receptors can be found in a wide variety of leukocyte sub-types, notably lymphocytes, monocyte/macrophages, and dendritic cells (29, 44, 54–56). They are critical mediators of the innate immune response in a variety of different disease states including rheumatoid arthritis, transplant rejection, and inflammatory bowel disease (57–60). Nucleotides are known mediators of innate immune cell function including cell migration (61, 62). Extracellular nucleotides, such as ATP, are released by metabolic stress, ischemia, hypoxia, and inflammation that leads to cell death and the further release of intracellular contents into surrounding tissue (26, 33). Release of ATP of through channels can signal through purinergic receptors to modify cellular orientation, cytoskeletal rearrangement, chemotaxis, and cell migration (63, 64). Studies have supported a role for signaling of these receptors in immune function of macrophages, neutrophils, B lymphocytes, and T lymphocytes. Thymocytes can undergo programed cell death in response to purinergic activation and nucleotides have been implicated in fate-determination during T cell development (65). Extracellular ATP bind these to purinergic receptor which can activate T cells through extracellular calcium influx, p38 MAPK activation, and IL-2 secretion (66–69). ATP can also activate γδ T cells through the P2X4 receptor, while P2X7 activation can promote differentiation of T into proinflammatory TH17 effector cells (45, 70). The P2X1, P2X4, and P2X7 subtypes are most highly expressed on leukocytes, and literature implicates the P2X7 subtype specifically in inflammatory signaling (71–74).

P2X7 receptors are the most highly expressed P2X receptor subtype in innate immune cells (44, 71, 75). They activate proinflammatory cytokine production (44, 76) and can trigger activation of the inflammasome. The inflammasome is a central scaffold protein complex that serves to coordinate interaction with caspase molecules which cleave precursor protein substrates into immunomodulatory products. Activation of P2X7 results in massive K+ efflux, and this change in ionic strength signals to the processing of procaspase-1 (77). Mature caspase-1 cleaves prointerleukin-1β (pro-IL-1β) into interleukin-1β (IL-1β) which is released into the cytoplasm (23, 30). Signaling takes place as part of a two component signal which requires an initial signal, such as a toll-like receptor activation via bacterial or viral ligands. Activation of P2X7 can serve as a second signal, inducing assembly of the inflammasome complex which activates caspase-1, with consequent cleavage of pro-IL-1β to mature secretory IL-1β (78). Inflammasome activation is also known to mediate pyroptosis, a mode of inflammatory programed cell death in myeloid and lymphoid leukocytes (79–81).

PURINERGIC RECEPTORS IN HIV-1 INFECTION

Because purinergic receptor signaling can clearly mediate inflammatory responses, these receptors are likely to be activated in response to infections. As HIV-1 is a viral infection marked by chronic inflammation, this signaling pathway might serve as an important intersection between viral infection and chronic inflammation. Purinergic signaling is involved in several infectious processes (82, 83), including bacterial and mycobacterial [Mycobacterium tuberculosis (84–87) and Chlamydia infections (88)], protozoal infections including Leishmania (89, 90) and Toxoplasma (91, 92), and viral infections including respiratory viral infections (93, 94), hepatitis B and hepatitis delta virus (95, 96), hepatitis C virus (97, 98), Cytomegalovirus (99), and HIV-1 (100–105).

Adenosine receptors have been implicated in HIV pathogenesis as Nikolova et al. reported an association between CD39 expression and AIDS progression (106). CD39 is an ectoenzyme that breaks down ATP to AMP which in turn, is hydrolyzed by CD73 to generate adenosine that signals through purinergic A1/2-type receptors. Treg inhibition was shown to be mitigated by CD39 downregulation with associated elevated levels of A2A receptor on T cells of infection patients. The authors also noted that Treg CD39 expansion was associated with elevated immune activation and that a CD39 gene polymorphism was associated with reduced CD39 expression and a delay in the onset of AIDS.

A role for extracellular ATP signaling has been proposed in HIV-1 infection. Sorrell et al. observed that treatment with a non-selective P2X antagonist reduced neurotoxic effects of opiates with generated in the context of HIV Tat activity which suggested that P2X receptors might modulate neurotoxicity. Those authors proposed that P2X inhibitors may serve to reduce neuroinflammation and neurodegeration in neuro-AIDS in the context of opiate abuse (107). Tovar and colleagues found that ATP released from HIV-infected macrophages can reduce dendritic spine density through purinergic-dependent glutamate receptor down-modulation. They proposed that neuronal injury in HIV-infected patients may relate to purinergic signaling and ATP release from macrophages that can impact on glutamate regulation (108).

Recent studies have raised the possibility that purinergic receptors as host proteins may be directly related to HIV-1 pathogenesis. Seror et al. demonstrated that infection of human lymphocytes with HIV-1 can induce ATP release and that this event is required for infection (104). Pharmacologic inhibition of purinergic receptors reduced HIV-mediated cell death and HIV infection. Non-selective purinergic receptors antagonists inhibited CCR5 and CXCR4-tropic HIV-1 productive infection in lymphocytes and CCR5-tropic virus in dendritic cells and macrophages. This study found that the selective depletion of P2Y2 with small interfering RNA diminished the HIV-induced inflammatory response and also resulted in mildly elevated levels of P2Y2 in HIV-infected patient tissue compared with uninfected control tissue. Immunofluorescence analyses indicated that P2Y2 and the ATP-release channel pannexin-1 appeared to polarize to the virologic synapse; the latter is the interface between an infected donor cell and an uninfected target cell where cell-to-cell transfer and infection takes place (109, 110).

Hazleton et al. demonstrated a key role for purinergic receptors in HIV-1 replication in macrophages (102). Macrophages are critical to HIV-1 pathogenesis as they may represent key reservoirs and can mediate immune responses through production of proinflammatory cytokines. The authors demonstrated that selective pharmacologic inhibition of P2X1, P2X7, and P2Y1 resulted in dose-dependent inhibition of HIV-1 infection. Using a beta-lactamase fusion assay, they observed a requirement for P2X1 in HIV-1 fusion in macrophages and that activation of P2X1 results in calcium flux that enables HIV-1 entry (111). More recently, Giroud et al. described a role for P2X1 (112) that involved block age of binding of HIV-1 to the chemokine receptors CCR5 and CXCR4. The group corroborated findings that inhibition of P2X1 with an inhibitor did not interfere with attachment but did inhibit fusion downstream of CD4 binding prior to coreceptor engagement.

Swartz et al. demonstrated that non-selective P2X receptor inhibitors inhibit HIV-1 infection of CD4+ lymphocytes by cell-to-cell and cell-free mechanisms (105). Using a systematic pharmacologic screening approach, it was found that only antagonists of a P2X subclass of purinergic receptors mediated inhibition of HIV-1 viral membrane fusion and productive infection of T cells. Because P2X inhibitors are a major focus of current pharmaceutical development for chronic inflammation, pain, and depression (59, 113, 114), this drug class has variants that may be assessed for both HIV inhibitory and inflammation inhibitory activities.

Orellana and colleagues observed that the function of the pannexin-1 ATP-release hemichannel was transiently increased during early infection with both R5 and X4 tropic HIV-1 and that HIV-1 envelope binding to CD4 and coreceptors (both CXCR4 and CCR5) activates pannexin-1 channel opening as a feed-forward signal which can enable HIV-1 internalization in CD4+ T cells (103). This study highlights the pannexin-1 hemichannel and associated factors, i.e., purinergic receptors as host factors that play important roles in early stages of HIV-1 entry (115). The role of purinergic inhibitors in HIV-1 disease is currently being investigated (116).

Most recently, Graziano et al. demonstrated that extracellular ATP induced rapid release of HIV-1 particles from human monocyte-derived macrophages that was P2X7 dependent (117). They hypothesized that virion egress may be additionally regulated by P2X7 function.

Definitive data are still lacking regarding which P2X receptor(s) are specifically required by HIV-1 and how purinergic signaling facilitates HIV-1 entry. Additionally, it is unknown whether HIV-1 infection activates other P2X7 signaling pathways, notably those involved in the NLRP3 inflammasome, which mediates IL-1β release. Elevated IL-1β is observed in HIV-infected patients (118–121), although these studies do have not directly link HIV-1 infection to inflammasome activation. Intriguing studies in CD4+ T cells found that pathogen sensor IFI-16 recognition of HIV-1 DNA can activate the inflammasome that induces proinflammatory lymphocyte programed cell death known as pyroptosis (122–125). This may represent a mechanism for CD4+ T cell depletion in HIV-1 disease and AIDS (126, 127). We present a model for the role of HIV-1 and purinergic signaling in Figure 1. This posits that HIV-1 entry results in the activation of P2X receptors and facilities fusion. This event may also trigger inflammasome activation which results in maturation and release of IL-1β; this in turn drives inflammation and inflammatory cell death, thus depleting neighboring CD4+ T cells and contributing to systemic inflammation.
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FIGURE 1 | Model for HIV infection and purinergic receptor signaling in a lymphocyte or macrophage/monocyte. HIV-1 attaches to a cell, and this is associated with P2X activation which results in cation and potentially large molecule flux. Concurrent toll-like receptor (TLR) activation by ligands, such as bacterial lipopolysaccharide (LPS), results in gene regulation through NF-kB. These two signals – TLR and P2X – are required for inflammasome activation which results in cleavage of procaspase-1 to caspase-1 which activates IL-1β which is then secreted.



Novel antiretroviral therapies that target both HIV-1 productive infection as well as inflammation would be helpful in treating HIV-associated comorbidities. Because targeting purinergic receptors appears to be equivalently effective at blocking cell-free and cell-to-cell infection, these are attractive targets; inhibition of cell-to-cell infection with some ART can exhibit diminished efficacy (128–130). Finally, a recent study suggests that nucleoside reverse transcriptase inhibitors can inhibit inflammasome activation and reduce levels of IL-1β production (131). This suggests an important connection between HIV-1 pathogenesis and underlying inflammation through inflammasome activation.

Well-studied purinergic compounds in advanced stages of therapeutic development are the P2X7 antagonists. Various inhibitors, such as KN-62, PPADS, oxidized ATP, brilliant Blue G, AZ9056, A 740003, and A 438079, have been tested in inflammatory and neurological diseases (132). Several highly selective P2X7 receptor antagonists have been tested in clinical trials for safety for inflammatory pain conditions, specifically rheumatoid arthritis (Table 1). All drugs tested have demonstrated safety but have yet to show efficacy at reducing inflammatory pain.

TABLE 1 | P2X7 inhibitors in clinical trials.
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While these drugs have not demonstrated efficacy in reducing neuropathic pain, there is potential for their applications in the modulation of inflammation related to infection. Of note, suramin is a well-described antiprotozoal agent that also has reverse transcription inhibitor activity in vitro against HIV-1 (137). In the 1980s, suramin was proposed as an ART and was given to 98 patients with AIDS (138). The study was ineffective at demonstrating survival advantage in the treated patients, largely because the patients had a high burden of disease and because the compound is toxic. Current drug development aims for compounds with a lower molecular weight that are moderately lipophilic (132). We propose that testing these agents may yield novel classes of anti-infective drugs that can function both to reduce viral replication and associated inflammation. An important goal in this area is to clarify how purinergic receptor antagonists block HIV-1 entry and to determine the role of purinergic signaling pathways in HIV-1 pathogenesis. The development of drugs that target these pathways may aid in treatment and prevention of HIV-1 disease and associated comorbidities.

CONCLUSION

Human immunodeficiency virus type 1 disease remains incurable, and as the affected population ages, patients will experience sequelae of chronic inflammation. As ART is still ineffective at eliminating this inflammation, novel therapies and a clearer understanding of the mechanisms that induce inflammation are necessary for improving long-term health of HIV-infected patients. An intriguing convergence of purinergic signaling with HIV-1 infectious pathways and inflammatory pathways indicates that these pathways may be central to disease pathogenesis. Understanding of the mechanisms that underlie such inflammation may enable targeted therapies that are more effective at enhancing the survival of HIV-infected patients by reducing chronic HIV-induced inflammation.
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The SLAMF family (SLAMF) of cell surface glycoproteins is comprised of nine glycoproteins and while SLAMF1, 3, 5, 6, 7, 8, and 9 are self-ligand receptors, SLAMF2 and SLAMF4 interact with each other. Their interactions induce signal transduction networks in trans, thereby shaping immune cell–cell communications. Collectively, these receptors modulate a wide range of functions, such as myeloid cell and lymphocyte development, and T and B cell responses to microbes and parasites. In addition, several SLAMF receptors serve as microbial sensors, which either positively or negatively modulate the function of macrophages, dendritic cells, neutrophils, and NK cells in response to microbial challenges. The SLAMF receptor–microbe interactions contribute both to intracellular microbicidal activity as well as to migration of phagocytes to the site of inflammation. In this review, we describe the current knowledge on how the SLAMF receptors and their specific adapters SLAM-associated protein and EAT-2 regulate innate and adaptive immune responses to microbes.
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SLAM FAMILY RECEPTORS AND THEIR ADAPTORS SAP AND EAT-2

The SLAMF Gene Family

Seven of the nine members of the signaling lymphocytic activation molecule (SLAM) gene Family (SLAMF1–7), a subfamily of the immunoglobulin superfamily, cluster on the long arm of human and mouse chromosome 1 (1). While SLAMF8 and SLAMF9, as well as the SLAM-associated adaptor EAT-2 (SH2D1B) are located in close proximity to the “core” SLAMF locus (shown in Figure 1), the SAP (SH2D1A) gene is on the X-chromosome [reviewed in Ref. (2, 3)]. The nine SLAMF genes encode cell surface receptors, whose expression is mostly confined to hematopoietic cells (Table 1). A wide range of these cells expresses at least one member. The activation state, presence of the adaptor molecules SAP and EAT-2, and the location of immune cells dictate SLAMF receptor expression and function (Figure 2). While SLAMF receptors share intracellular interaction partners and display overlapping features, the individual members of this family have a unique functional signature.
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FIGURE 1 | Signaling lymphocytic activating molecule gene family (SLAMF receptors family) and proteins. Organizational overview of the SLAM family cluster on chromosome 1 in both human and mice. EAT-2 is also located proximal to this gene cluster and is duplicated in mice, encoding Eat-2a and Eat-2b. The SLAMF receptors are part of the Ig-superfamily and they have an IgV and an IgC2 domain. Seven of the SLAM receptors are homophilic ligands. SLAMF2 and SLAMF4 are co-ligands that bind each other. Three SLAM genes have been shown to possess bacterial binding capacity. Six of the SLAM receptors have docking domains for SAP (and EAT-2) represented by Y (tyrosine in ITSM). SLAMF2 is anchored to the plasma membrane by a GPI-anchor.



TABLE 1 | Slam receptor expression, associated effector molecules, and functions.

[image: image1]


[image: image1]

FIGURE 2 | Ribbon representation of Slamf6 and Slamf5 structures. Homophilic interactions of SLAMF6 and SLAMF5 as well as heterophilic interactions between two other Ig-superfamily receptors CD58 and CD2. MHC interacting with TCR functions as a reference for the molecular dimensions. Image adopted from Calpe et al. (2).



The consensus structure of SLAMF receptors consists of an extracellular membrane distal IgV domain linked to a proximal IgC2 domain, a transmembrane region, and an intracellular signaling domain that often contains several intracellular tyrosine-based switch motives (ITSM) (Figure 1). Notable exceptions to the consensus structure are SLAMF2, which lacks the intracellular and transmembrane region and instead harbors a glycosyl-phosphatidylinositol membrane anchor; SLAMF3, which has a duplication of the IgV–IgC2 domains; and SLAMF8 and SLAMF9, which only have ~30 intracellular amino acid residues and lack ITSMs.

Most SLAMF Receptors Are Homophilic

Most SLAMF receptors are self-ligands with signaling motifs, which function in cell–cell communication. Crystal structures of SLAMF1, SLAMF5, and SLAMF6 revealed an angled engagement of the IgV domains in trans (4, 5). Exceptions to this homotypic engagement are SLAMF2 and SLAMF4, which are counter-structures (6–8). Ligation of SLAMF receptors leads to inhibitory or activating signaling events through modulation of the cellular responses. Interestingly, SLAMF receptors can also engage microbial structures. For example, SLAMF1 partakes in a xenophilic interaction with the hemagglutinin MH-V of Measles virus, which facilitates viral entry as well as cell fusion (9, 10). As this interaction is thought to benefit the virus, it is pathogen-centric. Additional studies also revealed cognate interactions of SLAMF1, SLAMF2, and SLAMF6 with bacterial components (Table 2) (11–13). This class of xenophilic interactions appears to be beneficial for the host and is, therefore, host-centric.

TABLE 2 | Slamf receptors and their adaptor SAP modulate susceptibility to microbes.
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The SLAMF-Specific Adaptor Proteins SAP and EAT-2

A little under two decades ago, three independent research groups discovered an association between mutations in SH2D1A, the gene that encodes the intracellular adaptor protein SLAM-associated protein (SAP) and X-linked lymphoproliferative syndrome (XLP) (14–16). At the same time, we showed that SAP is an intracellular binding partner of SLAMF1, which is required for proper functioning of SAP in response to Epstein–Barr virus (EBV) and other virus. In XLP patients, SAP is mutated or absent resulting in aberrant functioning of SLAMF1 (16).

SLAM-associated protein encodes a small adaptor protein (14 kDa) that consists almost entirely of a Src homology 2 (SH2) domain. SAP can interact with the ITSMs motif of six SLAMF receptors in phospho-tyrosine-dependent and independent modes (Figure 1) (16–19). Mice that are deficient for the gene that encodes SAP (Sh2d1a−/−) have a range of specific immune malfunctions, which manifest the development and maturation of immune cells and during responses to microbial challenges (20–22). Although SAP expression by T-cells, NK cells, and NKT-cells is well established, B-cells express SAP only under certain specific conditions (23, 24). Some EBV-transformed B-cells, Hodgkin’s lymphomas, and germinal center (GC) B-cells appear to express SAP. The second SLAMF-associated adaptor, EAT-2, exhibits distinct functional features and is not associated with any primary human immune deficiency (25). EAT-2 binds different ITSMs in SLAMF receptors and is involved in the activation of antigen-presenting cells (APCs) and cytotoxicity of NK cells (25, 26). The expression profile of this adaptor also differs from SAP. NK cells express EAT-2 as do a range of APCs, including monocytes (25, 27).

Two SAP signaling modes exist: (1) blockade of the binding of SH2-domain-containing molecules, e.g., the tyrosine-phosphatases SHP-1 and SHP-2 to phosphorylated ITSMs and (2) recruitment of the Src kinase Fyn in its active (“open”) configuration to SAP (3, 16, 28–30). The blocking function of SAP is due to its high affinity for ITSM motifs caused by an unusual three-pronged binding of the SH2 domain (31). In the absence of SAP, SLAMF1 and SLAMF6 bind the tyrosine phosphatases SHP-1 and/or SHP-2, which are negative regulators of T cell functions (16, 17, 32).

A set of functions of SAP in T-cells is dependent on the recruitment of the Src kinase Fyn, which is intricately involved in T-cell receptor (TCR) signaling (Figure 3). SLAMF–SLAMF homophilic ligation leads to the recruitment of SAP to their ITSMs, which interacts with the SH3 domain of Fyn (28, 33). Binding of Fyn to SLAMF1-associated-SAP enhances IL-4 and IL-13 production (29). Structural analyses have shown that Arg78 of SAP is crucial to this interaction (28, 29). Indeed, SAPR78A mice showed a lack of IL-4 production, similar to that of Sh2d1a−/− mice (29). Lacking this arginine (28), EAT-2 does not interact with Fyn but associates with a variety of different Src kinases (27). Similar to Sh2d1a−/− T-cells, SLAMF1−/− CD4+ T-cells are also less prone to TCR-mediated IL-4 production (34). It was, therefore, concluded that SLAMF1 contributes to Th2 polarization. Subsequent studies showed that a signaling cascade involving SAP and Fyn as well as GATA-3 transcriptional promotion by NF-κB are responsible for this phenotype (22, 35, 36). This pathway in T-follicular helper cells effectively contributes to GC B-cell maintenance and optimal humoral responses (37).


[image: image1]

FIGURE 3 | Slamf receptors modulate the cellular communication between antigen-presenting cells (APCs) and T cells. Binding of SLAM family members to their ligands induces the phosphorylation of their cytoplasmic tails and the subsequent binding of SLAM-associated protein (SAP) or EAT2 through a tyrosine-containing motif (ITSM). SAP is widely expressed by T cells and EAT2 is expressed by APCs. These two molecules can recruit and activate several Src kinases (including Fyn) that modulate cell activation by signals generated through the T cell receptor (TCR) and costimulatory proteins, such as CD28. Signals mediated by the SLAM receptors can also affect the function of APCs. SLAM receptors recruit various SH2-domain-containing proteins giving rise to different signals that determine distinct and, in some cases, divergent biological outcomes.



Overall, these studies have demonstrated that SLAMF receptors and SAP have a complex involvement in mechanisms that fight intracellular infections, via their effect on cytokine production. Together, SAP and EAT-2 dictate the major part of the SLAMF signaling. However, other mediators dictate a distinct set of SLAMF receptor functions.

SEVERAL SLAMF RECEPTORS INTERACT WITH BACTERIA

SLAMF1 and SLAMF6 Interactions with Gram− Bacteria

The importance of SLAMF receptors in phagocytes was highlighted by our recent observations that SLAMF1 is involved in cognate interactions with bacterial entities. These interactions result in the defect in the clearance of Salmonella typhimurium SseB− after peritoneal infection (11, 12, 38). Thus, direct cognate interactions with microbial components modulate SLAMF functions in phagocytes.

Evidence for direct interactions of SLAMF1 and SLAMF6 with Escherichia coli outer membrane porins C (OmpC) and OmpF was shown in a cell-based luciferase reporter assay (11). The specificity of these interactions extends to different Gram− bacteria, but not Gram+ bacteria; SLAMF1 interacts with S. typhimurium (11); SLAMF6 interacts with S. typhimurium and to some degree with Citrobacter rodentium (38). Subsequent analyses demonstrated that this interaction depends on the IgV domain of SLAMF1 and SLAMF6. The structure of SLAMF1 has proven difficult to unravel due to the flexible (non-rigid) nature and high degree of glycosylation of SLAMF1. By a combination of techniques, several amino acid residues have been implicated in SLAMF1 homophilic engagement as well as SLAMF1 engagement with Measles virus protein MV-H (10). The FCC beta-sheet and the CC loop of SLAMF1 contain several conserved residues and substitution of Val63, Thr65, Ala67, Lys77, and Glu123 within these regions all resulted in a reduction in the binding of SLAMF1 to SLAMF1 as well as to MV-H. Single mutations of equivalent residues in mouse SLAMF1 resulted in little difference in the binding of OmpC/F containing E. coli. In line with this, SLAMF6 engagement with E. coli structures does not require amino acid residues in the SLAMF6 IgV domain that are crucial for SLAMF6–SLAMF6 homophilic ligation (38). However, general masking of interaction domains by mAbs directed against epitopes in the IgV domains of SLAMF1 or SLAMF6 blocked their interactions with bacteria (11, 38). Thus, whereas there is overlap in the SLAMF1 residues that are essential for SLAMF1–SLAMF1 ligation with the residues involved in MV-H binding to SLAMF1, it is likely that OmpC/F binding involves a separate set of interacting SLAMF1 residues. This would suggest that the interaction of SLAMF1 with bacteria is of a separate origin, distinct from the SLAMF1–SLAMF1 interaction domain, and hence may represent a SLAMF1 function of separate evolutionary significance. Structural analyses of SLAMF1 or SLAMF6 and E. coli outer membrane porins should provide conclusive insights into the mode of these interactions.

SLAMF1 Enhances Phagocyte Effector Functions

The interaction of SLAMF1 with OmpC/F+E. coli results in a more effective phagocytosis of these bacteria by macrophages (11). Clusters of SLAMF1 bound to OmpC/F remain proximal to the bacterium during phagocytosis, thus colocalizing to intracellular phagosomes. A signaling complex is recruited to the intracellular domain of SLAMF1 either directly upon bacterial ligation or shortly thereafter during internalization. The transient recruitment of the autophagy scaffold protein Beclin-1 is the initial event that leads to the formation of a functional complex that also contains Vps34, Vps15, and UVRAG (Figure 4) (13). This novel SLAMF1 signaling module is enhanced by, but not prerequisite of the presence of EAT-2 (13). Vps34 supported by its co-enzyme Vps15 is the sole Class III phosphatidylinositol kinase and produces the docking lipid phosphatidylinositol-3′-phosphate (PI3P) (39). This SLAMF1-enhanced production of PI3P affects two important phagosomal processes. First, formation and activation of the classical phagocytic NADPH oxidase (Nox2) complex is a tightly regulated process that involves assembly of the membrane bound catalytic gp91phox and p22phox with at least four cytosolic subunits p40phox, p47phox, p67phox, Rac1/2 (40). By recruiting the p40phox subunit to the maturing phagosome, PI3P initiates the formation of this superoxide-producing complex (39). Second, PI3P enables the recruitment of the tethering molecule EEA1, which is critically involved in phagolysosomal fusion. Thus, in the absence of SLAMF1 from phagocytes, the phagocytic process of specific Gram− bacteria is compromised.
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FIGURE 4 | Slamf1 affects phagosome functions in two ways, after binding to E. coli. OmpC/F+E. coli can be bound by SLAMF1. Subsequently, SLAMF1 is internalized into the progressing phagosome. The Vps34/15 > UVRAG > Beclin-1 complex is formed. PI is converted to PI3P, which is the docking lipid for subunits of the Nox2 complex as well as the tethering molecule EEA-1. The result of the docking of these proteins is the progression of phagosomes toward bactericidal phagolysosomes that are able to kill the internalized bacteria. The positive modulation of Nox2 complex formation by PKC-delta is inhibited by SLAMF8. There is preliminary evidence for an inhibition by SLAMF8 of Vps34/15 > UVRAG > Beclin-1 complex recruitment to SLAMF1.



SLAMF2 Interactions with Gram− Bacteria

SLAMF2 is implicated in the recognition of non-opsonized E. coli via surface type-1 fimbriae, which contain the lectin FimH (12). Microscopy and genetic analysis suggest that SLAMF2 binds to FimH, which is dependent on the presence of mannose on SLAMF2 (41). Uptake of FimH−E. coli is not mediated by SLAMF2 (42).

SLAMF2 internalizes with FimH upon phagocytosis of FimH+E. coli by mast cells and macrophages, which can be inhibited by mAb directed against SLAMF2. The “force catch” interactions between SLAMF2 and FimH are strengthened by the motility that is implicit to fimbriae and, therefore, represents a unique mode of interaction between phagocytes and E. coli (43). Studies utilizing mast cells show that the SLAMF2-FimH-mediated phagocytosis, which results in cholesterol-dense E. coli+ caveolae (44), has a distinct outcome compared to phagocytosis of opsonized E. coli (Figure 5). SLAMF2-aided uptake results in the expulsion of the bacterium rather than its intracellular killing (42). Thus, SLAMF2 mediates uptake of FimH+E. coli via the formation of caveolin+ phagocytes that represent recycling vesicles that release their content to the extracellular milieu within several hours.
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FIGURE 5 | SLAMF2 mediated the temporary retention of FimH+E. coli in phagocytes. SLAMF2 can associate with the bacterial lectin FimH on the flagella of E. coli. The bacteria are internalized into caveolin+ vesicles to subsequently be released. The presence of SLAMF2 on macrophages and mast cells induced an LPS- or bacteria-mediated enhanced burst of TNF-α production.



SLAMF Receptors Alter Cytokine Production by Phagocytes

Beside the delayed phagocytosis of E. coli, SLAMF1−/− macrophages display impaired responses to crude LPS (bacterial homogenate) (11, 13, 34). Stimulation with IFNγ and LPS, but not GpC or PGN, induced an ameliorated production of IL-12, TNF-α, and nitric oxide in SLAMF1−/− macrophages (34). Conversely, human DCs that were stimulated with CD40-L expressing cells produced less IL-12 and TNF-α when SLAMF1 costimulation was induced, even in the presence of IFNγ and LPS (45). This discrepancy could suggest that SLAMF1 plays distinct roles on cytokine production in phagocytes, depending on whether SLAMF1 engages in homophilic interactions and/or bacterial interactions (i.e., OmpC/F). Although SLAMF2 has no intracellular signaling domain, SLAMF2 induces signaling events in human brain microvascular endothelial cells that involve an influx of intracellular Ca2+ and the phosphorylation of RhoA (46). In mast cells, SLAMF2 engagement results in an increase in their TNF-α production and histamine release (41, 47, 48). Stimulation of SLAMF2−/− macrophages with LPS results in reduced induction of TNF-α and IL-12 production (49). No specific interactions of SLAMF5 with bacterial entities have currently been reported, yet SLAMF5 also affects phagocyte functions. Transfection studies in mast cells and macrophages have shown that SLAMF5 signaling enhances phagocyte activation. SLAMF5 engagement induces Fc[image: image1]RI-mediated mast cell degranulation, which depends on Dok1 phosphorylation (50). Interestingly, LPS stimulation of macrophages results in phosphorylation of SLAMF5 at the second ITSM domain (Y300), which enhances the production of MCP-1 and TNF-α in an NF-κB dependent fashion (51). These observations indicate that SLAMF receptors initiate the signaling through the phosphorylated ITSM motif in phagocytic cells.

EAT-2 may modulate cytokine production. Indeed, recent reports suggest that EAT-2 mediates the production of TNF-α through several SLAMF receptors in human DCs (52). Although specific mechanisms need to be further identified, it is clear that SLAMF receptors modulate inflammatory effector functions of phagocytes in the presence of bacteria or LPS.

SLAMF8 INHIBITS NOX2 ACTIVITY IN BACTERIAL PHAGOSOMES

SLAMF8 is a member of the SLAMF receptor family that exhibits unique characteristics, as SLAMF8−/− macrophages appear over-activated. The presence of SLAMF8 in phagocytes inhibits the maturation of phagosomes, irrespective whether the cargoes are Gram+ or Gram− bacteria (53). We have recently reported that SLAMF8 negatively regulates the activity of PKC-δ, which phosphorylates the p40phox subunit of the NOX2 complex (53). The presence of SLAMF8, therefore, negatively regulates the production of superoxide. However, the molecular intermediates that facilitate this SLAMF8 function have yet to be determined. Because SLAMF8 does not contain an intracellular domain with known signaling motives, it is unlikely that SLAMF8 recruits adaptor molecules that in turn inhibit PKC. Speculatively, competitive inhibition of SLAMF1 by SLAMF8 represents a possible mechanism. Although interactions in trans between SLAMF1 and SLAMF8 did not occur (54), the SLAMF1-Beclin1-Vps34/15-UVRAG complex is more readily formed in the absence of SLAMF8. This preliminary finding alludes to a functional interplay between these two SLAMF receptors.

SLAMF1 AND SLAMF8 REGULATE MIGRATION OF MYELOID CELLS TO SITES OF INFLAMMATION

Differential Expression of SLAMF1 and SLAMF8 by Phagocytes

Several SLAMF receptors are highly expressed by phagocytes after activation by inflammatory signals, suggesting a time-sensitive functional significance of SLAMF receptor surface expression in these cells. SLAMF1 expression is induced by stimulation with either LPS or IL-1β and in phagocytes during active colitis (34, 55, 56). Resting blood leukocytes are virtually devoid of SLAMF8 transcripts and protein (57). LPS only marginally induces SLAMF8 expression, rather its expression in phagocytes is mainly dependent on IFNγ signals, which result in a strong upregulation of SLAMF8 (53, 54, 57). Thus, during an ongoing infectious inflammation, phagocytes initially increase SLAMF1 surface expression and subsequently induce SLAMF8 expression.

SLAMF1 and SLAMF8 Modulate Myeloid Cell Motility

Phagocyte-expressed SLAMF1 positively affects cell migration to sites of ongoing inflammation. Our study that focused on cell motility during inflammation revealed that phagocyte-intrinsic functions of SLAMF1 enhance the capacity to migrate into sites of inflammation (54). Inflammatory phagocytes are required to infiltrate the lamina propria of the colon to establish persisting colitis after transfer of CD45RBhi CD4+ T-cell into Rag1−/− mice. The impairment of inflammatory phagocytes in SLAMF1−/−Rag1−/− mice to migrate to the lamina propria, therefore, resulted in ameliorated colitis (55). The poor outcome in SLAMF1-deficient mice of experimental infections with Leishmania major, which rely on macrophages for effective clearance, may also be partly explained by impaired migration of macrophage-forming monocytes (34). Opposed to the positive effect that SLAMF1 has on myeloid migration, SLAMF8 has a phagocyte-intrinsic negative effect on cell motility (54). Given the timing of the surface expression of SLAMF1 and SLAMF8 and their opposite effect on phagocyte activation, we hypothesize that these two SLAMF molecules represent a rheostat mechanism that modulates the extent of inflammation at different stages of an infection.

The opposite effects on reactive oxygen production displayed by these two SLAMF receptors were shown to influence cell motility. Specific inhibition of NOX2 activity canceled the in vitro migration phenotypes of both SLAMF1−/− and SLAMF8−/− phagocytes (54). These two phenomena can be linked by the mounting evidence that hydrogen peroxide, which is the more stable intermediate of superoxide, can act as a “second messenger” by oxidizing phosphatases and – as such – modulate cell motility (40, 58, 59).

SLAMF1, 2, 4, AND 6 REGULATE ENTEROCOLITIS

In line with the observations that SLAMF members modulate the function of phagocytes, three SLAMF receptors (SLAMF1, SLAMF2, and SLAMF6) also affect the pathogenesis of murine models of colitis, which are complex, multifaceted immune events, including activation of the mucosal immune system by microbes. Accumulating evidence by our group and by others shows a role of SLAMF receptors in cognate interactions with bacteria. The infiltration of pro-inflammatory phagocyte into the lamina propria of the colon is also prerequisite of the pathogenesis of colitis and some SLAMF receptors affect the extent of the colitis by influencing this process. Additionally, modulation of cytokine production may also contribute to these colitis phenotypes. No strong intestinal inflammation phenotype has been ascribed to XLP (60), thus SAP-independent functions of SLAMF receptors likely modulate mucosal immune processes.

SLAMF6 Enhances C. rodentium Colitis

Citrobacter rodentium are attaching bacteria that harbor a pathogenicity island, which renders them capable of colonizing the colonic epithelia of mice. Colonized C. rodentium causes lesions that result in a compromised mucosal barrier. Colitis induced by oral infection with C. rodentium is remarkably reduced in mice lacking both the Rag1 and the SLAMF6 genes compared to their Rag-1-deficient controls, but not in mice that only lack the SLAMF6 gene (single knock out) as compared to their WT littermates. This shows an involvement of SLAMF6 in innate responses to the mucosal infections with specific enterobacteriae (38). Specific interactions between E. coli or C. rodentium and SLAMF6 have also been reported. Lacking this interaction in SLAMF6−/− mice manifests in impaired functions of phagocytes that first detect the effacing C. rodentium bacteria, hence driving the phenotype of reduced pathology (38).

Phagocyte Functions of SLAMF1 Contribute to Colitis

SLAMF1 in phagocytes also contributes to the development of colitis. By adoptive transfer of CD45RBhi CD4+ T-cells into Rag−/− or SLAMF1−/−Rag−/− mice, we found that only SLAMF1 expression by innate cells, and not T-cells, is required for the full induction of experimental colitis (55). Activation of macrophages and DCs via CD40-stimulation alone was not sufficient to overcome the reduced inflammation in SLAMF1−/−Rag−/− mice, further establishing a phagocyte-intrinsic cause of this phenotype. The hampered migratory capacity of SLAMF1-deficient inflammatory phagocytes was shown to be the primary cause of this phenotype (55). The enhanced phagosomal maturation and ROS production that results from the interaction of SLAMF1 with E. coli could represent an additional mechanism if these SLAMF1-mediated functions lead to a higher activation state of the lamina propria phagocytes. The production of pro-inflammatory cytokines that are implicated in colitis development are also impaired by SLAMF1-deficiency (55).

SLAMF2 Enhances Colitis while SLAMF4 Negatively Regulates Inflammation of the Small Intestine by the Control of Cytotoxic IELs

SLAMF2 is abundantly expressed in all myeloid cells (61). SLAMF2−/− T-cells induced colitis in Rag−/− mice, but not in SLAMF2−/−Rag−/− mice, indicating that SLAMF2 expression by both innate cells and transferred T-cells contributes to the development of colitis (49). Indeed, SLAMF2-deficient mice were shown to have severely impaired CD4+ T-cell activation and SLAMF2 expression is required on both T-cells and APCs for proper activation (62). Beside T-cell activation, which is a prerequisite for the development of colitis in this model, macrophage-expressed SLAMF2 could contribute to colitis by inducing TNF-α production, as suggested by in vitro experiments (41, 49). Whether both SLAMF2 interactions with SLAMF4 and bacteria drive this in vivo remains to be determined.

SLAMF4 also affects gut-mucosal immune responses. CD8+ T-cell transfer experiments showed that SLAMF4 expression specifically correlated with localization to the intestinal lamina propria, where SLAMF4 modulates homeostasis by negative regulation of the expansion of cytotoxic CD8+ IELs (61). SLAMF2 expression in myeloid cells, especially the CX3CR1+ and CX3CR1− phagocytes in the lamina propria of the small intestine, facilitates this negative regulation (61). Vice versa, under specific conditions these cytotoxic IELs are capable of controlling the phagocyte population (61).

SAP AND SLAMF RECEPTORS MEDIATE PROTECTION FROM EBV AND OTHER VIRUSES

Whereas SLAMF receptor-mediated immune responses to bacteria are mostly mediated by SLAMF–bacteria interactions, the involvement of SLAMF receptors in antiviral immunity relies mostly on SLAMF–SLAMF homophilic interactions.

XLP and Epstein–Barr Virus

X-linked lymphoproliferative disease finds its primary cause in dysfunctional SAP (14–16). Often, but not always (63), patients develop fulminant infectious mononucleosis with a fatal outcome upon the first encounter with EBV. Although SAP-deficient patients who survive EBV infections or never encounter EBV will develop aberrant B-cell response such as dysgammaglobulinemia and B-cell lymphomas as well as a lack of innate type lymphocytes such as NKT-cells, the most prominent manifestations of this genetic defect arise in the context of EBV infections. Excellent reviews about EBV-independent immunologic manifestations of the aberrant response in SAP-deficient patients are published elsewhere (3, 64–66). In sum, in the absence of functional SAP, EBV-infected B-cells are not cleared and massive B- and T-lymphocytic expansion is found in most organs. CD4+ T-cells, CD8+ CTLs, NKT cells, and NK cells are implemented in the defective immune mechanisms that result in uncontrolled or ineffective immune responses to EBV infections in XLP patients. The phenotypic manifestations of non-EBV viral infections in XLP patients are sometimes also more severe than those in SAP-proficient individuals, although the disease manifestations are usually less increased.

SAP and CD8+ T-cell Expansion and Cytotoxic Responses

T-cell receptor signals in naïve T-cells induce a proliferative burst. SAP and SLAMF receptors control both the extent of the CD8+ T-cell expansion as well as the cytotoxicity of these cells, thereby influencing the effectiveness of the immune response to viruses as well as potential immunopathology.

In an effort to delineate the complex phenotypes of EBV infections of XLP patients, Sh2d1a−/− mice were generated and infected with γHV-68 (67) or LCMV (22, 68). The murine virus γHV-68 is, like EBV and Kaposi’s sarcoma-associated herpes virus, a gamma-herpes virus but has coevolved with rodents and, therefore, does not infect humans. In addition to B-cells, γHV-68 also infects macrophages and DCs, which should be noted when comparing EBV infections of XLP patients with γHV-68 in Sh2d1a−/− mice. After infection with γHV-68, Sh2d1a−/− mice have an expanded population of CD8+ T-cells (69, 70), which produce higher levels of IFNγ as compared to CD8+ T-cells from infected WT mice (70). This higher amount of IFNγ controls γHV-68 in macrophages in the peritoneum, but not in the B-cell reservoir (71). In accordance with reports on γHV-68 infected Sh2d1a−/− mice, LCMV-Armstrong infections induce a stronger expansion of CD4+ and CD8+ IFNγ-producing T-cells (22, 68). However, exacerbated immune pathology caused by the over-expansion of CD8+ T cells in this infection results in a higher mortality (22, 68).

One of the mechanisms that drive the massive expansion of T-cells is the deregulation of reactivation-induced cell death (RICD). A second TCR activation leads to proapoptotic signals in some expanding T-cells, thereby controlling the extent of the expansion of the collective T-cell pool. XLP patients that suffer fulminant mononucleosis typically lack this T-cell restricting phase of the response to EBV, which is also not observed in virus-infected Sh2d1a−/− mice. SAP expression was shown to correlate with the extent of RICD in several cell lines and a lack of cell cycle arrest was found in irradiated lymphocytes from XLP patients (72). The observation that SAP immuno-precipitates with the proapoptotic valosin-containing protein (VCP) alludes to a potential mechanism. A later study showed that SLAMF6 recruitment of SAP and Lck rather than Fyn in these restimulated T-cells results in a proapoptotic signal, which was not observed in T-cells obtained from XLP patients (73).

The expanded population of γHV-68-specific CD8+ CTLs in Sh2d1a−/− mice does reduce the amount of infected B-cells (69, 70). However, cytotoxicity per cell appears not to be affected by SAP (69). In contrast to these murine T-cells, CD8+ T-cells from XLP patients are selectively impaired in their cytotoxic response to B-cells (74). These human CTLs showed similar cytokine production and proliferation when they are stimulated in vitro with anti-CD3 and anti-CD28 or anti-SLAMF1 mAbs (75, 76). However, incubation with anti-SLAMF4 mAb markedly reduces cytotoxicity of the EBV-specific CD8+ CTLs and lowered IFNγ production (76). Because this defect is associated with aberrant lipid rafts, perforin release, and SAP recruitment to the cytolytic synapse, it can be concluded that SLAMF4–SAP pathway plays a critical role in the cytotoxic response of CD8+ T-cells to EBV-infected autologous B-cells (75). Indeed, whereas virtually all EBV-specific CD8+ T-cells in SAP-proficient individuals are SAP+, other viruses induce a mixed pool of SAP+ and SAP− virus-specific CTLs (77). The dependence of EBV-specific CD8+ T-cells on the SLAMF4–SAP pathway to target infected B-cells together with the narrow B-cells tropism of EBV may represent two of the underlining principles for the strong susceptibility of XLP patients to this virus.

SAP and CD4+ T-Cell Responses and Germinal Centers

Like XLP patients, γHV-68 infected Sh2d1a−/− mice had a strong reduction in the amount of GC B-cells (69). These mice also displayed the typical hypo-gammaglobulinemia (67, 69). Whereas SAP-deficient mice develop normal acute IgG responses upon infection with LCMV, they lack a humoral memory response (78). When the (chronic-infectious) LCMVc113 strain was used, GCs were grossly absent from Sh2d1a−/− mice (68). Lacking adequate help from CD4+ T cells, humoral response and cytotoxicity of CD8+ T cells are impaired, which renders the immune system not sufficient to clear the virus (68). Protection against secondary influenza infections is best established by CD4+ T-cell-mediated humoral responses through the generation of memory B-cells and long-lived plasma cells. Experimental exposure of Sh2d1a−/− mice to a second influenza challenge established the observation that these mice have a severely impaired IgG antibody response and, therefore, succumb to this infection (20). Thus, in the late stages of infections with LCMV, γHV-68, and influenza virus, profound defects in humoral immunity become apparent in Sh2d1a−/− mice.

SLAM-associated protein is critical for the development of GCs, the anatomical site for B/T-cell cooperation. The observation that T-cell-independent humoral responses are unaffected by SAP deficiency, showed that this phenotype depends on T-cell interactions with B-cells (79). Whereas a B-cell intrinsic SAP component in IgG antibody production was reported in some transfer experiments but not in others, SAP expression by helper T-cells is indispensible for early GC responses (21, 80–82). The contact time of T–B-cell interactions is reduced in SAP-deficient mice, which is the likely underlining mechanism of the impaired GC response (83). Sustained adhesion of T-cells to B-cells is dependent on SLAMF5 (84). An additional study showed that SLAMF6, in the absence of SAP, conveys a negative signal resulting in an insufficient contact time between B-cells and T-cells (32). This negative signal is mediated by SLAMF6 as SLAMF6−/−Sh2d1a−/− mice (lacking both SLAMF6 and SAP) have normal developing GCs. Recruitment of SHP-1 to SLAMF6 is the signaling event that is responsible for the impaired cognate B/T-cell interaction (32). Although SLAMF1 signaling contributes to GC IL-4 production (37), SLAMF1 and Fyn are not involved in proper GC formation (85). SLAMF3-deficiency does not notably affect GC formation either (86).

NKT Cell Development Depends on SAP, SLAMF1, and SLAMF6

NKT-cells are implicated in responses to a wide range of microbes and are reactive to lipid antigens. Positive selection of NKT cells is mediated by semi-invariant TCR interactions with lipid antigens in the MHC-I-like CD1d molecule from one double-positive (DP) thymocyte to a neighboring DP thymocyte. Thus, commitment of NKT cells, which takes place in the thymus, is dependent on CD1d stimulation from proximal lymphocytes instead of stromal cells. A secondary signal is required to induce differentiation and expansion. Either SLAMF1 or SLAMF6 homophilic ligation is required for this second signal that induces SAP recruitment to their ITSM (87). SAP-mediated signals are crucial for the development of NKT cells as Sh2d1a−/− mice completely lack these cells (88). Upon SAP recruitment to either SLAMF1 or SLAMF6, Fyn binds to the SLAMF–SAP complex to induce signals that facilitate the requirements for differentiation and expansion. In contrast to SLAMF1 and SLAMF6, SLAMF3-deficient mice present elevated numbers of thymic NKT cells, indicating that SLAMF3 plays a unique role as an inhibitory receptor regulating the development of NKT cells (89). An in-depth review of SLAMF receptors in NKT-cells and other innate lymphocyte populations has recently been published (90).

Role for SAP, SLAMF4, and Other SLAMF Receptors in NK Cells

The capacity of chronic infections with lymphotropic viruses to transform their host cells makes targeted killing of infected cells an important requirement in the immunity to such viruses. SLAMF4 is the major SLAMF receptor to mediate cytotoxicity in both NK cells as well as CD8+ CTLs. Initial studies have shown that SLAMF4 interactions with SLAMF2 on target cells induced perforin-mediated killing, which is dependent on SAP (91–95). SLAMF4 phosphorylation is dependent on its sub-location in lipid rafts (96). Within these rafts, association with linker for activation of T-cells (LAT) is prerequisite for SLAMF4 phosphorylation and, hence, SLAMF4-mediated killing of target cells (97). SLAMF4 has four ITSM domains and the membrane proximal ITSM recruits SAP to the cytotoxic immune synapse upon phosphorylation (98). This SLAMF4–SAP complex inhibits the recruitment of inhibitory phosphatases and, hence, is required for a sustained interaction between the NK cell and the target cells (99). However, SLAMF4 can also mediate inhibitory signals in cytotoxic cells (100, 101). The levels of SLAMF4 surface expression on NK cells as well as the abundance of SAP appear to dictate whether signals induce or inhibit targeted killing (95, 102, 103). Naïve human NK cells do not express SAP, but IL-2 or IL-12 stimulation results in the upregulation of SAP expression. Only NK cells that express SAP had the potential to kill target cells by SLAMF4 ligation (104). A recent review describes the intricacies of the dual function of SLAMF4 on cytotoxicity of NK cells in more detail (103).

Whereas SLAMF4 appears to be dominated by SAP, other SLAMF receptors have a stronger dependence of EAT-2. Analysis of EAT-2-mediated signals revealed that EAT-2 induces calcium fluxes and ERK phosphorylation, which results in exocytosis of cytotoxic granules (105). SLAMF6 ligation was shown to induce a cytotoxicity signal by recruiting EAT-2 to its second phosphorylated ITSM, which does not bind to SAP (106). In addition, EAT-2-deficient mice were incapable of SLAMF5- or SLAMF6-mediated targeted killing of SLAMF2+ tumors (107). Thus, SLAMF6 signaling through EAT-2 in addition to SAP enhances the cytotoxicity of NK cells. SLAMF7 expression on target cells enhanced NK cell cytotoxicity, which was solely dependent on EAT-2, as EAT-2−/− NK cells conveyed a signal that inhibits cytotoxicity through SLAMF7 (26).

VIRAL USE OF SLAMF RECEPTORS

Thus far, we have discussed how SLAMF receptors perform functions by interactions with bacterial entities and by interaction with SLAMF receptors. SLAMF receptors are also actively targeted by pathogens that seek to use or to alter functions of SLAMF receptors for their benefit. Three such modes of interaction have been postulated to date. First, Morbilliviruses (most prominently Measles virus) utilize SLAMF1 as entry receptors. Second, certain cytomegaloviruses (CMVs) express SLAMF receptors or molecules that closely resemble the structure of SLAMF receptor, potentially representing (negative) competitors of endogenous SLAMF receptors to modulate their functions. Third, several other viruses encode molecules that interfere with cell surface expression of SLAMF receptors and inhibit their functions.

SLAMF1 on the Surface of Myeloid Cells Binds to the Measles Virus H Protein and Is Involved in Virus Entry

The human pathogenic Measles virus belongs to the lymphotropic Morbillivirus genus. Measles virus and other Morbilliviruses utilize SLAMF1 as one of two entry receptors (9, 108). Crystal structures of SLAMF1 and Measles virus protein MV-H reveal four binding domains that are conserved between marmoset and human but not between mice and human, which determines the tropism of Measles virus (10). Mechanistically, the interaction between SLAMF1 and MV-H reduces the distance between the membranes of the target cell and the virus. The subsequent release of the viral protein MV-F enables fusion of the membranes and, hence, facilitates infection.

Measles virus has evolved a mechanism to induce SLAMF1 surface expression, thereby gaining access to its entry receptor (109, 110). Acidic Sphingomyelinase (ASMase)-containing vesicles, which are also SLAMF1+, play an interesting role in this process (Figure 6). ASMases convert sphingolipids into ceramide, creating a lipid environment that favors endocytosis or internalization of small membrane fractures. Thus, under non-infectious conditions, the recruitment of these vesicles to the surface of cells provides a membrane repair mechanism. Activation of the lectin receptor DC-SIGN by Measles virus induces a signaling cascade that involves Raf-1 and ERK (109). This signal relies on the expression of ASM and results in the relocation of ASM+ vesicles to the surface of DCs (109). Thus, by activating DC-SIGN, Measles virus induces surface expression of its entry receptor (110). This observation, thus, provides evidence of a coupling between SLAMF1 localization and membrane dynamics and shows that SLAMF1 resides in intracellular membranes, suggesting that SLAMF1 has distinct intracellular location with putative intracellular functions. These functions may represent events that are similar to the functions that were described for SLAMF1 in E. coli+ phagosomes.


[image: image1]

FIGURE 6 | Measles virus actively recruits its entry receptors Slamf1 to the cell surface. Binding of the lectin receptor DC-SIGN to a Measles virus particle induces a signaling cascade that involves Raf-1 and ERK and requires the activation of acidic SMase to induce a membrane trafficking event. Slamf1+ intracellular vesicles are recruited to the plasma membrane and fuse. This releases Slamf1 to the plasma membrane where Measles viral MV-H protein can bind to it to induce a fusion event between the viral membrane and the plasma membrane, consequently resulting in the delivery of the viral genomic material to the cytosol.



Viral Expression of SLAMF Receptor Homologs

SLAMF3 has stronger sequence homology with the human CMV protein UL-7 than with other human SLAMF receptors (111). Only one other CMV, which infects chimpanzees, bears a similar gene, suggesting that this gene was hijacked relatively late during the evolutionary arms race between mammals and β-herpes viruses. While no binding of UL7 to SLAMF3 could be detected, this viral protein has been shown to be secreted from infected cells and to reduce the production of TNFα, IL-8, and IL-6 by DCs (111).

Recently, seven SLAMF gene-homologs encoded by the genomes of two CMVs that infect New World monkeys have been identified. Several of these viral SLAMFs exhibit exceptional preservation of their N-terminal immunoglobulin domains, which results in maintenance of their ligand-binding capacities. The observation that large DNA viruses have captured SLAMF family homologs further underscores the importance of these molecules as critical immune regulators and as convenient scaffolds for viral evolution (112).

HIV-1 Protein Vpu and CMV m154 Modulate SLAMF Expression

Assessment of SLAMF expression in HIV-1 infected cells showed a negative correlation between SLAMF4 expression by NK cells and viral load, suggesting a positive role for SLAMF4 in the killing of HIV-1 infected cells (113). Indeed, NK cell treatment with specific antibodies for SLAMF4 or SLAMF6 decreased their in vitro killing potential of infected T-cells (114). Surface expression of both of these SLAMF receptors is actively down-modulated by HIV-1. CD8+ CTLs of patients required both SLAMF2-to-SLAMF4 signaling and TCR stimulation for the downmodulation of SLAMF4 surface expression (115). HIV-1 infection also down-modulates the expression of SLAMF2 and SLAMF6 in infected CD4+ T-cells, suggesting active modulation of cytotoxicity by the virus. The HIV-1 protein Vpu associates with SLAMF6 by interacting at the transmembrane regions. This interaction interferes with the glycosylation of SLAMF6 and results in retention in the Golgi-complex (116, 117). SLAMF6 downmodulation leads to insufficient degranulation, and hence impaired targeted killing of HIV-1 infected cells (116).

Murine CMV encodes a different viral protein that interferes with NK cell cytotoxicity. During CMV infection, m154 expression leads to proteolytic degradation of SLAMF2 that reduces the capacity of NK cells to kill infected cells (118).

Detrimental Effects of SLAMF4 During Chronic Hepatitis Infection

Lysis of non-MHC HCV-infected cells by activated CD8+ T-cells is mediated by SLAMF4 (119). However, during chronic HCV infections, SLAMF4 predominates as an inhibitor of cytotoxic functions in CD8+ T-cells (95). In line with this notion, recombinant IFN-α therapy of HCV-infected patients induces NK cell-mediated enhanced immunity but reduces SLAMF4 expression of these cells (120). SLAMF4 expression by CD8+ T-cells also correlated with poor clinical outcomes in HBV-infected patients (121). Blockade of SLAMF4 signaling effectively enhanced IFNγ production and virus-specific CD8+ T-cell proliferation in approximately one-third of HCV+ patients (122). Overall, SLAMF4 expression correlates with the T-cell exhaustion that is typically observed during HCV infections. However, functionally exhausted T-cells are not universally revived by blockade of SLAMF4 alone, but other CTL inhibitory receptors are involved (122). Thus, these β-herpes virus infections cause the expression and function of specific SLAMF receptors to be detrimental to the immune outcome.

CONCLUDING REMARKS

SLAMF receptors and their adaptors are intricately involved in the responses to microbial challenges. Modulation of immune responses as a result of SLAMF receptor homophilic interactions represents an important category of functions for these receptors. We can also observe an emerging theme that places SLAMF receptors in a possibly underappreciated category of functions; they can engage microbial ligands. SLAMF receptors are direct microbial sensors and are part of functional anti-microbial mechanisms. Thus, SLAMF receptors fulfill a unique role within the immune system, as they are both microbial sensors and cell–cell communicators of immunologic conditions. Additionally, we can distinguish a category of microbe-encoded genes that directly interfere with SLAMF functions. Interestingly, some of these genes have strong homology with endogenous SLAMF receptors.
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Pathogenic bacteria are detected by pattern-recognition receptors (PRRs) expressed on innate immune cells, which activate intracellular signal transduction pathways to elicit an immune response. Toll-like receptors are, perhaps, the most studied of the PRRs and can activate the mitogen-activated protein kinase (MAPK) and Nuclear Factor-κB (NF-κB) pathways. These pathways are critical for mounting an effective immune response. In order to evade detection and promote virulence, many pathogens subvert the host immune response by targeting components of these signal transduction pathways. This mini-review highlights the diverse mechanisms that bacterial pathogens have evolved to manipulate the innate immune response, with a particular focus on those that target MAPK and NF-κB signaling pathways. Understanding the elaborate strategies that pathogens employ to subvert the immune response not only highlights the importance of these proteins in mounting effective immune responses, but may also identify novel approaches for treatment or prevention of infection.
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INTRODUCTION

Innate immunity provides the first line of defense against invading pathogens. Recognition of microbial ligands, or pathogen-associated molecular patterns (PAMPs) by pattern-recognition receptors (PRRs), stimulates innate immune cells to upregulate the expression of cytokines, chemokines, and proteins that directly target microbes. Toll-like receptors (TLRs) have been well studied amongst the PRRs, with 10 described in human and 12 in mouse (1). TLRs on the cell surface recognize ligands from extracellular microbes, such as peptidoglycan by TLR1/TLR2, lipoprotein by TLR2/6, lipopolysaccharide (LPS) by TLR4, and flagellin by TLR5. TLR3, TLR7, TLR8, and TLR9 are located in intracellular vesicles where they recognize microbial nucleic acids.

Stimulation of all TLRs activates the mitogen-activated protein kinase (MAPK) and Nuclear Factor-κB (NF-κB) signaling pathways, both of which are critical for an effective immune response. The current understanding of the signaling events that trigger MAPK and NF-κB activation in response to TLR stimulation have been reviewed recently (1–4), but is summarized below and in Figure 1.
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FIGURE 1 | Blockade of MAPK and NFκB signaling by bacterial effectors. TLR signaling is initiated by the recruitment of adaptor proteins to the TIR domain of the receptor. Recruitment of MyD88 facilitates Myddosome formation through binding of IRAK4, IRAK1, and IRAK2. IRAKs bind to and recruit the E3 ubiquitin ligase TRAF6, which – perhaps with input from other E3s – generates lysine-63 (K63) linked polyubiquitin chains. K63 linked polyubiquitin chains are used as a substrate by LUBAC to form M1-K63 hybrid polyubiquitin chains. K63 and M1-K63 polyubiquitin chains are necessary for downstream signaling mediated by TAK1. TAK1 phosphorylates and activates IKKα/β, which form the IKK complex together with NEMO/IKKγ. The IKK complex phosphorylates IκBα, resulting in its K48-linked polyubiquitination and proteasomal degradation, which releases the p65 NFκB subunit from inhibition. The IKK complex also phosphorylates p105, generating the p50 NFκB subunit, and enabling the active p50-p65 NFκB dimer to translocate to the nucleus. TAK1 also controls activation of the ERK1/2, p38, and JNK MAPK pathways by acting as a MAP3K for the p38 and JNK pathways and controlling the activation of ERK1/2 via Tpl2. Phosphorylation of p105 by the IKK complex releases Tpl2 from inhibition, allowing Tpl2 to activate ERK1/2 signaling. MAPKs phosphorylate their own downstream targets including other kinases and transcription factors that regulate transcription. Activation of TLR3 and TLR4 can also recruit the TRIF adaptor, which activates NFκB and MAPK signaling via both Receptor Interacting Protein 1 (RIP1) and TRAF6 upstream of TAK1, and activates IRF3 via IKK[image: image1] and Tank-binding kinase 1 (TBK1). Bacterial effectors block signaling by interfering with different components of the signaling cascades, as indicated in the figure.



Following detection of PAMPs by a TLR, signaling is initiated by the recruitment of adaptor proteins to the cytoplasmic Toll and IL-1 Receptor (TIR) domain of the receptor. Two main pathways of TLR signaling exist, defined on their use of either the MyD88 (myeloid differentiation primary-response protein 88) or TRIF (TIR domain-containing adaptor protein inducing interferon α/β) adaptor, with all TLRs except TLR3 able to utilize the MyD88 pathway. MyD88 recruits IL-1 receptor-associated kinase (IRAK) 4, IRAK1 and IRAK2 to form a complex known as the Myddosome, which subsequently recruits the E3 ubiquitin ligase TNF receptor-associated factor 6 (TRAF6).

TRAF6 and/or other E3 ubiquitin ligases generate lysine-63 (K63) linked polyubiquitin chains that are used by the linear ubiquitin chain assembly complex (LUBAC) to generate linear (M1)-K63 hybrid polyubiquitin chains. The formation of both K63 and M1-K63 hybrid polyubiquitin chains is required to assemble the signaling complexes that activate downstream pathways. TAK1 plays a central role in activating downstream signaling pathways. First, it phosphorylates and activates IκB kinases (IKKα/β), which form the IKK complex together with NEMO/IKKγ. The IKK complex phosphorylates IκBα, enabling its recognition by the E3 ligase complex SCF-βTrCP (SKP1–cullin-1–F-box complex containing βTrCP), resulting in its K48-linked polyubiquitination and proteasomal degradation. Loss of IκBα releases the p65 NFκB subunit allowing it to translocate to the nucleus.

TAK1 also controls activation of the ERK1/2, p38, and JNK MAPK pathways. MAPK activation requires a cascade of at least three kinases. MAPKs are activated by a MAPK Kinase (MAP2K), which itself is activated by phosphorylation by an upstream MAPK Kinase Kinase (MAP3K). TAK1 acts as a MAP3K for the p38 and JNK pathways and via IKK it controls the activation of Tpl2, the MAP3K that activates ERK1/2 downstream of TLRs. Tpl2 activity is controlled by p105, which tethers it in an inactive complex with Abin2. Phosphorylation of p105 by the IKK complex, releases this complex, allowing Tpl2 to activate its substrates. MAPKs phosphorylate their own downstream targets including other kinases and transcription factors that regulate transcription (1–4).

Pathogenic bacteria have evolved elaborate strategies to perturb intracellular signaling pathways that activate the host immune response. This review describes the mechanisms bacteria use to inhibit TLR-dependent signaling, focusing on strategies that block MAPK and NF-κB signaling and is summarised in Table 1. Interestingly, some intracellular bacteria can also activate MAPK or NF-κB pathways to their advantage at different stages of infection. For example, while within cellular vacuoles, Salmonella Typhimurium expresses the kinase SteC which phosphorylates MKK1/2 on Ser200 in the kinase domain (5). Phosphorylation of Ser200 causes MKK1/2 to autophosphorylate on Ser218 and Ser220, leading to activation of ERK1/2 and resulting in reorganization of the actin cytoskeleton, which restrains bacterial growth to control bacterial virulence (5). S. Typhimurium also uses SopE, SopE2, and SopB, which act redundantly to activate MAPK and NF-κB via Rho-family GTPases and stimulate inflammation (6). Infection of alveolar macrophages with Legionalla pneumophila causes Legionnaire’s disease. L. pneumophila translocates the kinase LegK1 into macrophages where it activates NF-κB signaling to inhibit apoptosis and promote intracellular bacterial replication (7). LegK1 phosphorylates a number of proteins in both the canonical and non-canonical NF-κB pathway, including IκBα, IκBβ, IκB[image: image1], p100 (NFBK2), and p105 (NFKB1) (7). Phosphorylation of IκBα on serines 32 and 36 stimulate its degradation and promote translocation of NF-κB to the nucleus, while phosphorylation of p100 on serines 866 and 870 causes its cleavage to generate the p52 subunit and induce formation of the p52/RelB non-canonical NF-κB complex.

TABLE 1 | Mechanisms used by bacteria to inhibit TLR-dependent signaling by blocking MAPKs or NFκB.
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BLOCKING SIGNALING BY MIMICKING TIR:TIR INTERACTIONS

A number of bacteria target the initial stage of TLR activation by expressing TIR-containing proteins (Tcps) that interfere with TIR–TIR interactions. A bioinformatics screen for bacterial proteins with homology to human TIRs identified the first TIR-containing protein as TIR-like protein A (TlpA) from Salmonella enterica serovar Enteritidis (Salmonella Enteritidis), which causes food-borne gastroenteritis (8). TlpA dose-dependently suppresses TLR/IL1 induced NF-κB activity and is thought to achieve this by competing with endogenous TIR domains to block downstream signaling (8). A similar mechanism is proposed for the Staphylococcus aureus TIR domain protein TirS which blocks TLR2-induced MAPK and NF-κB signaling (9).

Other Tcps, including TcpC from the uropathogenic Escherichia coli strain CFT073, TcpB/BtpA, and BtpB from Brucella melitensis which causes the chronic and debilitating zoonotic disease Brucellosis and ypTIR from the plague-causing Yersinia pestis, are all able to bind to MyD88 and prevent downstream signaling from TLRs (10–12). Additionally, TcpB was proposed to compete with the TIR-containing adaptor protein Mal/TIRAP to prevent TLR2- and TLR4-dependent signaling (13). TcpB downregulates Mal expression by targeting phosphorylated Mal for proteasomal degradation by a mechanism similar to the cellular SOCS1-mediated degradation of Mal (14).

BACTERIAL PROTEASES

Several bacterial proteins can inhibit signaling by selectively cleaving signaling enzymes. Bacillus anthracis lethal factor (LF) is a protease that forms part of the anthrax toxin. LF specifically targets MAPK kinases (MKKs) by cleaving within the MAPK-docking domain (D-domain), which is required for binding to downstream substrates. LF-induced proteolysis disrupts or removes the D-domain to generate kinases that are unable to interact with downstream MAPKs, thereby blocking their phosphorylation and activation. Although originally described to block MKK1/2 (15), LF is capable of cleaving all MKKs except MKK5 (16), resulting in reduced kinase activity for ERK, p38, and JNK MAPK pathways.

Enteropathogenic and enterohemorrhagic E. coli (EPEC/EHEC) are closely related bacteria that cause severe food-borne gastroenteritis. Both use type III secretion systems (T3SS) to inject effector proteins into the host cell. One of these, NleD, is a zinc metalloprotease that inactivates JNK and p38 by cleaving between the dual phosphorylation sites within the kinase activation loop (17). Proteolysis as a strategy to dampen the immune response is not restricted to MAPKs as EPEC/EHEC proteases also target the NF-κB signaling pathway. NleC, another zinc protease, cleaves the p65 subunit of NF-κB at its amino-terminus to promote its proteasomal degradation (17–20) and has also been shown to target other NF-κB components including IκBα, p50, and c-Rel (19, 20). The NF-κB p65 subunit is also a target of proteolysis by the Chlamydia proteases CT441 (21, 22) and Chlamydial protease-like activity factor (CPAF) (23). CT441 inhibits NFκB activation by cleaving p65 at residue 351/2, which lies between the Rel-homologous domain and the transactivation domain (21).

BACTERIAL ACETYLTRANSFERASES

Some bacterial effectors modify host signaling proteins to inhibit their activity. Vibrio outer protein A (VopA) is an acetyltransferase expressed by Vibrio parahaemolyticus that inhibits signaling by all MAPKs through both O-acetylation (serine and threonine acetylation) and N-acetylation (lysine acetylation) of MAP2Ks (24, 25). VopA acetylates MKK6 on three residues (Ser207, Lys210, and Thr211) in the activation loop and on Lys172 in the catalytic loop. Phosphorylation of Ser207 and Thr211 by MAP3Ks is critical for MKK6 activation, and acetylation of these resides by VopA blocks MKK6 activity. Lys172 coordinates the γ-phosphate of ATP, and its N-acetylation disrupts ATP binding to prevent phosphorylation of downstream substrates. This dual approach of preventing kinase activation and locking the kinase in an inactive state makes VopA an extremely potent inhibitor of MAPK signaling.

Salmonella Typhimurium expresses the O-actetyltranferase AvrA that modifies the threonine residue in the activation loop of MKK4 to prevent JNK activation (26). An interaction between MKK7 and AvrA was observed in a yeast-two-hybrid screen (27) suggesting that it can act on both MKKs that activate JNK. Although overexpressed AvrA inhibits both p38 and JNK phosphorylation, only JNK phosphorylation is inhibited during S. Typhimurium infection and JNK target genes are upregulated in cells infected with ΔAvrA, lending support for AvrA being targeted to the JNK signaling pathway (27).

Yersinia species deliver Yersinia outer proteins (Yops) into the host cell via a Type III secretion system. The Y. pestis/Yersinia pseudotuberculosis effector YopJ (YopP in Yersinia enterocolitica) inhibits MAPK signaling by blocking the phosphorylation and activation of MAP2Ks (28). YopJ O-actetylates critical residues in the MAP2K activation loop, as described for MKK6 and MKK2 (29–31). In addition to targeting MAP2Ks, YopJ/YopP also inhibits the MAP3K TAK1 (31–34). YopJ O-acetylates Thr184 and Thr187 in the activation loop of TAK1, preventing Thr187 autophosphorylation and thereby blocking kinase activation. Conflicting reports exist regarding the effect of YopP on the formation of the TAK1-TAB2/3 complex, with one showing that YopP interferes with TAK1-TAB2 binding (32), while a second report demonstrated that it did not affect TAK1-TAB2/3 complex formation (33). YopP may also affect ubiquitination since overexpressed YopP blocks TRAF6-dependent polyubiquitination reactions, although the authors note that they were unable to reliably detect this effect on ubiquitination in Yersinia-infected cells (32). By acetylating both TAK1 and MKKs to prevent their activation, YopJ/P targets both the MAPK and NFκB signaling pathways. This dual targeting strategy is reinforced by the demonstration that YopJ also O-acetylates IKKα and IKKβ in the activation loop to inhibit their kinase activity and prevent activation of the NFκB pathway (28, 30).

Mitogen-activated protein kinases are inactivated by a number of different phosphatases of which the dual specificity phosphatase (DUSP) family members are key regulators of MAPK dephosphorylation in immunity. The Enhanced intracellular survival (Eis) protein of Mycobacterium tuberculosis, the causative agent of tuberculosis, targets the JNK pathway. Eis N-acetylates lysine 55 of the JNK-specific DUSP16, which is also known as MAPK phosphatase 7 or MKP7 (35). Lys55 lies within the substrate-docking domain of DUSP16, and its acetylation by Eis results in reduced JNK activity in cells. Similarly, DUSP1/MKP1 that has been acetylated on Lys57 by p300 reduces p38 activity (36). Acetylated DUSP1 binds more readily to p38, resulting in higher phosphatase activity and reduced p38 activity (36). Eis acetylation of DUSP16 is thought to act in a similar manner to reduce JNK activity.

BACTERIAL PHOSPHOTHREONINE LYASES

The OspF and SpvC proteins of Shigella and S. Typhimurium, respectively, target MAPK activation by specifically removing the phosphate group from phosphothreonine in the TxY activation loop (37, 38). Rather than acting as threonine-specific phosphatases, OspF and SpvC function as phosphothreonine lyases to irreversibly inactivate MAPKs via an eliminylation reaction whereby the threonine phosphate group is dephosphorylated by β-elimination to generate the unsaturated amino acid dehydrobutyrine (37, 39). The effect is irreversible as dehydrobutyrine lacks a hydroxyl group and cannot be phosphorylated. Although OspF and SpvC have activity against ERK, p38, and JNK (37, 38), OspF shows selectivity for ERK and p38 during Shigella infection (40, 41) and has actually been shown to potentiate JNK activity due to its phosphothreonine lyase activity on p38 disrupting a negative feedback loop between p38 and TAK1 (42).

BACTERIAL KINASES

Some bacteria express their own kinases. For example Shigella OspG is a serine/threonine kinase that binds to ubiquitin and E2-ubiquitin conjugates in the SCF-βTrCP complex, dampening the host immune response by reducing IκBα degradation (43, 44). The interaction between OspG and ubiquitin activates its kinase activity, which is required for it to inhibit NFκB signaling. Binding of OspG to E2-ubiquitin conjugates also represses ubiquitin transfer to E3 ligases, as it has been shown to stabilize a UbcH5b-ubiquitin complex (45).

OspG shares significant sequence homology with the NleH family of proteins in E. coli and like OspG, NleH1, and NleH2 can inhibit IκBα ubiquitination to prevent its degradation (46). However, NleH1/2 is regulated differently to OspG, since their kinase activity is not induced by ubiquitin (44). Instead, NleH1 binds to a novel subunit of NFκB, ribosomal protein S3 (RPS3), antagonizing its function of guiding p65 to specific promoters and thereby reducing its transcriptional activity (47).

BACTERIAL E3 LIGASES

In addition to expressing kinases and phosphatases that can interfere with ubiquitin-dependent signaling, bacteria also use their own E3 ligases and deubiquitinase. IpaH proteins belong to the Novel E3 Ligase (NEL) family of ubiquitin E3 ligases of which Shigella IpaH9.8 and Salmonella SspH1 were the first described members (48). Although a large number of bacterial E3 ligases have been identified (49) many of their ubiquitination targets are unknown. Using the yeast Saccharomyces cerevisiae as a model system, it was demonstrated that IpaH9.8 acts as an E3 ligase for the MAPKK Ste7 (48), and that in human cells IpaH9.8 mediates lysine-27 polyubiquitination of NEMO/IKKγ resulting in the degradation of both proteins (50). Other IpaH family members also possess E3 ligase activity, with Shigella IpaH4.5 ubiquitinating p65 to block NF-κB transcription (51) and IpaH0722 targeting TRAF2 for ubiquitin-dependent degradation to inhibit PKC-induced NF-κB activity (52). Interestingly reports are now emerging of bacterial E3 ligases targeting other aspects of immune signaling. For example, Shigella IpaH7.8 activates the inflammasome, resulting in cell death and enhanced bacterial replication (53).

BACTERIAL DEUBIQUITINASES (DUBs)

Deubiquitinases (DUBs) are proteases that remove ubiquitin from proteins. Both the AvrA and SseL proteins of S. Typhimurium and the ChlsDub1 protein of Chlamydia trachomatis possess DUB activity that inhibits K48-linked ubiquitination and degradation of IκBα, thus blocking NFκB activation (54–57). In addition to its DUB activity, ChlsDub1 has also been shown to have deNEDDylating activity (59) that may contribute to suppressing IκBα degradation by antagonizing conjugation of the ubiquitin-like NEDD8 protein to the SCF-βTrCP complex, although this has not been formally demonstrated.

Burkholderia (Pseudomonas) pseudomallei, which causes melioidosis, expresses the effector protein TssM, which possesses DUB activity against both K63 and K48-linked polyubiquitin (58, 60). TssM overexpression causes reduced K48-linked polyubiquitination of IκBα and reduced K63-linked polyubiquitination of TRAF6 to block NFκB-induced transcription (60).

OTHER BACTERIAL EFFECTORS

In addition to the above proteins, further bacterial effectors that block MAPK and NFκB activity via different mechanisms have started to emerge. M. tuberculosis tyrosine phosphatase PtpA dephosphorylates JNK and p38 to dampen cytokine expression (61). PtpA uses a novel mechanism whereby its phosphatase activity is stimulated by binding to ubiquitin via a novel ubiquitin-interacting motif-like (UIML) region (61). Mtb PtpA also suppresses NFκB activation by competitively binding to the Npl4 zinc finger domain (NZF) of TAB3, blocking its ability to bind to ubiquitin chains and thereby reducing Tak1 activity.

The Shigella flexneri type III effector OspI blocks TRAF6 mediated signaling by selectively deamidating a glutamine residue to glutamic acid in the E2 enzyme Ubc13 (62). The deamidation of Glu100 prevents Ubc13 from binding to TRAF6, inhibiting its E3 ligase activity and thereby blocking downstream signaling.

The EPEC NleE protein also uses a unique mechanism to inhibit bacterial-induced signaling. NleE is an S-adenosyl-L-methionine (SAM)-dependent cysteine methyltransferase that targets the Npl4 zinc finger (NZF) domains in TAB2/3 (63). Modification of cysteine residues in the zinc finger domains of TAB2/3 abolishes their ability to bind to Lys63-linked polyubiquitin chains and therefore blocks downstream TAK1 activation, consistent with the observed inhibition of IκBα phosphorylation and NFκB signaling in the presence of NleE (64, 65). NleE proteins from other pathogens, such as S. flexneri protein OspZ, were shown to be functionally interchangeable with NleE in blocking NFκB signaling and may also act as a cysteine methyltransferases (65).

SUMMARY AND FUTURE PERSPECTIVES

Bacterial pathogens have evolved diverse and elegant ways to block MAPK and NF-κB signaling downstream of TLR activation, enabling them to evade detection by the immune system and promote infection. Many bacteria employ strategies to simultaneously target a number of proteins within these, as well as other host pathways, to increase their chances of overcoming the immune response. Future discoveries in understanding how and why pathogens target particular proteins will not only demonstrate their importance in immunity, but will also help our understanding of how bacteria activate intracellular signaling pathways, and have the potential to identify new targets for the treatment or prevention of infection.
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Cytosolic sensing of pathogens is essential to a productive immune response. Recent reports have emphasized the importance of signaling platforms emanating from organelles and cytosolic sensors, particularly during the response to intracellular pathogens. Here, we highlight recent discoveries identifying the key mediators of nucleic acid and cyclic nucleotide sensing and discuss their importance in host defense. This review will also cover strategies evolved by pathogens to manipulate these pathways.
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INTRODUCTION

Surveillance of the cytosol by host pathogen recognition receptors is essential to activation of the innate immune response and pathogen clearance. It has long been appreciated that cell surface receptors can identify pathogen-associated molecular patterns to initiate the innate immune response. More recently, a concept is emerging in the context of intracellular sensing of pathogens. In particular, if molecules specific to pathogens or shared by pathogens and host are located in an inappropriate cellular compartment (i.e., DNA in the cytosol), this triggers innate immune signaling. Subsequent signaling downstream of pathogen recognition is also compartmentalized to organelle-based signaling platforms on the surface of the endoplasmic reticulum (ER), the mitochondria and peroxisomes. In addition, in the ongoing arms race between pathogen and host, the various nodes of pathogen surveillance and signaling are frequently targeted by a variety of bacterial and viral effectors. In this review, we have chosen to focus on cytosolic sensors of DNA, RNA, and cyclic dinucleotides and their subversion by bacterial and viral pathogens.

DNA CYTOSOLIC SURVEILLANCE PATHWAYS

DNA Sensing through STING

In 2006 cytosolic DNA from the bacterial pathogen Listeria monocytogenes was first reported to lead to a type I interferon (IFN) response (Stetson and Medzhitov, 2006). More recently the field of cytosolic DNA and cyclic dinucleotide (CDN) sensing has made significant conceptual and mechanistic advances. Initially, STING (Stimulator of Interferon Genes) was cloned and characterized as an ER-localized transmembrane protein that was an essential signaling adaptor to IFN production (Ishikawa and Barber, 2008). Subsequent work identified the minimal DNA motifs required for IFN production and the effect of STING on in vivo infection and T cell mediated immunity (Ishikawa et al., 2009). A parallel breakthrough occurred when several groups determined that cytosolic CDNs – small nucleotides that are unique to bacteria – from a variety of pathogens provoke an IFN response (Karaolis et al., 2007a,b; Mcwhirter et al., 2009; Woodward et al., 2010). STING’s central role in this process was highlighted through a forward genetic screen which identified a mutant of STING that was unresponsive to CDNs and through a second study which proved a direct biochemical interaction between STING and cyclic-diguanylate (c-di-GMP; Burdette et al., 2011; Sauer et al., 2011). Most intriguingly, mutants of STING that could bind CDNs but did not activate downstream signaling were still capable of responding to cytosolic DNA. These data as well as the observation that STING expression alone in 293T cells could not complement the deficiency of this cell line in sensing cytosolic DNA suggested a missing DNA sensor (Burdette et al., 2011). One report posited that STING could directly bind single stranded or double stranded DNA, however, the same region of STING was important for CDN binding (Abe et al., 2013), data that is difficult to reconcile with earlier studies that highlighted the capacity of mutant STING (that could not signal following CDN binding) to induce IFN downstream of cytosolic DNA.

Over the past two years several groups have identified a cyclic dinucleotide eukaryotic second messenger, 2′3′-cyclic guanosine monophosphate–adenosine monophosphate (cGAMP), which led to the discovery of the cyclic GMP-AMP synthase (cGAS) as the missing cytosolic DNA sensor linking STING activity to IFN production (Figure 1). Using a cell free system, cGAMP was generated and identified following exposure of the cytosol to DNA or infection with a DNA virus (Wu et al., 2013b). Interestingly, this second messenger has a unique structure which differentiates it from bacterial CDNs and potentially renders it less susceptible to phosphodiesterases (Ablasser et al., 2013; Diner et al., 2013; Gao et al., 2013a; Zhang et al., 2013). This was a major conceptual leap since structurally cGAS could directly interact with DNA and then through a unique enzymatic function, it could generate a second messenger capable of activating STING (Sun et al., 2013). In addition, cGAS deletion phenocopies STING deletion with regards to IFN production following activation, a property which all of the other previously described DNA sensors lack. The initial structures of STING bound to c-di-GMP were rather perplexing, as binding did not lead to a conformational change (Cai et al., 2014). Binding of the cGAS product, cGAMP, on the other hand leads to a conformational change of STING (Gao et al., 2013b; Zhang et al., 2013).


[image: image]

FIGURE 1. Schematic representation of major cytosolic DNA and RNA sensing pathways. Cytosolic DNA is sensed by cGAS leading to the production of cGAMP and subsequent STING/TBK1/IRF3 signaling, and type I IFN production; bacterial cyclic dinucleotides (like L. monocytogenes cyclic di-AMP) also activate STING. 5′ triphosphate RNA and double stranded RNA are sensed by RIG-I and either MDA-5 alone or MDA-5/LGP2. This leads to polymerization of mitochondrial MAVS and also activates TBK1 and IRF3.



Other cytoplasmic DNA sensors involved in innate immune responses are the DNA-dependent protein kinase (DNA-PK) complex and the MRN complex. The two complexes are both sensors and effectors of the DNA damage response (DDR). DNA-PK is a heterotrimeric complex composed of the heterodimer Ku70/Ku80 and the catalytic subunit DNA-PKcs. The MRN complex consists of meiotic recombination 11 (Mre11), which has been linked to STING activation, radiation-sensitive 50 (Rad50) and Nijmegen breakage syndrome 1 (Nbs1) proteins. DNA sensing by DNA-PK and MRN is critical for innate immune responses and DDR, inhibiting viral DNA replication.

A few other proteins, including DNA-dependent activator of IFN-regulatory factors (DAI) and interferon-inducible protein 16 (IFI16), have been previously suggested to be sensors of DNA. However, consensus on how and whether they act upstream of STING has not been reached. In addition, none of these proteins has a comparably profound effect on IFN signaling as cGAS when deleted (Paludan and Bowie, 2013). Therefore, understanding how the DNA-sensing pathways intersect and complement each other in various cell types or tissues is an important future direction.

Cellular Responses

Following STING activation on the surface of the ER by CDNs, STING interacts with the TNFR-associated NF-κB kinase (TANK)-binding kinase 1 (TBK1) and relocalizes to cytoplasmic puncta. These puncta are also microtubule-associated protein 1 light chain 3 (LC3), autophagy-related gene 9 (ATG9) and p62 positive (Saitoh et al., 2009). TBK1 can subsequently phosphorylate interferon regulatory factor 3 (IRF3) leading to IFN production. Chen et al. (2011) have recently highlighted a key role played by signal transducer and activator of transcription 6 (STAT6) in this process. Interestingly, STAT6 becomes phosphorylated and active following viral infection in a Janus kinase (JAK)-independent manner that requires STING and leads to a different subset of STAT6 target genes than canonical STAT6 activation (Chen et al., 2011). Several recent papers have highlighted early IFN-independent induction of interferon-stimulated genes (ISGs) following viral or bacterial infection. The cytosolic 3′ repair exonuclease 1 (TREX1) degrades excess cytosolic DNA and mutations in this gene are associated with the autoimmune disease Aicardi–Goutières syndrome (Stetson et al., 2008). Hasan et al. (2013) took advantage of TREX1-deficient cells to discover a cell-intrinsic IFN-independent cytosolic surveillance pathway in response to viral infection. While IFN production was the same for RNA viruses in wild-type or TREX1-deficient cells, viral load was much lower due to a baseline increase in ISGs. Interestingly, this increase was dependent on STING/TBK1/IRF3 and IRF7 and also led to increased lysososomal biogenesis (Hasan et al., 2013). Our own group independently found an IFN-independent induction of ISG15 upon infection of non-phagocytic cells with L. monocytogenes. This IFN-independent induction required STING/TBK1/IRF3 and IRF7 and interestingly could be recapitulated by Listeria genomic DNA but not bacterial cyclic di-AMP (Radoshevich et al., 2015). An exciting future direction will be to determine varying phenotypic outcomes based on the subset of ISGs that are induced during a variety of infections. Another critical theme that has emerged from several recent studies is the link between STING/TBK1/IRF3 signaling and autophagy. In particular, one surprising finding is that the membrane-limited pathogen Mycobacterium tuberculosis activates the cytosolic surveillance pathway to a comparable degree as the intracellular cytosolic pathogen L. monocytogenes (Manzanillo et al., 2012). These data imply that M. tuberculosis DNA is being sensed by cGAS, which in turn activates the STING/TBK1/IRF3 signaling axis and anti-bacterial autophagy to help with pathogen clearance. In fact, three papers have recently demonstrated the crucial role of cGAS during M. tuberculosis infection (Collins et al., 2015; Wassermann et al., 2015; Watson et al., 2015). Future questions of interest to the field will be to determine whether the bacterium is secreting its own DNA or lysed bacteria are the source of the DNA signal. In addition it will be informative to compare and contrast signaling outcomes from eukaryotic versus bacterial CDNs in terms of which ISGs are induced and whether this has a functional outcome on the adaptive immune response. In the case of Listeria for example cyclic di-AMP secretion negatively affects T-cell mediated immunity but it would be interesting to dissect the role of eukaryotic cGAMP in this context (Archer et al., 2014).

RNA CYTOSOLIC SURVEILLANCE PATHWAYS

RNA Sensing through MAVS

Since viral infection generates pathogen-associated molecular patterns such as double stranded RNA, the field of RNA sensing made earlier advances than the field of DNA sensing following the search for cytosolic sensors of these pathogen-specific molecules. Several landmark papers elucidated a role for TBK1 and IκB kinase-i (IKK-i) as kinases critical for phosphorylation and activation of IRF3 and IRF7 both in vitro and in vivo (Fitzgerald et al., 2003; Sharma et al., 2003; Hemmi et al., 2004; Mcwhirter et al., 2004; Perry et al., 2004). Subsequently, two groups demonstrated the ability of known proteins, retinoic acid inducible gene-I (RIG-I) and melanoma differentiation-associated gene-5 (MDA-5), to bind dsRNA (Figure 1). RIG-I was identified as a protein that could lead to IRF activity in the presence of dsRNA in a large scale cDNA screen (Yoneyama et al., 2004). Further experiments showed that this activity followed direct dsRNA binding by the cytosolic protein RIG-I. Interestingly, a mutant of RIG-I solely expressing its caspase-recruitment domain CARD was sufficient to spontaneously activate the IFN-producing activity. At the time this suggested, and the authors predicted, that this domain interacts with an as yet unidentified downstream molecule, a hypothesis proven shortly thereafter. Parallel work demonstrated that MDA-5 was a second direct sensor of viral RNA. As for RIG-I, ectopic expression of MDA-5 was sufficient to induce IFN signaling (Andrejeva et al., 2004). RIG-I and MDA-5 play complementary but separate roles in the response to viral infection. More specifically, genetic ablation of MDA-5 was shown to block the response to poly(I:C) whereas loss of RIG-I abrogated sensing of in vitro transcribed dsRNA (Kato et al., 2006). Several groups went on to identify the ligand for RIG-I as uncapped 5′ triphosphate RNA and to biochemically characterize the interaction (Hornung et al., 2006; Pichlmair et al., 2006; Schlee et al., 2009). Interestingly, the 5′ triphosphate RNA must form internal base pairs with a blunt end to be stimulatory (Schmidt et al., 2009). Finally, the structure of RIG-I in complex with dsRNA was solved in 2011 (Jiang et al., 2011; Kowalinski et al., 2011). In the case of the ligand for MDA-5, 2′-O-methylation normally occurs in the cap of eukaryotic RNA molecules and is mimicked by viruses. Deletion of enzymes required for this modification leads to increased IFN production dependent on MDA-5 sensing, suggesting that RNA that lacks this modification is the MDA-5 ligand (Züst et al., 2011). The structure of this interaction was finally solved in 2013 (Wu et al., 2013a), shedding light on the physical basis for distinct ligand sensing mediated by homologous regions of RIG-I and MDA-5. LGP2 (Laboratory of genetics and physiology 2) is the third member of the RIG-I like receptor (RLRs) family however, much less is known about its mechanism of action. It too can bind dsRNA, but seems to repress RIG-I or compete with it, while it can activate MDA-5 (Li et al., 2009; Pippig et al., 2009). A recent hypothesis is that LGP2 synergizes with MDA-5, since LGP2 has superior dsRNA binding capacity but reduced signaling efficacy whereas MDA-5 is a relatively weaker binder of dsRNA but signals much more efficiently than LGP2 (Bruns et al., 2014). Thus, a pertinent future direction would be to dissect the interplay between the three molecules, potentially using a genetic deletion model.

Following the aforementioned prediction of a downstream signaling effector of RIG-I, a flurry of activity led to the cloning and identification of the MAVS (mitochondrial-antiviral signaling) protein by four separate groups. Two of the groups took a bioinformatics approach mining the genome for CARD domains that resembled that of MDA-5 and RIG-I (Meylan et al., 2005; Seth et al., 2005). The other two groups identified MAVS using unbiased high-throughput screens for IFN production (Kawai et al., 2005; Xu et al., 2005). MAVS has a CARD domain, a leucine rich repeat and a transmembrane domain, which tethers the protein to the mitochondrial membrane (Seth et al., 2005). MAVS can physically interact with RIG-I and is epistatic to TBK1 and IKK-i. Most importantly, MAVS plays a functional role in the immune response to viruses, i.e., its depletion leads to increased viral load and its overexpression reduces viral load. More recently, the molecular details of the interactions between RIG-I, MAVS, and viral RNA were elucidated using a novel cell-free system that incorporates isolated mitochondria (Zeng et al., 2010). Other work had previously demonstrated the role of K63-linked ubiquitin modification in RIG-I signaling (Zeng et al., 2009). More specifically, critical signaling molecules in innate immune pathways, such as RIG-I, become modified by polyubiquitin chains linked via the K63 residue of ubiquitin (Gack et al., 2007). Rather than leading to degradation of the target protein, this linkage enhances the signaling capacity of the target. However, using the cell free system, the role of free polyubiquitin K63 chains emerged as a requirement in RIG-I/MAVS signaling (Zeng et al., 2010). Another seminal paper from the Chen lab put forth the concept that MAVS activation accompanies a conformational change in and polymerization of the protein which travels across the mitochondria in waves, reminiscent of a prion-type conversion (Hou et al., 2011). While the cell-free system has illuminated a number of novel concepts in RIG-I signaling, it will be important to validate these findings within cells and potentially in vivo as well. The clustering and conversion of MAVS also begs the question whether or not it can be restored to its pre-viral state or must it be removed and how does this affect mitochondrial fitness, morphology and clearance?

Cellular Responses

Similar to the activation of STING-mediated signaling, clustering of MAVS leads to interferon production following activation of IRF3 and IRF7 and NF-κB activation, helping cells to establish an anti-viral state. While the vast majority of MAVS is anchored in the mitochondrial outer membrane, a fascinating paper identified that MAVS can also be peroxisomal (Dixit et al., 2010). Interestingly, this affects the downstream signaling response. Peroxisomal MAVS leads to an early interferon-independent induction of ISGs that requires IRF1, whereas mitochondrial MAVS contributes to the canonical type I IFN response. Subsequent work determined that in response to a number of viruses and at least one intracellular bacterium, peroxisomal MAVS signaling led to the induction of type III interferon (IFN-λ) and that this signaling was downstream of RIG-I sensing (Odendall et al., 2014). Interestingly, 5′ triphosphate RNA from bacterial pathogens such as L. monocytogenes can be sensed by RIG-I leading to IFN production in non-phagocytic cells (Abdullah et al., 2012; Hagmann et al., 2013). It is possible that the bacteria actively secrete these RNA molecules as a secretion deficient-mutant of the pathogen elicits a dampened immune response and 5′ triphosphate RNA is detectable at early time points of infection in the cytosol. These studies raise the question of whether early detection of pathogenic RNA affects T cell-mediated immunity as bacterially produced cyclic di-AMP does.

MICROBIAL STRATEGIES FOR SUBVERSION OF CYTOSOLIC SURVEILLANCE PATHWAYS

Microbial Strategies for Subversion of DNA Cytosolic Surveillance Pathways

Since STING is such a critical protein for innate immune sensing, it and its downstream signaling components are strategic targets of a number of pathogens. Shigella flexneri type III effector invasion plasmid antigen J (IpaJ) is a cysteine protease that cleaves the N-myristoylated glycine of lipidated ADP ribosylation factor (ARF)-family GTPases, disrupts the Golgi apparatus, thereby inhibiting host protein secretion (Burnaevskiy et al., 2014). Recently, it has been shown that IpaJ antagonizes STING-mediated IFNβ activation by blocking STING translocation from the ER to ER-Golgi intermediate compartments in mouse embryonic fibroblasts (Dobbs et al., 2015). This inhibition of immune detection is important for Shigella pathogenesis (Burnaevskiy et al., 2014). In contrast, other intracellular pathogens activate STING to inhibit the T cell-mediated immune response. For example, L. monocytogenes secretes c-di-AMP to activate STING, leading to production of IFNβ and inhibition of cell-mediated immunity (Woodward et al., 2010; Archer et al., 2014). Another trigger of IFNβ expression is L. monocytogenes DNA, which operates through IFI16, cGAS and STING in human macrophages (Hansen et al., 2014). Similarly, M. tuberculosis DNA, possibly secreted through the type VII secretion system ESX-1, associates with cGAS to stimulate a type I interferon response, which favors bacterial pathogenesis and disease progression (Wassermann et al., 2015).

Likewise viral DNA is recognized by STING and STING-dependent cytosolic sensors and triggers antiviral responses. Like bacterial pathogens, viruses have evolved sophisticated mechanisms to manipulate host DNA sensing. In order to evade the type I interferon response, the dengue virus (DENV) expresses the NS2B3 protease complex, which specifically cleaves STING in human dendritic cells (Aguirre et al., 2012). Interestingly, DENV NS2B3 inhibits type I interferon production in human but not in mouse cells, since the proteolytic complex does not degrade murine STING. Hence, STING restricts DENV replication in mouse cells. Several viral proteins can antagonize STING-dependent DNA sensing. Kaposi’s sarcoma-associated herpesvirus ORF52 protein directly inhibits cGAS enzymatic activity (Wu et al., 2015). Oncoproteins E7 from human papillomavirus and E1A from adenovirus bind to STING and antagonize the cGAS-STING pathway, preventing the antiviral response (Lau et al., 2015). Human cytomegalovirus tegument protein pUL83 binds IFI16 pyrin domain, blocking its oligomerization upon DNA sensing, preventing the expression of antiviral cytokines (Li et al., 2013). Herpes simplex virus-1 (HSV-1) ICP0 E3 ubiquitin ligase targets nuclear IFI16 for degradation, inhibiting nuclear innate immune sensing, cytoplasmic STING activation and antiviral responses (Orzalli et al., 2012). Murine cytomegalovirus protein M45 inhibits signaling mediated through DAI, which is required for DNA sensing and type I interferon production in some cells (Rebsamen et al., 2009).

Cytosolic foreign DNA not only activates STING-mediated innate immune responses, but it is also able to stimulate inflammasome activation, leading to IL-1β and IL-18 maturation and secretion. As such, some pathogens antagonize inflammasome signaling pathways. M. tuberculosis, but not non-virulent Mycobacterium smegmatis, inhibits AIM2 (absent in melanoma 2) inflammasome activation (Shah et al., 2013). While the M. tuberculosis AIM2 inhibitor is as yet unknown, it seems to be secreted by the ESX-1 secretion system.

The importance of inhibiting the inflammasome to promote viral infection has been demonstrated by revealing the critical role of the Poxvirus M13L immunomodulatory protein in infection of monocytes and lymphocytes and in disease (Johnston et al., 2005). Poxvirus M13L is a member of the pyrin domain-containing superfamily of proteins. It interacts with host pyrin domain protein ASC-1 (apoptosis-associated speck-like protein containing CARD-1), inhibiting caspase-1 activation in monocytes, thereby disrupting the intracellular pathways leading to IL-1β processing and secretion.

Other important DNA sensors such as DNA-PK and MRN are also targets of viral antagonists. Peters et al. (2013) have shown that vaccinia virus inhibits the innate immune response of infected fibroblasts by expressing the C16 protein. C16 directly binds to the heterodimer Ku70/Ku80, impairing DNA-PK binding to DNA and downstream signaling cascades. Adenovirus type 5 (Ad5) antagonizes the MRN-dependent DDR by two mechanisms. First, it triggers MRN proteasomal degradation upon ubiquitination by an E3 ligase complex composed of Ad5 E1B-55K and E4-ORF6 proteins associated with host proteins (Stracker et al., 2002; Weitzman and Ornelles, 2005). Second, it inhibits MRN activity by expressing E4-ORF3. Ad5 E4-ORF3 recruits nuclear proteins, such as promyelocytic leukemia (PML) and PML nuclear body-associated proteins, to sequester MRN proteins in the nucleus of infected cells (Stracker et al., 2002; Weitzman and Ornelles, 2005). These distinct mechanisms induce efficient inactivation of cellular DDR and antiviral defense.

Microbial Strategies for Subversion of RNA Cytosolic Surveillance Pathways

Because cytoplasmic RNA sensors RIG-I, MDA-5 and LGP2 confer resistance to intracellular pathogens, many viruses have evolved strategies to control the RLRs. Some viruses are able to suppress RIG-I RNA sensing step. Indeed, both Marburg virus and Ebola virus VP35 proteins and severe acute respiratory syndrome coronavirus (SARS-CoV) nucleocapsid protein N antagonize RIG-I signaling by binding and masking dsRNA (Cárdenas et al., 2006; Lu et al., 2011; Bale et al., 2012, 2013). Of note, Ebola virus VP35 protein also binds dsRNA and inhibits the antiviral activity of the dsRNA-dependent protein kinase R (Feng et al., 2007). The vaccinia virus E3 protein binds to poly(A-U) RNA generated from viral dsDNA by RNA polymerase III, preventing RIG-I activation (Valentine and Smith, 2010). DENV is able to elude RIG-I recognition, possibly by formation of convoluted membranes tightly associated with the NS4A viral protein and convoluted-membrane vesicles containing dsRNA (Welsch et al., 2009). Some negative-stranded RNA viruses, such as Hantaan virus, Crimean–Congo hemorrhagic fever virus and Borna disease virus, cleave the 5′-triphosphate group of their genome, which therefore becomes invisible to RIG-I (Habjan et al., 2008). Arenaviruses 3′-5′ exoribonucleases, such as Lassa fever virus nucleocapsid protein NP, process viral dsRNA to prevent its recognition by RLRs (Jiang et al., 2013). Arenaviruses also produce decoys, i.e., short 5′-ppp dsRNA containing an overhanging GTP nucleotide, which trap RIG-I in inactive dsRNA complexes (Marq et al., 2011).

Some viral proteins bind to RLRs and inhibit their downstream signaling pathways, dampening the production of type I interferon. For example, influenza virus non-structural protein 1 (NS1) binds to RIG-I containing complexes and blocks RIG-I activation (Pichlmair et al., 2006). HSV-1 RNA binding tegument protein US11 binds to RIG-I and MDA-5 to antagonize the IFNβ pathway and promote pathogenesis (Xing et al., 2012). Z proteins from New World arenaviruses Guanarito virus, Junin virus, Machupo virus and Sabia virus, but not Old World arenavirus lymphocytic choriomeningitis virus or Lassa virus, bind to RIG-I and prevent the IFNβ response (Fan et al., 2010). The V proteins of paramyxoviruses bind MDA-5 and block its activity (Andrejeva et al., 2004; Motz et al., 2013). The V proteins of Nipah virus and Hendra virus bind LGP2 and induce the formation of stable LGP2/RIG-I complexes unable to recognize dsRNA (Parisien et al., 2009; Childs et al., 2012).

Other viral proteins abrogate RIG-I ubiquitination which has been shown to be critical for its antiviral activity (Gack et al., 2007). Influenza A virus NS1 specifically blocks multimerization of the TRIM25 ligase, thereby inhibiting RIG-I ubiquitination (Gack et al., 2009). Hepatitis C virus NS3-4A proteases target the Riplet ubiquitin ligase which is required for TRIM25-mediated activation of RIG-I (Oshiumi et al., 2013). Kaposi’s sarcoma associated herpes virus ORF64 tegument protein is a deubiquitinase, which inhibits RIG-I activation by suppressing its ubiquitination and reduces interferon signaling (Inn et al., 2011). A similar mechanism of immune escape has been evolved by arterivirus and nairovirus which express ovarian tumor domain-containing deubiquitinases targeting RIG-I (Frias-Staheli et al., 2007; van Kasteren et al., 2012), and by hepatitis E virus which expresses the ORF1 protein bearing a papain-like cystein protease domain responsible for RIG-I deubiquitination (Nan et al., 2014).

Another mechanism of RLR subversion is the inhibition of RNA-sensor dephosphorylation, which is necessary for their activation. Measles virus can suppress RIG-I and MDA-5 activation by binding to DC-SIGN (dendritic cell-specific intercellular adhesion molecule-3-grabbing non-integrin), which triggers activation of the kinase Raf-1 (Rapidly accelerated fibrosarcoma-1), association of protein phosphatase 1 (PP1) inhibitor I-1 with GADD34-PP1 phosphatases and ultimately inhibition of RIG-I and MDA-5 dephosphorylation (Mesman et al., 2014).

Not surprisingly, MAVS is also targeted by several viral proteins to antagonize type I interferon responses. SARS-CoV ORF3b, ORF6, NP and M proteins and influenza A virus NS1, PB1, PB2, PA, and PB1-F2 proteins inhibit production of type I interferon, in most cases through direct interaction with MAVS (Kopecky-Bromberg et al., 2007; Freundt et al., 2009; Siu et al., 2009; Iwai et al., 2010; Varga et al., 2012; Zinzula and Tramontano, 2013). Other viruses abrogate MAVS signaling indirectly. For example, vaccinia virus K7 protein and hepatitis C virus core protein interact with DEAD box protein 3 (DDX3) to interfere with MAVS signaling (Schröder et al., 2008; Oshiumi et al., 2010).

CONCLUSION AND PERSPECTIVES

The field of cytosolic innate immunity has progressed tremendously in the past decade. A multiplicity of DNA and RNA cytosolic sensors and signaling pathways has been discovered, revealing an unexpected complexity of the response to nucleic acids of pathogens. Key questions remain to be answered. What is the role of each of these pathways in different cell types and tissues? What is their respective importance in clearance of infection in different animal species, including humans? On the pathogen side, a plethora of immune escape mechanisms developed by viruses have been unraveled over the years. Fewer bacterial determinants inhibiting cytosolic immune sensing have been clearly elucidated so far and future work will surely lead to the identification of many more. Microbial proteins targeting cytosolic sensing have been repeatedly shown to be virulence factors important for pathogenesis. Further characterization of these factors could lead to the development new preventive or therapeutic antimicrobial strategies.
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AUTOPHAGY IS A DEFENSE MECHANISM AGAINST INVADING PATHOGENS

Cellular homeostasis requires the balanced regulation of anabolic and catabolic processes. While anabolic metabolism consumes energy to build up cellular components, catabolic processes break down organic matters in order to provide energy for the cell and its anabolic processes. Autophagy is a highly conserved and regulated catabolic process by which the eukaryotic cell degrades unnecessary, undesirable, or dysfunctional cellular components, including organelles (1–3). Autophagy is induced by a variety of extra- and intracellular stress stimuli, such as nutrient starvation, oxidative stress, or accumulation of damaged organelles or toxic protein aggregates. Initiation of autophagy first leads to the formation of cup-shaped structures known as phagophores that engulf the undesirable or damaged cellular components. Subsequent elongation of phagophores form double-membrane vesicles called autophagosomes, which deliver their cargo to lysosomes where the content is degraded and recycled (1–3). Autophagy plays a central role in quality control of organelles and proteins, and additionally is a key mechanism to maintain cellular energy levels and nutrient homeostasis during starvation, promoting the recycling and salvage of cellular nutrients. Furthermore, the cellular autophagic machinery is also used to remove invading intracellular pathogens, a process called xenophagy (1, 2). In this case, phagophores engulf invading microbes forming autophagosomes and steering them toward lysosomal degradation. Thus, xenophagy is an innate immune mechanism against bacterial infection that has been shown to be essential to restrict intracellular growth of many bacteria such as Salmonella enterica serovar Typhimurium (4), Mycobacterium tuberculosis (5, 6), Listeria monocytogenes (7), or Group A Streptococcus (8).

Detection of bacterial components in the cytoplasm of mammalian cells induces autophagy via the activation of toll-like receptor 4 (TLR4) by bacterial lipopolysaccharide (LPS) and recognition of bacterial peptidoglycan by NOD1 and NOD2 (9, 10). TLR- and NOD-like receptor (NLR)-induced autophagy can be initiated during entry, uptake, or phagocytosis of bacteria by the host cell (10, 11), but bacteria can also be sensed by the Sequestosome-1-like receptors (SLRs) when they are already in the cytosol (1) (Figure 1A). In both cases, recruitment of autophagy proteins to the phagosome, such as the ULK1 complex, Beclin1, and ATG16L1, initiates membrane nucleation of the phagophore that will engulf the intracellular bacteria (10–12) (Figure 1B). ATG5–ATG12 associates with ATG16L1 and the ATG5–ATG12–ATG16L1 complex facilitates the addition of a phosphatidylethanolamine (PE) group to the carboxyl terminus of LC3, which function together with other factors to assemble, elongate, and allow the closure of nascent autophagosomes (1) (Figure 1C). In addition to this canonical mechanism of autophagy, phagosomes containing bacteria can recruit directly LC3, a process called LC3-associated phagocytosis (LAP). Upon delivery to phagosomes, LC3 promotes phagosome maturation and degradation of the content. Therefore, both LAP and canonical autophagy involve the enclosure of bacteria in an LC3-decorated compartment that is targeted for degradation by fusion with the lysosome (2). Membranes from the ER, the Golgi apparatus, the ER–mitochondria contact sites, or the plasma membrane contribute to the elongation of the double membrane of the phagophore in order to form the autophagosome (1) (Figure 1D). The attachment of syntaxin 17 to the autophagosomal membrane enables the fusion with lysosomes and represents the final maturation step of autophagosomes into autolysosomes (13) (Figure 1E), which normally leads to bacterial degradation in case of infection-induced autophagy (2).
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FIGURE 1 | Modulation of autophagy by drugs or intracellular bacteria. The different steps of the autophagic response during bacterial invasion are shown. The host factors known to participate in each step are depicted in white boxes. (A) Invading bacteria are sensed by immune receptors; (B) vesicle nucleation induced by specialized autophagy proteins; (C) phagophore elongation; (D) autophagophore completion; (E) autophagosome maturation by fusion with lysosomes, forming autolysosomes. Drugs (underlined) or intracellular bacteria (cursiva) inducing autophagy are displayed in green, while those inhibiting autophagy are displayed in red. The different steps where bacteria or drugs act are pointed with green arrows (activation) or red T-bars (inhibition). Blue arrows indicate nutrient flow, while doubled-headed arrows indicate the possibility that the content of cellular autophagosomes and autolysosomes can be diverted to the phagosome and used by pathogenic bacteria as a source of nutrients.



PATHOGENIC INTRACELLULAR BACTERIA SUBVERT AND EXPLOIT THE AUTOPHAGY MACHINERY OF THE HOST

Xenophagy is a defense mechanism of the infected cell against invading bacteria, but intracellular pathogens have evolved mechanisms to inhibit or modulate the autophagy response of the host. For example, M. tuberculosis and Salmonella Typhimurium inhibit autophagy initiation signaling upstream autophagosome formation (14, 15), whereas Shigella flexneri evades autophagy recognition by masking the bacterial surface (16) (Figure 1, cursive, red).

In contrast to inhibition of autophagy, certain pathogenic intracellular bacteria induce autophagy and take advantage of it (17) (Figure 1, cursive, green). These bacteria show defective replication in autophagy-deficient cells, and treatment of host cells with autophagy activators promotes bacterial replication. This observation raises the question, why a pathogen would increase a host defense mechanism like autophagy? In uninfected cells, augmentation of the autophagy rate is used to increase the intracellular pool of basic nutrients, to build new cellular structures. During infection, some intracellular bacteria have developed mechanisms to hijack the autophagosomes and redirect the by-products of the autophagic degradation toward microbial replication rather than for the use by the host cell (18). In most cases, these bacteria actively induce autophagy but, at the same time, block autophagosome maturation and fusion with the lysosome. In this case, augmentation of autophagy, rather than promoting bacterial clearance, promotes the acquisition of nutrients by the invading bacteria (18). Thus, certain bacteria may sabotage the host defense mechanism elicited by autophagosomes to use the autophagic vesicles as nutrient source for microbial growth.

An example is Anaplasma phagocytophilum that uses a secreted effector, Ats-1, to promote autophagosome nucleation and stimulates its own growth by using the nutrients contained in the autophagosomes (19). Indeed, autophagy induction using rapamycin favors bacterial infection, while autophagy inhibition decreases A. phagocytophilum replication (20). Another example is Yersinia pseudotuberculosis, a Gram-negative bacterium that replicates intracellularly by establishing a specialized compartment, the Yersinia-containing vacuole (YCVs), which accumulates autophagy markers (21). The stimulation of autophagy with rapamycin increases the size of the YCVs and the numbers of replicative bacteria in the YCVs, whereas autophagy inhibition restricts bacterial survival, suggesting that autophagy promotes Y. pseudotuberculosis replication (21). Yersinia pestis also replicates within YCVs decorated with autophagosome markers (22). The authors suggested that autophagosomes may provide a source of membrane, along with late endosomes, for the expansion of the YCV into a spacious compartment (22). The same mechanism was described for Coxiella burnetii, the causative agent of Q fever. Coxiella-replicative vacuoles (CRVs) are decorated with the autophagy proteins LC3, Beclin1, and Rab24, and overexpression of LC3 or Beclin1 increases the number and size of the CRVs (23, 24). Similar to A. phagocytophilum and Y. pseudotuberculosis, autophagy induction increases C. burnetii replication, while inhibition of autophagy blocks Coxiella vacuole formation (23, 25). Also, Francisella tularensis, a highly virulent Gram-negative bacterium responsible for tularemia, avoids xenophagy while inducing autophagy (26). It was shown that autophagy-derived radiolabeled amino acids are transferred from host proteins to F. tularensis, a process that was reduced when host cells were treated with autophagy inhibitors (26).

Other bacteria also co-opt the autophagic machinery for their benefit, although a direct relationship of host autophagy and pathogen nutrition has not been shown. Brucella abortus that causes brucellosis in humans replicates in ER-derived Brucella-containing vacuoles (BCVs). BCVs hijack autophagosome initiation factors, such as ULK1 or Beclin1, and become autophagosome-like compartments (27). Depletion of ULK1 and Beclin1, as well as pharmacological inhibition of autophagy, readily reduced BCV formation, suggesting that autophagy promotes B. abortus infection (27). Staphylococcus aureus was also reported to be sequestered in LC3-positive autophagosomes that evade the fusion with lysosomes (28). S. aureus uses α-toxin to induce autophagy by an ATG5-dependent mechanism that also involves reduction of cellular cAMP levels (29). Infection of cells depleted of ATG5 show decreased bacterial replication, showing that autophagy is necessary for S. aureus replication in vitro (28).

Thus, different pathogenic bacteria seem to employ a common strategy to subvert the autophagy machinery as they not only target autophagy proteins to block xenophagy set up by the cell to resist infection but also exploit autophagy to promote their own replication. One well studied example for this dual strategy is the Gram-negative intracellular bacterium Legionella pneumophila. After phagocytosis, the causative agent of Legionnaires’ disease, forms a Legionella-containing vacuole (LCV) that recruits vesicles emerging from the endoplasmic reticulum (ER) and acquires autophagy markers like LC3, showing that LCVs rapidly become autophagosomes (30, 31). This process seems to be dependent on the T4SS bacterial effector LegA9, which promotes the recognition of the LCV by autophagy (32). Interestingly, inhibition of autophagy in permissive A/J mouse macrophages reduces Legionella survival at 2 h postinfection (30, 33), suggesting that routing the LCV to the autophagy pathway is beneficial for the bacteria. However, later, it has been shown that L. pneumophila is also restraining autophagy by secreting the specialized effectors, LpSPL and RavZ, that inhibit, autophagosome formation and maturation, respectively (34, 35). The paradoxical existence in Legionella of bacterial effectors having opposite roles, on one hand, targeting the LCV to autophagy and, on the other hand, inhibiting autophagy may reflect the necessity for the bacteria to fine-tune host autophagy in a very balanced way. Legionella may need to target the LCV to autophagosomes, avoiding immediate killing (33), and at the same time, it needs to delay the maturation of the LCV-containing autophagosome into autolysosomes, gaining precious time for pathogen replication (30, 36).

AUTOPHAGY MODULATORS IN INFECTIOUS AND NON-INFECTIOUS DISEASES: SOME CONSIDERATIONS

Autophagy modulators are of great interest for medical purposes (37), as it was suggested that metabolic, neurodegenerative, infectious, and oncology diseases can benefit from autophagy modulation (3).

One can hypothesize that drugs inducing autophagy could increase bacterial clearance in infected cells. This hypothesis is supported by the fact that antibiotics widely and extensively used against the intracellular bacterium M. tuberculosis, isoniazid (INH), and pyrazinamide (PZA), although able to kill the bacteria directly in vitro (38, 39), have been recently shown to induce autophagy in the host cell promoting mycobacterial clearance (40). Moreover, autophagy is required for effective antimycobacterial drug action in vivo, suggesting that pharmacological modulation of autophagy could be a successful strategy against infections by intracellular bacteria (40, 41). This point of view was corroborated by another recent report showing that treatment of cystic fibrosis patients with the antibiotic azithromycin (AZI) was associated with opportunistic mycobacterial infections. AZI was shown to prevent lysosomal acidification and thereby impaired autophagic degradation of mycobacteria (42), suggesting that chronic use of the drug may predispose to mycobacterial disease. Thus, these reports suggest that induction of autophagy with drugs, such as INH or PZA, could successfully treat mycobacterial infections, while inhibition of autophagy with drugs, such as AZI, may in turn facilitate mycobacterial infections.

Similar to mycobacteria, several molecules inducing autophagy have been recently shown to reduce Salmonella Typhimurium replication in HeLa cells (43, 44). This direct relationship between drugs, modulating autophagy and the outcome of bacterial infection, emphasizes the essential role of autophagy in the host response to intracellular bacteria and seems to support pharmacological modulation of host autophagy during infection. Unfortunately, as shown above, the situation seems more complex than the conclusion “increase of cellular autophagy favors bacterial clearance.”

The fact that autophagy inducers seem to be helpful in the treatment of Mycobacteria or Salmonella infections, but in turn might facilitate infections by Anaplasma, Coxiella, Yersinia, or Francisella, requires not only to be highly cautious in the use of autophagy modulators to treat infectious diseases but also to monitor the infectious risk during the use of autophagy modulators. Some autophagy modulators are already in use (Figure 1, underlined). Rapamycin, metformin, and rilmenidine, all autophagy inducers, are drugs approved and prescribed to prevent rejection of kidney transplants, to treat type 2 diabetes, and to treat hypertension, respectively (3, 37). In contrast, chloroquine and hydroxychloroquine, which are now under clinical trials as autophagy inhibitors for the treatment of certain resistant cancers, are drugs prescribed to treat malaria (3, 37). Moreover, hydroxychloroquine combined with doxycycline is currently used to treat Coxiella-induced chronic Q fever endocarditis (45). Some of these approved drugs might thus show a therapeutical benefit in case of infection.

In summary, the study of autophagy regulation during bacterial infection certainly shows the existence of a critical balance between a host-protective “immune-related” induction of autophagy (xenophagy) and a host-deleterious “metabolic-related” induction of autophagy by invading bacteria for nutritional theft of host energy resources. Results of clinical trials using autophagy modulators and a more profound understanding of the role of autophagy during infection are thus needed to correctly use autophagy modulators in the fight against infectious diseases.
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Autophagy was initially characterized as a process to digest cellular components, including damaged cell organelles or unused proteins. However, later studies showed that autophagy plays an important role to protect hosts from microbial infections. Accumulating evidences showed the contribution of autophagy itself and autophagy-related proteins (ATGs) in the clearance of bacteria, virus, and parasites. A number of studies also revealed the molecular mechanisms by which autophagy is initiated and developed. Furthermore, it is now understood that some ATGs are shared between two distinct processes; autophagy and LC3-associated phagocytosis (LAP). Thus, our understanding on autophagy has been greatly enhanced in the last decade. By contrast, roles of autophagy and ATGs in fungal infections are still elusive relative to those in bacterial and viral infections. Based on limited numbers of reports, ATG-mediated host responses appear to significantly vary depending on invading fungal species. In this review, we discuss how autophagy and ATGs are involved in antifungal immune responses based on recent discoveries.
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HOST IMMUNITY AGAINST FUNGI

Pathogenic fungi, such as Cryptococcus, Candida, Aspergillus, and Pneumocystis, are considered to be four major genera of human fungal pathogens (1). A major host risk factor for development of these fungal infections (mycosis) is immunological incompetence, as they are more commonly invasive in patients with immunodeficient disorders and those who receive immunosuppressive treatments (2, 3).

The innate immune system plays a critical role in host protection against fungi. Specific defects in innate immunity, such as neutropenia or functional deficiency of NADPH oxidase, allow hosts to develop invasive aspergillosis, candidiasis, and other mycosis (3, 4). For hosts to initiate antifungal immune responses, fungi have to be detected by pattern recognition receptors (PRRs). Neutrophils and inflammatory macrophages are the first inflammatory cells recruited to the site of infection and the major killers of fungi during an early stage of infection. Dendritic cells (DCs) serve an important role as professional antigen-presenting cells (APCs) to connect innate and adaptive immunity by presenting fungal antigens to prime naïve T cells. As seen in all the microbial infections, coordinating innate immunity is the first step to protect hosts from fungal pathogens.

Defects in the adaptive immune systems are also well-known risk factors in fungal infections. Once primed by DCs, T cells activate and produce inflammatory cytokines, which further recruit innate immune cells to infected sites and facilitate phagocytosis (5, 6). B cells are also involved in fungal clearance (7, 8) by producing antibodies to opsonize fungal spores, i.e., antibodies binds spores and facilitate phagocytosis through stimulating Fc Receptor on phagocytes (9, 10).

In this review, we discuss on autophagy and autophagy-related processes in host cells during fungal infections as a part of the immune responses described above.

AUTOPHAGY

Autophagy is a highly conserved cellular process in eukaryotes to maintain cellular homeostasis by supporting cell survival and regulating inflammation. Autophagy degrades unnecessary or dysfunctional intracellular components, such as abnormal proteins, old organelles, and pathogens, and has been widely studied in various immune cells, including T cell, B cell, macrophages, DCs, and neutrophils. Autophagy eliminates mitochondoria (mitophagy), lipid droplets (lipophagy), ribosomes (ribophagy), protein aggregates (aggrephagy), and intracellular microbes (xenophagy) (11, 12). Multiple roles for autophagy in host defense responses against microbial infections and inflammation have been reported. During a process of autophagy, a spherical double-membrane structure, termed autophagosome, is formed within a cell. A number of autophagy-related proteins (ATGs), together with other proteins, are involved in the process to form autophagosomes; starting from the formation of the autophagy initiation complex to elongating autophagosome membranes. After elongation, the membrane closes and autophagosome formation is completed. [Detailed molecular information on these steps can be found in excellent review articles (13, 14)].

It has been reported that ATGs are associated with human autoimmune disorders, cancer, and various infectious diseases (15). Single-nucleotide polymorphisms (SNPs) in ATG16L and Immunity-related GTPase family M member (IRGM) genes are known to increase the risk of Crohn’s disease (16, 17). A SNP of IRGM is also associated with susceptibility against Mycobacterium tuberculosis infection (18, 19), and SNPs in ATG5 are associated with risk of systemic lupus erythematosus (20). UV radiation resistance-associated gene (UVRAG) encoding a promoter of the autophagy pathway, is monoallelically mutated at a high frequency in human colon cancer (21). Recent study demonstrated that Atg5 in neutrophils protects mice from M. tuberculosis infection in autophagy-independent manner (22). Thus, autophagy and autophagy-related genes are suggested to be involved in pathogenesis of wide variety of human diseases.

Recent mechanistic studies have shown that autophagy plays an immunomodulatory role in both innate and adaptive immune responses by selectively targeting signal molecules. For example, autophagy inhibits inflammasome activation in macrophages by degrading inflammasome assemblies as well as reactive oxygen species (ROS)-producing mitochondria, which trigger activation of the NLRP3 inflammasome (23, 24). Autophagy is also known to be required for neutrophil extracellular trap formation (NETosis) (25–27) and immunological training induced by BCG or β-glucan in monocytes (28). In T cells, autophagy suppresses T cell receptor-mediated signaling by degrading BCL10, a downstream molecule of the T cell receptor (29). Autophagy also enhances memory B cell responses (30, 31). Collectively, these findings implicate autophagy in preventing excessive inflammation and protecting the host from collateral damage.

LAP AND AUTOPHAGY

LAP shares some common mechanisms and functions to autophagy; and it has been often difficult to separate LAP and autophagy. For example, LC3 staining cannot differentiate LAP from autophagy, because LC3-associated membranes are formed during both processes. LAP formation requires autophagic proteins, such as ATG5, ATG7, and LC3; therefore, mice or cells lacking one of these proteins cannot undergo both autophagy and LAP (32). Initiation of autophagy and LAP also require ROS and phosphatidylinositol 3-phosphate synthesis (33, 34); although ROS-independent LAP formation was reported in epithelial cells (35), suggesting cell type-specific signaling requirements to induce autophagy or LAP. It is possible that autophagy in non-hematopoietic cells is involved in induction of host antifungal responses. Similarly to autophagy’s contribution to microbial clearance by digesting intracellular pathogens, LAP also plays a role in pathogen clearance (36, 37). Despite the similarities, LAP is intrinsically distinct from autophagy in forming the LAPosome with a single membrane structure (32, 38), the requirement of Rubicon and NOX2 (33), and not requiring the autophagy pre-initiation complex comprised of ULK1/2, FIP200, and ATG13 (33, 39, 40).

A very recent article demonstrated that LAP is differentiated from autophagy using Rubicon-deficient mice (autophagy is intact in the mice) (33). Here, we would like to note that previously published studies using Atg5- or Atg7-deficient mice or cells might reflect impacts of impaired LAP as well as autophagy, though most of them have been published as “autophagy” studies. Therefore, it would be prudent to consider the possible involvement of LAP in previous studies, depending on an experimental condition. In this review, we use “LC3-associated cargoes” for autophagosomes and LAPosomes if responses in referred articles have not identified as autophagy or LAP.

ROLES OF AUTOPHAGY-RELATED PROTEINS IN FUNGAL INFECTIONS

The role of autophagy in antifungal immunity was strongly suggested both in mammals and plants (41). Here, we focus on autophagy in mammalian cells. Autophagy can be induced directly by signaling from fungal-sensing PRRs, and also indirectly by pro-inflammatory cytokines, including TNF-α, IL-6, IL-1, and IFN-γ (42) during fungal infections. In contrast, spores of Aspergillus fumigatus induce LAP based on the study using Rubicon-deficient mice (33). LAP is also induced by zymosan, a cell-wall component from Saccharomyces cerevisiae (33). Therefore, it is possible that other fungi induce LAP. In the following subsections and Table 1, we focus on three major fungal pathogens: Candida albicans, Cryptococcus neoformans, and A. fumigatus to discuss impacts of ATGs on host antifungal responses and pathogenesis of fungal infections.

TABLE 1 | Impacts of autophagy and LAP on antifungal immunity.
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Candida albicans

Several studies have described roles of “autophagy” (or possibly LAP) during Candida infection. Candida spores, both live and heat-killed, are potent inducers of LC3 puncta formation and conversion of LC3-I to LC3-II (43–45). However, it appears that live Candida spores are not good at recruiting LC3 around internalized spores (43, 45, 46). These results suggest that live Candida can induce autophagy (and/or LAP), but direct clearance of Candida spores within LC3-associated cargoes is not likely to occur. A study by Vyas and colleagues showed that heat-killed C. albicans (HKCA) recruited clear LC3-associated cargoes around spores by in vitro observation using the RAW264.7 mouse macrophage cell line. By contrast, when live C. albicans was internalized, LC3-associated cargoes around spores were not very clear (45). The result is consistent with an in vivo study using zebra fish, in which live C. albicans rarely recruited significant levels of LC3 (46). We also could not detect LC3 signal surrounding live C. albicans in both primary macrophages and in a macrophage cell line (43). This finding was unexpected, because we speculated that Candida spores were engulfed in LC3-positve cargoes and directly killed by xenophagy or LAP. The expectation came from previous reports showing successful recruitment of LC3 to zymosan particles (33) and around β-glucan-coated polystyrene beads (45, 47). However, it is possible that live Candida spores do not expose enough β-glucan on their cell surface, while HKCA spores do (45, 48, 49). Collectively, these studies suggested that direct killing of Candida spores within LC3-associated cargoes is not very likely.

Despite the unexpectedly poor engulfment of live Candida in LC3-associated cargoes, studies have shown that autophagy (or LAP) protects hosts from Candida infections. Lack of ATG5 or ATG7 in myeloid cells decreased resistance against systemic C. albicans infection (43, 50). The protective role of autophagy (or LAP) in Candida infection is partly attributed to enhanced fungicidal activity in host myeloid cells, such as expression of ROS and efficiency of phagocytosis (50). Here, we should mention that host protection by autophagy or LAP during Candida infection might not be always apparent. Smeekens et al. reported no difference in survival between wild-type and Atg7 conditional knock-out myeloid cells (Atg7 CKO), as well as no difference in phagocytosis and killing of Candida (44). Although we found that Atg7 CKO mice are more sensitive to systemic Candida infection, we also found no difference in phagocytosis and killing of Candida with or without ATG7 (43). Reasons for the discrepancy may be experimental conditions and differential strain usage of C. albicans. For example, Smeekens et al. used a different strain of C. albicans (MYA-3573) from others (SC-5314, 18804) (43, 45, 50). We used strain 18804 and found that ATG7 in myeloid cells plays a protective role in hosts without enhancing phagocytosis and killing of Candida (43). Same host responses cannot be expected when Candida strains are different. For example, published articles suggested distinct dectin-1 detection towards two different Candida strains, SC-5314 and 18804 (51, 52). Taken together, multiple studies suggested the involvement of ATG5 and ATG7 in enhancing resistance to Candida infection.

As shown in human studies, despite moderate influences on pro-inflammatory cytokine production, autophagy genes ATG16L1 and IRGM have a minor impact on the susceptibility to both mucosal and systemic Candida infections (53). Other genes were investigated, such as ATG10, ATG16L2, ATG2A, ATG2B, ATG5, and ATG9B, but a clear correlation between SNPs of the genes and susceptibility to candidemia was not found (44). It was reported that an ATG16L human SNP mutant protein (T316A) expressed in mice decreases starvation-induced autophagy to 50% with no influence on zymosan-induced LAP (33). Nevertheless, impacts of these SNPs on autophagy and LAP in humans are still elusive. Therefore, further studies are needed to understand the consequence of autophagy on host immunity against Candida in humans.

Cryptococcus neoformans

Cryptococcus neoformans is an opportunistic fungus. Cryptococcal yeasts are encapsulated in polysaccharides and, thus, can evade immune detection by hosts. Interestingly, host autophagy supports intracellular survival and dissemination of C. neoformans (54). The report demonstrated that ATGs (ATG5, ATG9a, and ATG12) are engaged, but not required, in phagocytosing C. neoformans by RAW264.7 macrophages, and the proteins are recruited to the vicinity of vacuoles containing C. neoformans (54). At a later time point (15 h after infection), ATG2a, ATG5, ATG9a, ATG12, and LC3 enhance intracellular replication and escape of C. neoformans from vacuoles in macrophages (54). Indeed, pharmacological inhibition of autophagy by 3-MA reduced levels of Cryptococcus infection (54). Another article reported LC3 recruitment to internalized cryptococcal spores; and mouse survival from Cryptococcus infection was not altered by Atg5 CKO in myeloid cells (50). Nevertheless, the CKO mice exhibited reduced lung fungal burdens and protein expression of MIP-1α (CCL3), IP-10 (CXCL10), as well as Type-2 cytokines IL-4 and IL-13 (50). Expression of IFN-γ and IL-17 did not appear to be altered (50). Therefore, further studies are awaited to better understand the impact and roles of autophagy (and LAP) in Cryptococcus infection.

Aspergillus fumigatus

LC3-II recruitment in A. fumigatus phagosomes was reported (55). A recent study using Rubicon-deficient mice clarified that LC3 recruitment and clearance of A. fumigatus are mediated by LAP, but not by autophagy (33). LAP protects mice from pulmonary aspergillosis by suppressing expression of pro-inflammatory cytokine genes and granuloma formation in the lung (33). LAP also stabilizes the NOX2 NADPH oxidase complex to produce ROS. Macrophages deficient for NOX2 failed to translocate LC3 to Aspergillus-containing phagosomes, as well as macrophages deficient for Beclin1, Rubicon, and ATG7 failed to do so (33). It was reported that patients with chronic granulomatous disease (CGD), caused by genetic defects in the NADPH oxidase, do not recruit LC3 around the Aspergillus-containing phagosomes (55). CGD patients indeed show an increased susceptibility to aspergillosis (56, 57). In addition, corticosteroid blocks recruitment of ATG (55), and its treatment is considered to be a risk factor for invasive aspergillosis (57). Another report demonstrated that IL-1R blockade protects hosts from invasive aspergillosis by increasing LC3 recruitment to Aspergillus-containing phagosomes and inhibiting fungal growth (58). In summary, LC3-associated cargoes appear to play a critical role in clearance of Aspergillus by host cells.

IMMUNOMODULATION BY AUTOPHAGY DURING FUNGAL INFECTION

Regulation of Inflammasome-Mediated Immune Responses

Recent studies showed that autophagy controls immune responses during fungal infections. Autophagosomes are known to sequester assembled NLRP3 inflammasome complexes (23, 24), which are crucial for host protection against C. albicans and A. fumigatus infections (59–61). Another study showed that pharmacological inhibition of autophagy by 3-MA or chloroquine enhances inflammasome activation and inflammation in mice during A. fumigatus infection (58). Increased inflammasome activity was reported in monocytes and macrophages from CGD patients (58, 62–64). Therefore, autophagy (or LAP) may protect hosts from collateral damage by inflammation through downregulating NLRP3 inflammasome, which is activated by fungal infections.

NFκB-Mediated Immune Responses

We have discussed autophagy-mediated suppression in immune responses (23, 29, 65). Yet, autophagy can enhance antifungal immune responses in early stages of C. albicans infection by using mice conditionally lacking Atg7 in myeloid cells (Atg7 CKO) (43) (Table 1; Figure 1). The Atg7 CKO mice showed increased fungal burdens in infected sites as a result of reduced neutrophil recruitment. This was due to reduced production of neutrophil-chemoattractants (CXCL1 and CXCL2) by tissue-resident macrophages at the site of infection in the absence of Atg7 (43) (Figure 1). Unstimulated tissue-resident macrophages express high levels of A20, an NFκB inhibitor (66–69). After detection of C. albicans, autophagy in tissue-resident macrophages sequesters A20 and frees NFκB activation from A20-mediated inhibition. Autophagy-adaptor protein p62 was demonstrated to interact with A20 to carry A20 into LC3-associated cargos (43) (Figure 1). Indeed, the lack of ATG7 or p62 increases the levels of A20, causing reduction in NFκB activity and chemokine production by tissue-resident macrophages (43) (Figure 1). In summary, autophagy appears to function in balancing between inducing antifungal immunity and controlling excessive inflammation.
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FIGURE 1 | Schematic illustration of a mechanism in which autophagy enhances antifungal immune responses by sequestering A20. Numbers in the figure indicate steps from fungal detection to killing by hosts and correspond to the following events: (1) detection of C. albicans by PRRs, such as dectin-1 and TLR2, expressed on F4/80hi tissue-resident macrophages; (2) autophagy induction and sequestration of A20 in autophagosomes, and A20 delivery to autophagosomes by p62; (3) IKKγ ubiquitination by sequestering A20; (4) enhancement of NFκB activity; (5) increased chemokine production; (6) recruitment of neutrophils to infected sites (i.e., where the responding tissue-resident macrophages are located); and (7) Killing of fungi by neutrophils.



IMPACTS OF AUTOPHAGY ON ADAPTIVE IMMUNITY

Limited amount of autophagy information is available on adaptive immune responses against fungal pathogens, but the involvement of autophagy in shaping adaptive immunity to protect hosts against fungal infections has been suggested. Autophagy enhances survival and functions of T cells (70–72) and B cells (73, 74) in various pathological conditions. Autophagic machinery including ATG5 plays an important role in processing and presenting extracellular microbial antigens in dendritic cells (75). Importantly, LC3-associated cargoes are involved in presenting fungal antigen from S. cerevisiae (47). Thus, autophagy appears to control antifungal adaptive immune responses via antigen presentation by DCs and other APCs. It is still not clear whether autophagy in T cells directly controls antifungal immunity.

CONCLUSION

Autophagy was initially described as a self-catabolic process, but it is now known to play a critical role in clearance of bacterial, viral, and parasitic pathogens. Although the role of autophagy and ATGs in host defense against fungi had not been made clear, recent studies demonstrated the involvement of autophagy and ATGs in modulating antifungal immunity. LC3-associated cargoes may include fungal spores; but the inclusion cannot be always seen, e.g., when live Candida is engulfed. Autophagy and LAP generally protect hosts from majority of fungal infections by inducing immune responses or by controlling excessive inflammation. There are, however, some exceptions that ATGs promote fungal infections. The outcomes of autophagy/LAP in shaping host immune responses appear to greatly vary depending on species of fungi. Interestingly, previous findings suggested that activation of autophagy/LAP by immunosuppressants, such as rapamycin or anakinra (IL-1R antagonist), may result in inducing host resistance against fungal infections. It might be possible that autophagy-related pathways are targeted for new antifungal therapeutics.

AUTHOR CONTRIBUTIONS

MK and MLS wrote the manuscript.

ACKNOWLEDGMENTS

The authors wish to thank support from NIH (R01-AI088100 and R21-105584) to MLS. We also thank past and present laboratory members, particularly Will Barclay and Gregory Swan for their editorial help to prepare the manuscript.

REFERENCES

1. Brown GD, Denning DW, Gow NA, Levitz SM, Netea MG, White TC. Hidden killers: human fungal infections. Sci Transl Med (2012) 4:165rv13. doi:10.1126/scitranslmed.3004404

2. Shimodaira K, Okubo Y, Nakayama H, Wakayama M, Shinozaki M, Ishiwatari T, et al. Trends in the prevalence of invasive fungal infections from an analysis of annual records of autopsy cases of Toho University. Mycoses (2012) 55:435–43. doi:10.1111/j.1439-0507.2012.02169.x

3. Cornely OA. Aspergillus to Zygomycetes: causes, risk factors, prevention, and treatment of invasive fungal infections. Infection (2008) 36:296–313. doi:10.1007/s15010-008-7357-z

4. Bassiri-Jahromi S, Doostkam A. Fungal infection and increased mortality in patients with chronic granulomatous disease. J Mycol Med (2012) 22:52–7. doi:10.1016/j.mycmed.2011.12.079

5. Marodi L, Schreiber S, Anderson DC, MacDermott RP, Korchak HM, Johnston RB Jr. Enhancement of macrophage candidacidal activity by interferon-gamma. Increased phagocytosis, killing, and calcium signal mediated by a decreased number of mannose receptors. J Clin Invest (1993) 91:2596–601. doi:10.1172/JCI116498

6. Conti HR, Shen F, Nayyar N, Stocum E, Sun JN, Lindemann MJ, et al. Th17 cells and IL-17 receptor signaling are essential for mucosal host defense against oral candidiasis. J Exp Med (2009) 206:299–311. doi:10.1084/jem.20081463

7. Opata MM, Hollifield ML, Lund FE, Randall TD, Dunn R, Garvy BA, et al. B lymphocytes are required during the early priming of CD4+ T cells for clearance of pneumocystis infection in mice. J Immunol (2015) 195:611–20. doi:10.4049/jimmunol.1500112

8. Rohatgi S, Pirofski LA. Molecular characterization of the early B cell response to pulmonary Cryptococcus neoformans infection. J Immunol (2012) 189:5820–30. doi:10.4049/jimmunol.1201514

9. Subramaniam KS, Datta K, Quintero E, Manix C, Marks MS, Pirofski LA. The absence of serum IgM enhances the susceptibility of mice to pulmonary challenge with Cryptococcus neoformans. J Immunol (2010) 184:5755–67. doi:10.4049/jimmunol.0901638

10. Yuan R, Clynes R, Oh J, Ravetch JV, Scharff MD. Antibody-mediated modulation of Cryptococcus neoformans infection is dependent on distinct Fc receptor functions and IgG subclasses. J Exp Med (1998) 187:641–8. doi:10.1084/jem.187.4.641

11. Nakahira K, Choi AM. Autophagy: a potential therapeutic target in lung diseases. Am J Physiol Lung Cell Mol Physiol (2013) 305:L93–107. doi:10.1152/ajplung.00072.2013

12. Cuervo AM. Chaperone-mediated autophagy: Dice’s ‘wild’ idea about lysosomal selectivity. Nat Rev Mol Cell Biol (2011) 12:535–41. doi:10.1038/nrm3150

13. Marino G, Niso-Santano M, Baehrecke EH, Kroemer G. Self-consumption: the interplay of autophagy and apoptosis. Nat Rev Mol Cell Biol (2014) 15:81–94. doi:10.1038/nrm3735

14. Mizushima N, Komatsu M. Autophagy: renovation of cells and tissues. Cell (2011) 147:728–41. doi:10.1016/j.cell.2011.10.026

15. Choi AM, Ryter SW, Levine B. Autophagy in human health and disease. N Engl J Med (2013) 368:651–62. doi:10.1056/NEJMra1205406

16. Salem M, Ammitzboell M, Nys K, Seidelin JB, Nielsen OH. ATG16L1: a multifunctional susceptibility factor in Crohn disease. Autophagy (2015) 11:585–94. doi:10.1080/15548627.2015.1017187

17. Parkes M, Barrett JC, Prescott NJ, Tremelling M, Anderson CA, Fisher SA, et al. Sequence variants in the autophagy gene IRGM and multiple other replicating loci contribute to Crohn’s disease susceptibility. Nat Genet (2007) 39:830–2. doi:10.1038/ng2061

18. Che N, Li S, Gao T, Zhang Z, Han Y, Zhang X, et al. Identification of a novel IRGM promoter single nucleotide polymorphism associated with tuberculosis. Clin Chim Acta (2010) 411:1645–9. doi:10.1016/j.cca.2010.06.009

19. Bahari G, Hashemi M, Taheri M, Naderi M, Eskandari-Nasab E, Atabaki M. Association of IRGM polymorphisms and susceptibility to pulmonary tuberculosis in Zahedan, Southeast Iran. ScientificWorldJournal (2012) 2012:950801. doi:10.1100/2012/950801

20. Pierdominici M, Vomero M, Barbati C, Colasanti T, Maselli A, Vacirca D, et al. Role of autophagy in immunity and autoimmunity, with a special focus on systemic lupus erythematosus. FASEB J (2012) 26:1400–12. doi:10.1096/fj.11-194175

21. Liang C, Feng P, Ku B, Dotan I, Canaani D, Oh BH, et al. Autophagic and tumour suppressor activity of a novel Beclin1-binding protein UVRAG. Nat Cell Biol (2006) 8:688–99. doi:10.1038/ncb1426

22. Kimmey JM, Huynh JP, Weiss LA, Park S, Kambal A, Debnath J, et al. Unique role for ATG5 in neutrophil-mediated immunopathology during M. tuberculosis infection. Nature (2015) 528:565–9. doi:10.1038/nature16451

23. Shi CS, Shenderov K, Huang NN, Kabat J, Abu-Asab M, Fitzgerald KA, et al. Activation of autophagy by inflammatory signals limits IL-1beta production by targeting ubiquitinated inflammasomes for destruction. Nat Immunol (2012) 13:255–63. doi:10.1038/ni.2215

24. Zhou R, Yazdi AS, Menu P, Tschopp J. A role for mitochondria in NLRP3 inflammasome activation. Nature (2011) 469:221–5. doi:10.1038/nature09663

25. Remijsen Q, Vanden Berghe T, Wirawan E, Asselbergh B, Parthoens E, De Rycke R, et al. Neutrophil extracellular trap cell death requires both autophagy and superoxide generation. Cell Res (2011) 21:290–304. doi:10.1038/cr.2010.150

26. Tang S, Zhang Y, Yin SW, Gao XJ, Shi WW, Wang Y, et al. Neutrophil extracellular trap formation is associated with autophagy-related signalling in ANCA-associated vasculitis. Clin Exp Immunol (2015) 180:408–18. doi:10.1111/cei.12589

27. Itakura A, McCarty OJ. Pivotal role for the mTOR pathway in the formation of neutrophil extracellular traps via regulation of autophagy. Am J Physiol Cell Physiol (2013) 305:C348–54. doi:10.1152/ajpcell.00108.2013

28. Buffen K, Oosting M, Quintin J, Ng A, Kleinnijenhuis J, Kumar V, et al. Autophagy controls BCG-induced trained immunity and the response to intravesical BCG therapy for bladder cancer. PLoS Pathog (2014) 10:e1004485. doi:10.1371/journal.ppat.1004485

29. Paul S, Kashyap AK, Jia W, He YW, Schaefer BC. Selective autophagy of the adaptor protein Bcl10 modulates T cell receptor activation of NF-kappaB. Immunity (2012) 36:947–58. doi:10.1016/j.immuni.2012.04.008

30. Chen M, Kodali S, Jang A, Kuai L, Wang J. Requirement for autophagy in the long-term persistence but not initial formation of memory B cells. J Immunol (2015) 194:2607–15. doi:10.4049/jimmunol.1403001

31. Chen M, Hong MJ, Sun H, Wang L, Shi X, Gilbert BE, et al. Essential role for autophagy in the maintenance of immunological memory against influenza infection. Nat Med (2014) 20:503–10. doi:10.1038/nm.3521

32. Sanjuan MA, Dillon CP, Tait SW, Moshiach S, Dorsey F, Connell S, et al. Toll-like receptor signalling in macrophages links the autophagy pathway to phagocytosis. Nature (2007) 450:1253–7. doi:10.1038/nature06421

33. Martinez J, Malireddi RK, Lu Q, Cunha LD, Pelletier S, Gingras S, et al. Molecular characterization of LC3-associated phagocytosis reveals distinct roles for Rubicon, NOX2 and autophagy proteins. Nat Cell Biol (2015) 17:893–906. doi:10.1038/ncb3192

34. Vergne I, Deretic V. The role of PI3P phosphatases in the regulation of autophagy. FEBS Lett (2010) 584:1313–8. doi:10.1016/j.febslet.2010.02.054

35. Brooks CR, Yeung MY, Brooks YS, Chen H, Ichimura T, Henderson JM, et al. KIM-1-/TIM-1-mediated phagocytosis links ATG5-/ULK1-dependent clearance of apoptotic cells to antigen presentation. EMBO J (2015) 34:2441–64. doi:10.15252/embj.201489838

36. Kuballa P, Nolte WM, Castoreno AB, Xavier RJ. Autophagy and the immune system. Annu Rev Immunol (2012) 30:611–46. doi:10.1146/annurev-immunol-020711-074948

37. Deretic V, Saitoh T, Akira S. Autophagy in infection, inflammation and immunity. Nat Rev Immunol (2013) 13:722–37. doi:10.1038/nri3532

38. Martinez J, Almendinger J, Oberst A, Ness R, Dillon CP, Fitzgerald P, et al. Microtubule-associated protein 1 light chain 3 alpha (LC3)-associated phagocytosis is required for the efficient clearance of dead cells. Proc Natl Acad Sci U S A (2011) 108:17396–401. doi:10.1073/pnas.1113421108

39. Jung CH, Jun CB, Ro SH, Kim YM, Otto NM, Cao J, et al. ULK-Atg13-FIP200 complexes mediate mTOR signaling to the autophagy machinery. Mol Biol Cell (2009) 20:1992–2003. doi:10.1091/mbc.E08-12-1249

40. Florey O, Kim SE, Sandoval CP, Haynes CM, Overholtzer M. Autophagy machinery mediates macroendocytic processing and entotic cell death by targeting single membranes. Nat Cell Biol (2011) 13:1335–43. doi:10.1038/ncb2363

41. Lenz HD, Haller E, Melzer E, Kober K, Wurster K, Stahl M, et al. Autophagy differentially controls plant basal immunity to biotrophic and necrotrophic pathogens. Plant J (2011) 66:818–30. doi:10.1111/j.1365-313X.2011.04546.x

42. Harris J. Autophagy and cytokines. Cytokine (2011) 56:140–4. doi:10.1016/j.cyto.2011.08.022

43. Kanayama M, Inoue M, Danzaki K, Hammer G, He YW, Shinohara ML. Autophagy enhances NFkappaB activity in specific tissue macrophages by sequestering A20 to boost antifungal immunity. Nat Commun (2015) 6:5779. doi:10.1038/ncomms6779

44. Smeekens SP, Malireddi RK, Plantinga TS, Buffen K, Oosting M, Joosten LA, et al. Autophagy is redundant for the host defense against systemic Candida albicans infections. Eur J Clin Microbiol Infect Dis (2014) 33:711–22. doi:10.1007/s10096-013-2002-x

45. Tam JM, Mansour MK, Khan NS, Seward M, Puranam S, Tanne A, et al. Dectin-1-dependent LC3 recruitment to phagosomes enhances fungicidal activity in macrophages. J Infect Dis (2014) 210(11):1844–54. doi:10.1093/infdis/jiu290

46. Brothers KM, Gratacap RL, Barker SE, Newman ZR, Norum A, Wheeler RT. NADPH oxidase-driven phagocyte recruitment controls Candida albicans filamentous growth and prevents mortality. PLoS Pathog (2013) 9:e1003634. doi:10.1371/journal.ppat.1003634

47. Ma J, Becker C, Lowell CA, Underhill DM. Dectin-1-triggered recruitment of light chain 3 protein to phagosomes facilitates major histocompatibility complex class II presentation of fungal-derived antigens. J Biol Chem (2012) 287:34149–56. doi:10.1074/jbc.M112.382812

48. Gow NA, Netea MG, Munro CA, Ferwerda G, Bates S, Mora-Montes HM, et al. Immune recognition of Candida albicans beta-glucan by dectin-1. J Infect Dis (2007) 196:1565–71. doi:10.1086/523110

49. Gantner BN, Simmons RM, Underhill DM. Dectin-1 mediates macrophage recognition of Candida albicans yeast but not filaments. EMBO J (2005) 24:1277–86. doi:10.1038/sj.emboj.7600594

50. Nicola AM, Albuquerque P, Martinez LR, Dal-Rosso RA, Saylor C, De Jesus M, et al. Macrophage autophagy in immunity to Cryptococcus neoformans and Candida albicans. Infect Immun (2012) 80:3065–76. doi:10.1128/IAI.00358-12

51. Saijo S, Fujikado N, Furuta T, Chung SH, Kotaki H, Seki K, et al. Dectin-1 is required for host defense against Pneumocystis carinii but not against Candida albicans. Nat Immunol (2007) 8:39–46. doi:10.1038/ni1425

52. Taylor PR, Tsoni SV, Willment JA, Dennehy KM, Rosas M, Findon H, et al. Dectin-1 is required for beta-glucan recognition and control of fungal infection. Nat Immunol (2007) 8:31–8. doi:10.1038/ni1408

53. Rosentul DC, Plantinga TS, Farcas M, Oosting M, Hamza OJ, Scott WK, et al. Role of autophagy genetic variants for the risk of Candida infections. Med Mycol (2014) 52:333–41. doi:10.1093/mmy/myt035

54. Qin QM, Luo J, Lin X, Pei J, Li L, Ficht TA, et al. Functional analysis of host factors that mediate the intracellular lifestyle of Cryptococcus neoformans. PLoS Pathog (2011) 7:e1002078. doi:10.1371/journal.ppat.1002078

55. Kyrmizi I, Gresnigt MS, Akoumianaki T, Samonis G, Sidiropoulos P, Boumpas D, et al. Corticosteroids block autophagy protein recruitment in Aspergillus fumigatus phagosomes via targeting dectin-1/Syk kinase signaling. J Immunol (2013) 191:1287–99. doi:10.4049/jimmunol.1300132

56. Falcone EL, Holland SM. Invasive fungal infection in chronic granulomatous disease: insights into pathogenesis and management. Curr Opin Infect Dis (2012) 25:658–69. doi:10.1097/QCO.0b013e328358b0a4

57. Palmer LB, Greenberg HE, Schiff MJ. Corticosteroid treatment as a risk factor for invasive aspergillosis in patients with lung disease. Thorax (1991) 46:15–20. doi:10.1136/thx.46.1.15

58. de Luca A, Smeekens SP, Casagrande A, Iannitti R, Conway KL, Gresnigt MS, et al. IL-1 receptor blockade restores autophagy and reduces inflammation in chronic granulomatous disease in mice and in humans. Proc Natl Acad Sci U S A (2014) 111:3526–31. doi:10.1073/pnas.1322831111

59. Gross O, Poeck H, Bscheider M, Dostert C, Hannesschlager N, Endres S, et al. Syk kinase signalling couples to the Nlrp3 inflammasome for anti-fungal host defence. Nature (2009) 459:433–6. doi:10.1038/nature07965

60. Karki R, Man SM, Malireddi RK, Gurung P, Vogel P, Lamkanfi M, et al. Concerted activation of the AIM2 and NLRP3 inflammasomes orchestrates host protection against Aspergillus infection. Cell Host Microbe (2015) 17:357–68. doi:10.1016/j.chom.2015.01.006

61. van de Veerdonk FL, Joosten LA, Shaw PJ, Smeekens SP, Malireddi RK, van der Meer JW, et al. The inflammasome drives protective Th1 and Th17 cellular responses in disseminated candidiasis. Eur J Immunol (2011) 41:2260–8. doi:10.1002/eji.201041226

62. Rieber N, Hector A, Kuijpers T, Roos D, Hartl D. Current concepts of hyperinflammation in chronic granulomatous disease. Clin Dev Immunol (2012) 2012:252460. doi:10.1155/2012/252460

63. Meissner F, Seger RA, Moshous D, Fischer A, Reichenbach J, Zychlinsky A. Inflammasome activation in NADPH oxidase defective mononuclear phagocytes from patients with chronic granulomatous disease. Blood (2010) 116:1570–3. doi:10.1182/blood-2010-01-264218

64. van de Veerdonk FL, Smeekens SP, Joosten LA, Kullberg BJ, Dinarello CA, van der Meer JW, et al. Reactive oxygen species-independent activation of the IL-1beta inflammasome in cells from patients with chronic granulomatous disease. Proc Natl Acad Sci U S A (2010) 107:3030–3. doi:10.1073/pnas.0914795107

65. Kanayama M, He YW, Shinohara ML. The lung is protected from spontaneous inflammation by autophagy in myeloid cells. J Immunol (2015) 194:5465–71. doi:10.4049/jimmunol.1403249

66. Hammer GE, Turer EE, Taylor KE, Fang CJ, Advincula R, Oshima S, et al. Expression of A20 by dendritic cells preserves immune homeostasis and prevents colitis and spondyloarthritis. Nat Immunol (2011) 12:1184–93. doi:10.1038/ni.2135

67. Boone DL, Turer EE, Lee EG, Ahmad RC, Wheeler MT, Tsui C, et al. The ubiquitin-modifying enzyme A20 is required for termination of Toll-like receptor responses. Nat Immunol (2004) 5:1052–60. doi:10.1038/ni1110

68. Lee EG, Boone DL, Chai S, Libby SL, Chien M, Lodolce JP, et al. Failure to regulate TNF-induced NF-kappaB and cell death responses in A20-deficient mice. Science (2000) 289:2350–4. doi:10.1126/science.289.5488.2350

69. Shi CS, Kehrl JH. TRAF6 and A20 regulate lysine 63-linked ubiquitination of Beclin-1 to control TLR4-induced autophagy. Sci Signal (2010) 3:ra42. doi:10.1126/scisignal.2000751

70. Matsuzawa Y, Oshima S, Takahara M, Maeyashiki C, Nemoto Y, Kobayashi M, et al. TNFAIP3 promotes survival of CD4 T cells by restricting MTOR and promoting autophagy. Autophagy (2015) 11:1052–62. doi:10.1080/15548627.2015.1055439

71. Schlie K, Westerback A, DeVorkin L, Hughson LR, Brandon JM, MacPherson S, et al. Survival of effector CD8+ T cells during influenza infection is dependent on autophagy. J Immunol (2015) 194:4277–86. doi:10.4049/jimmunol.1402571

72. Pua HH, Dzhagalov I, Chuck M, Mizushima N, He YW. A critical role for the autophagy gene Atg5 in T cell survival and proliferation. J Exp Med (2007) 204:25–31. doi:10.1084/jem.20061303

73. Weindel CG, Richey LJ, Bolland S, Mehta AJ, Kearney JF, Huber BT. B cell autophagy mediates TLR7-dependent autoimmunity and inflammation. Autophagy (2015) 11:1010–24. doi:10.1080/15548627.2015.1052206

74. Eriksen AB, Torgersen ML, Holm KL, Abrahamsen G, Spurkland A, Moskaug JO, et al. Retinoic acid-induced IgG production in TLR-activated human primary B cells involves ULK1-mediated autophagy. Autophagy (2015) 11:460–71. doi:10.1080/15548627.2015.1009797

75. Lee HK, Mattei LM, Steinberg BE, Alberts P, Lee YH, Chervonsky A, et al. In vivo requirement for Atg5 in antigen presentation by dendritic cells. Immunity (2010) 32:227–39. doi:10.1016/j.immuni.2009.12.006

Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2016 Kanayama and Shinohara. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) or licensor are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.







	 
	PERSPECTIVE
published: 22 July 2016
doi: 10.3389/fimmu.2016.00283





[image: image1]

Unveiling the Role of the Integrated Endoplasmic Reticulum Stress Response in Leishmania Infection – Future Perspectives

K. L. Dias-Teixeira1, R. M. Pereira2, J. S. Silva3, N. Fasel4, B. H. Aktas5 and U. G. Lopes1*

1 Institute of Biophysics Carlos Chagas Filho, Federal University of Rio de Janeiro, Rio de Janeiro, Brazil

2 Institute of Microbiology Paulo de Goes, Federal University of Rio de Janeiro, Rio de Janeiro, Brazil

3 Department of Biochemistry and Immunology, University of São Paulo, Ribeirão Preto, Brazil

4 Department of Biochemistry, Faculty of Biology and Medicine, Center for Immunity and Infection Lausanne, University of Lausanne, Lausanne, Switzerland

5 Laboratory of Translation, Department of Hematology, Brigham and Women’s Hospital, Harvard Medical School, Boston, MA, USA

OPEN ACCESS

Edited by:

Abhay Satoskar, Ohio State University, USA

Reviewed by:

Patricia Talamás-Rohana, Cinvestav, Mexico
Ranadhir Dey, Food and Drug Administration, USA

*Correspondence:

U. G. Lopes
lopesu@biof.ufrj.br

Specialty section:

This article was submitted to Microbial Immunology, a section of the journal Frontiers in Immunology

Received: 13 May 2016
Accepted: 13 July 2016
Published: 22 July 2016

Citation:

Dias-Teixeira KL, Pereira RM, Silva JS, Fasel N, Aktas BH and Lopes UG (2016) Unveiling the Role of the Integrated Endoplasmic Reticulum Stress Response in Leishmania Infection – Future Perspectives. Front. Immunol. 7:283. doi: 10.3389/fimmu.2016.00283

The integrated endoplasmic reticulum stress response (IERSR) is an evolutionarily conserved adaptive mechanism that ensures endoplasmic reticulum (ER) homeostasis and cellular survival in the presence of stress including nutrient deprivation, hypoxia, and imbalance of Ca+ homeostasis, toxins, and microbial infection. Three transmembrane proteins regulate integrated signaling pathways that comprise the IERSR, namely, IRE-1 that activates XBP-1, the pancreatic ER kinase (PERK) that phosphorylates the eukaryotic translation initiation factor 2 and transcription factor 6 (ATF6). The roles of IRE-1, PERK, and ATF4 in viral and some bacterial infections are well characterized. The role of IERSR in infections by intracellular parasites is still poorly understood, although one could anticipate that IERSR may play an important role on the host’s cell response. Recently, our group reported the important aspects of XBP-1 activation in Leishmania amazonensis infection. It is, however, necessary to address the relevance of the other IERSR branches, together with the possible role of IERSR in infections by other Leishmania species, and furthermore, to pursue the possible implications in the pathogenesis and control of parasite replication in macrophages.
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INTRODUCTION

The endoplasmic reticulum (ER) is a dynamic tubular network involved in different processes such as protein folding, lipid synthesis, and the biogenesis of autophagosomes and peroxisomes (1). When the process of protein synthesis and/or folding is disturbed, the ER induces a transcriptional program, the integrated endoplasmic reticulum stress response (IERSR), leading to the increase of ER-chaperone expression, lipid synthesis, and the induction of other sets of gene products involved in the retrograde transport and degradation of unfolded proteins (ERAD) (2). These conserved adaptive responses reduce demand on the folding capacity or ER, increase ER’s folding capacity, and clear this organelle off of unfolded proteins. However, during this process, a set of genes that also regulate the expression of cytokines and promote the resistance to oxidative stress are upregulated. The three branches that regulate the ER response are comprised by the activating transcription factor 6 (ATF6), inositol-requiring kinase 1 (IRE-1), and the protein kinase R (PKR)-like endoplasmic reticulum kinase (PERK). IRE-1 activates the X-box binding protein 1 (XBP-1), a transcriptional factor that plays a critical role in cellular homeostasis and regulates the expression of important cytokines related to the anti-viral immunity response, such as IFN1-β. PERK phosphorylates eIF2α, which reduces overall protein synthesis while upregulating the expression of activating transcription factor 4 (ATF4), which drives the expression of genes that play a critical role in restoring cellular homeostasis, resistance to oxidative stress together with genes related to the autophagic pathway and the innate immunity response. Interestingly, both XBP-1 and ATF4 can be activated by toll-like receptors (TLRs). For instance, the engagement of TLR2 and TLR4 can specifically activate XBP-1 leading to the production of pro-inflammatory cytokines that restrain bacterial burden in infected macrophages (3). ATF4 can be directly activated by the TLR4-MyD88 pathway following stimulation of human monocytes with lipopolysaccharide (LPS) (4).

Viruses can selectively induce specific branches of the IERSR. For instances, human cytomegalovirus and hepatitis C activate the IERSR response, while some viruses, such as dengue virus and hepatitis C virus induce the IERSR trough the exploitation of the ER membranes during the replication process (5). Additionally, some viruses induce the IERSR and the inhibition of the translational process due to the phosphorylation of eIF2-α, reducing the production of cytokines and interfering with the host immune response. This process is highly induced by enteroviruses (6). Some viruses adapted the IERSR pathways to favor their infection directly. The phosphorylation of eIF2-α induces the translation of a specific set of proteins including ATF4. ATF4 can, for example, enhance human immunodeficiency virus (HIV) replication through a synergistic interaction with the HIV regulatory protein Tat (7).

The role of IERSR pathways in parasite infection is poorly investigated. Recently, it was reported that Plasmodium berghei induces the ER stress response and XBP-1 mRNA splicing and translation of the transcriptionally active XBP-1 spliced form (XBP-1s) in hepatocytes. This activation was demonstrated to be crucial for parasite replication inside hepatocytes and to the progression of the infection (8). XBP-1s can modulate the synthesis of phospholipids, such as phosphatidylcholine (PC), in hepatocytes. PC is a major component of membranes, and it has been demonstrated that malaria parasites uptake host-derived PC and, most probably, PC is also employed for enlarging the parasitophorous vacuole membrane (9). Most recently, we showed that induction of ER stress favors Leishmania amazonensis infection in a TLR2-dependent manner, culminating in the formation of XBP-1s. XBP-1 induces IFN-β expression and modulates the oxidative response of infected macrophages, thereby promoting parasite proliferation (10).

However, it will be important to test these observations in other Leishmania species and to address the relevance of the PERK/ATF4 and ATF6 branches of the IERSR during Leishmania infection.

THE ROLE OF XBP-1 IN LEISHMANIA INFECTION

We recently observed that L. amazonensis induces the activation of XBP-1 in macrophages. RAW 264.7 cells knocked down for XBP-1 exhibited reduced parasite load, likely due to impaired translocation of the IRF3 transcription factor resulting in reduced IFN-1 expression (10). We also observed that infected XBP-1 knocked down macrophages produce higher nitric oxide levels and reduced Hemeoxygenase (HO)-1 expression compared to control macrophages. However, how XBP-1 controls oxidative stress in L. amazonensis infection requires further investigation. One mechanism that could induce this effect is the activation or repression of the NF-κB transcription factor. L amazonensis activates an NF-κB p50/p50 repressor homodimer, which promotes reduction in iNOS expression and favors parasite growth (11). The production of ROS can activate the ER stress response, which can suppress NF-κB activation in the later phase of IERSR (12). The protein A20, an ubiquitin-editing NF-κB inhibitor protein, may play an important role in this process, as this protein can negatively regulate NF-κB during oxidative stress (13). Additionally, it is important to understand if other Leishmania species induce the IERSR branches, and the role, if any, in pathogenesis. Experiments carried out by our group observed an induction of the XBP-1 spliced form in clinical samples from patients infected with Leishmania braziliensis, another Leishmania species widely found in Brazil and the main causative agent of cutaneous leishmaniasis. These data indicate that other Leishmania species can activate this pathway, and that IERSR may play a role in Leishmania-associated pathogenesis.

THE INDUCTION OF ER STRESS: THE ROLE OF TLRs in XBP-1 ACTIVATION IN LEISHMANIA INFECTION

The mechanism through which L. amazonensis induces ER stress is not understood. Leishmania parasitophorous vacuoles interact continuously with the ER compartment and may recruit components that are important for parasite intracellular survival (14). The inhibition of such membrane compartment fusion with the parasitophorous vacuole results in the reduction of infection (15). It is conceivable that such compartment fusions may favor the activation of IERSR branches in infection.

The contribution of TLR receptors in IERSR remains to be elucidated. There is evidence to suggest that TLRs play a role for the success of L. amazonensis infection that is linked with IERSR activation. For instance, when TLR2 KO macrophages were treated with the ER stress inductor thapsigargin, there was a reduction of the L. amazonensis proliferation compared to wild-type cells (10). Additional results obtained by our group showed that TLR2 was partially required for XBP-1 activation (splicing) due to L. amazonensis infection. However, the mechanism by which L. amazonensis induces XBP-1 activation and ER stress remains unclear.

THE PERK/ATF4 BRANCH OF IERSR and LEISHMANIA INFECTION: IS A FUNCTIONAL ROLE?

The PERK/ATF4 branch of IERSR plays an important role in certain cellular processes that are also exploited to establish Leishmania infection. For instance, L. amazonensis induces the PI3K/AKT signaling pathway (16), and it has been reported that the PERK-eIF2α pathway and PI3K signaling increases ATF4 expression, nuclear localization, and transcriptional activity (17–19). Additionally, PERK can directly regulate the activation of the nuclear factor (erythroid-derived 2)-like 2 (NRF2), an important antioxidant transcription factor that regulates the expression of a number of antioxidative response genes (20). Additionally, ATF4 has an important role in the autophagy. PERK/eIF2α/ATF4 signaling can induce upregulation of cytoprotective autophagy genes, such as ATG5 and ATG7, which promote cellular survival (21). In addition, ATF4 controls the microtubule associated protein 1A/1B-light chain 3 (LC3) expression. LC3B is important to generate the autophagosome formation, a hallmark of the autophagic process (22, 23). In 2012, Cyrino et al. showed that Leishmania parasites induce LC3B conversion and suggested that autophagy favors L. amazonensis infection (24). ATF4 is upregulated by HIV-1 infection and enhances HIV replication, likely due to synergistic interactions with the HIV Tat protein. Importantly, the expression of ATF4 induces HIV reactivation in chronically infected cell lines (7). Recently, our group showed that the Tat viral protein also increases L. amazonensis infection, in a PKR-dependent manner (25). L. amazonensis is able to induce PKR, a pathway activated in viral infections (26). L. amazonensis can also modulate IFN-1 expression in a TLR2/PKR-dependent fashion to promote the infection by the parasite, another pathway that is shared in viral infections (27). Taken together, due to classical function of IERSR in viral infections, it is relevant to test the role of PERK/ATF4 in viral co-infection and Leishmania.

CONCLUSION REMARKS

It is well known that the IERSR can modulate viral and bacterial infection, promoting the induction of cytokines, including IFN-1, which can be determinant to the outcome of several infections. Recent work suggests that the IERSR is required for the development of intracellular parasites. For instance, the activation of XBP-1 in hepatocytes infected by P. berghei favor the infection by the parasite through the modulation of lipid synthesis. Corroborating this notion, it has been demonstrated that L. amazonensis activates XBP-1 leading to IFN-1 expression and the expression of antioxidative responsive genes, such as HO-1. Unveiling the mechanisms by which IERSR promote intracellular parasitic infection requires further investigation. These investigations would include determining the role of XBP-1 in resistance to oxidative stress due to Leishmania infection and examining other components of the ER stress signaling pathway, such as ATF6, in the context of parasitic infection. We can predict that the investigation of IERSR in intracellular parasitic infections may reveal novel drug targets. Figure 1 shows the a schematic model of IERSR activation in Leishmania infection.
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FIGURE 1 | Schematic model of the IERSR activation during Leishmania infection. Viral, bacterial, and parasite infections can activate the IERSR. Viral infections can induce the activation of IERSR and lead to the inhibition of the translational process that suppress the viral replication. In Leishmania infection, the activation of IERSR can induce the IFN-1 production, which favors the intracellular parasite growth. Additionally, XBP1s activation is important to promote the induction of HO-1 expression, promoting the parasite infection. On the other hand, Leishmania infection can be favored by the control of the antioxidative response and induction of autophagic process. Both processes can be induced by the activation of IERSR, and we may predict that Leishmania can trigger these pathways.
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Leishmania spp. and Trypanosoma cruzi are the causative agents of leishmaniasis and Chagas disease, respectively, two neglected tropical diseases that affect about 25 million people worldwide. These parasites belong to the family Trypanosomatidae, and are both obligate intracellular parasites that manipulate host signaling pathways and the innate immune system to establish infection. Mitogen-activated protein kinases (MAPKs) are serine and threonine protein kinases that are highly conserved in eukaryotes, and are involved in signal transduction pathways that modulate physiological and pathophysiological cell responses. This mini-review highlights existing knowledge concerning the mechanisms that Leishmania spp. and T. cruzi have evolved to target the host’s MAPK signaling pathways and highjack the immune response, and, in this manner, promote parasite maintenance in the host.
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INTRODUCTION

Leishmania spp. and Trypanosoma
cruzi are protozoan parasites of the Trypanosomatida order (Kent, 1980) and Trypanosomatidae family (Doflein, 1901). They are the etiological agents of leishmaniasis and Chagas disease, respectively, and are transmitted by the bite of infected sandflies (leishmaniasis) or through triatomine bug feces (Chagas disease). Both Leishmania spp. and T. cruzi have complex life cycles comprising diverse developing forms that alternate between the insect vector and the vertebrate host. Leishmania spp. promastigotes and amastigotes preferentially infect phagocytic cells of vertebrates, while T. cruzi metacyclic trypomastigotes, blood trypomastigotes and amastigotes are able to infect both phagocytic and non-phagocytic cells (Tanowitz et al., 1992; Alexander et al., 1999; Ferreira et al., 2012).

Although the persistence of Leishmania spp. and T. cruzi within a host depends on several factors, the manipulation of host signal transduction pathways involved in the modulation of the immune response is probably one of the most commonly used mechanisms by parasites. In this mini-review, we will focus on the mechanisms that Leishmania spp. and T. cruzi use to subvert mitogen-activated protein kinase (MAPK) signaling pathways—more specifically, extracellular-signal-regulated kinase (ERK), and p38 MAPK—that are highly relevant in the context of the regulation of the immune response against intracellular parasites.

MAPK PATHWAYS

Mitogen-activated protein kinases are protein kinases that phosphorylate their own dual serine and threonine residues (autophosphorylation), or those found on their substrates, to activate or de-activate their target (Johnson and Lapadat, 2002; Peti and Page, 2013). Accordingly, MAPKs regulate important cellular processes such as proliferation, stress responses, apoptosis and immune defense (Dong et al., 2002; Liu et al., 2007; Arthur and Ley, 2013). MAPKs are ubiquitously expressed and evolutionarily conserved in eukaryotes (Kyriakis and Avruch, 2001; Kyriakis and Avruch, 2012; Peti and Page, 2013). The activation of a MAPK cascade occurs in a module of consecutive phosphorylations, i.e., after a previous stimulus, each MAPK is phosphorylated by an upstream MAPKs. A MAPK module comprises a MAP3K that activates a MAP2K, which then, in turn, activates a MAPK (Pimienta and Pascual, 2007; Turjanski, Vaqué and Gutkind, 2007; Johnson, 2011; Kyriakis and Avruch, 2012; Peti and Page, 2013). MAPK phosphorylation events can be inactivated by MAPK protein phosphatases (MKPs) that dephosphorylate both phosphothreonine and phosphotyrosine residues on MAPKs (Liu et al., 2007; Pimienta and Pascual, 2007; Zhang and Dong, 2007).

There are three well-known MAPK pathways in mammalian cells (Figure 1): the ERK1/2, the c-JUN N-terminal kinase 1, 2 and 3 (JNK1/2/3), and the p38 MAPK α, β, δ, and γ pathways. ERK, JNK, and p38 isoforms are grouped according to their activation motif, structure and function (Owens and Keyse, 2007; Raman et al., 2007; Zhang and Dong, 2007). ERK1/2 is activated in response to growth factors, hormones and proinflammatory stimuli, while JNK1/2/3 and p38 MAPK α, β, δ, and γ are activated by cellular and environmental stresses, in addition to proinflammatory stimuli (Owens and Keyse, 2007; Kyriakis and Avruch, 2012; Figure 1).
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FIGURE 1. Simplified MAPK signaling pathways. (A) ERK1/2 pathway. (B) p38 α, β, δ, and γ pathways. (C) JNK 1, 2, and 3 pathways. See text for details.



ERK AND P38 MAPK PATHWAYS

The classical activation of ERK1 and ERK2 isoforms is initiated by the binding of a ligand to a receptor tyrosine kinase (RTK) at the plasma membrane (PM), followed by activation of the small G-protein, Ras. In turn, Ras recruits and activates the serine/threonine protein kinase, Raf, a MAP3K, which activates the MAP2K, MEK, that, in turn, phosphorylates the MAPK, ERK1/2, at both threonine and tyrosine residues within the TEY motif (Kolch, 2000; Chambard et al., 2007; Shaul and Seger, 2007; Knight and Irving, 2014). The Ras/Raf/MEK/ERK1/2 pathway can be deactivated by dual-specificity MAPK phosphatases (MKPs). For example, MKP2/4 dephosphorylates ERK1/2, but can also deactivate other MAPKs while MKP3 and MKP-X are specific to ERK (Owens and Keyse, 2007). The tyrosine phosphatase, SHP2, also acts on this signaling pathway by activating the G-protein, Ras (Zhang et al., 2004; Matozaki et al., 2009; Figure 1A).

Both stress and cytokines activate p38 MAPK isoforms that play an important role in inflammatory responses (Johnson and Lapadat, 2002; Yang et al., 2014), despite each isoform being encoded by different genes and showing different tissue expression patterns (Cuadrado and Nebreda, 2010). As with ERK isoforms, p38 MAPKs are also sequentially activated. A canonical activation occurs when, in response to stress or cytokines, a MAP3K, such as MEKK1, ASK1, or TAK1, is activated by TRAF [TNF (tumor necrosis factor) receptor-associated factor] 2/3/6 or by Rho proteins. In turn, the MAP3K phosphorylates a MAP2K, either MKK3 or MKK6, that then phosphorylates the TGY motif of p38 isoforms (Cuenda and Rousseau, 2007; Cuadrado and Nebreda, 2010; Figure 1B). The p38 MAPKs α, β, δ and γ, are dephosphorylated by several dual-specificity protein phosphatases, such as MPK2/4, that can also deactivate ERK. The phosphatases, MPK5/7, can also dephosphorylate JNK and p38, while MPK1 exhibits a higher specificity for p38 (Owens and Keyse, 2007; Salojin and Oravecz, 2007).

MAPKS AND THE IMMUNE SYSTEM

Many pathogens target host intracellular signaling pathways, including MAPK pathways, to inhibit immune responses (Roy and Mocarski, 2007; Arthur and Ley, 2013). The immune response is one of several key functions regulated by MAPKs, with the production of immunomodulatory cytokines, such as TNFα, interleukin (IL)-1, IL-10, and IL-12, induced by the activation of p38 MAPK, JNK, and ERK pathways (Dong et al., 2002; Arthur and Ley, 2013). The regulatory cytokines, IL-12 and IL-10, produced by specialized dendritic and macrophage cells, play an important role in the coordination of the immune response since IL-12 modulates the development of a Th1 response, which protects the host against intracellular parasites, and IL-10 promotes a Th2 response, which provides protection against extracellular infectious agents (Romagnani, 2006).

The production of IL-12 is regulated by p38 MAPK and, consequently, is involved in the induction of a Th1 response (Jackson et al., 2010; Arthur and Ley, 2013). Upon p38 MAPK activation and IL-12 production, Th cell differentiation is guided into a Th1-type cell that releases pro-inflammatory cytokines such as IL-2, IFN-γ, and TNF-α/β (Romagnani, 2006). Such cytokines mediate the immune response by acting to kill intracellular pathogens such as the protozoans, Leishmania spp. and T. cruzi (Beiting, 2014).

Conversely, the ERK1/2 pathway modulates the production of IL-10 (Chang et al., 2012) that induces Th cell differentiation into a Th2-type. In this manner, Th2 cells regulate the host’s humoral immune response by releasing anti-inflammatory cytokines, such as IL-4, IL-5, IL-9, and IL-13, that are involved in allergic reactions and the elimination of extracellular pathogens (Mosmann et al., 2009). Furthermore, IL-10 can also act as a negative regulator of inflammation to prevent tissue damage (Haddad et al., 2003; Romagnani, 2006; Guilliams et al., 2009; Bosschaerts et al., 2010).

HOST IMMUNE RESPONSE SUBVERSION BY PROTOZOAN PARASITES

Protozoan parasites use many varied tactics to avoid and/or subvert the host’s immune response, with the adoption of an intracellular lifestyle one the first mechanisms (Sacks and Sher, 2002). Other successful strategies employed by such pathogens to circumvent the immune system include: the expression of specific parasite antigens on the surface of infected cells to prevent recognition by immune cells (Sacks and Sher, 2002), the subversion of T cell responses by interfering with cytokine production (Engwerda et al., 2014), and the avoidance of direct killing by the complement system (Ouaissi and Ouaissi, 2005).

To protect an organism against protozoan intracellular infection, its immune system needs to identify and eliminate the parasite, but, at the same time, also needs to be balanced in order to minimize or avoid self-inflicted tissue damage (Dent, 2002). Phagocytosis is the primary mechanism used by the immune system in its response to intracellular parasites. This mechanism, mainly promoted by macrophages, depends on parasite recognition and is enhanced by opsonization and the complement system (Stafford et al., 2002). Leishmania spp. and T. cruzi escape from the host’s complement system using different strategies. T. cruzi produces glycoproteins that inhibit C3b/C4b (gp160), factor B (gp58) and molecules that accelerate the decay of the C3 pathway. In contrast, Leishmania spp. adapt their membrane to prevent the insertion of C5b-C9. This species also produces a surface metalloproteinase, gp63, and a lipophosphoglycan (LPG) that cleave C3b, abrogating complement-mediated lysis (Sacks and Sher, 2002; Ouaissi and Ouaissi, 2005). Leishmania gp63 can also activate the complement system, leading to parasite opsonization and increased uptake by host macrophages in a highly advantageous mechanism that allows both forms of this parasite (promastigote and amastigote) to replicate inside host macrophages (Stafford et al., 2002; Gómez and Olivier, 2010).

Although phagocytosis is the first mechanism activated in immune protection, the induction of a Th1-type response is the most effective reaction against intracellular protozoans. The promotion of such an inflammatory response leads to the successful elimination of these parasites due to the release and intense activity of pro-inflammatory cytokines and mediators (Jankovic et al., 2001; Stafford et al., 2002; Guilliams et al., 2009; Bosschaerts et al., 2010; Beiting, 2014; Engwerda et al., 2014). As outlined previously, the generation of Th1 and Th2 responses is regulated by IL-12 and IL-10 cytokines, respectively, which are modulated by the host’s intracellular MAPK signaling pathways (Dong et al., 2002; Arthur and Ley, 2013). So, by acting on the MAPK signaling pathway, intracellular protozoan parasites can switch the production of regulatory cytokines from IL-12 to IL-10 to prevent the formation of an inflammatory response (Jankovic et al., 2001; Stafford et al., 2002; Zambrano-Villa et al., 2002; Guilliams et al., 2009). In this way, T. cruzi and Leishmania spp. impair the development of a Th1 response to favor a Th2-type response. The mechanisms used by these parasites to deregulate the immune response will be briefly reviewed below.

LEISHMANIA SPP. SUBVERT THE MAPK PATHWAY BY ACTIVATING ERK1/2 TO INCREASE IL-10 AND DOWN-REGULATE IL-12

Leishmania spp. parasites use several strategies to survive inside host cells after infection. The methods employed by these parasites to subvert the host’s immune defense systems include: (i) an intracellular stage in their life cycle, allowing them protection against humoral anti-leishmanicidal products; (ii) the suppression of the synthesis of reactive oxygen intermediates (ROI) or reactive nitrogen intermediates (RNI); (iii) the inhibition of antigen presentation by repressing the gene expression of major histocompatibility complex (MHC) class II, interfering with antigen loading, or by sequestering/highjacking the MHC II molecule or antigen; (iv) the subversion of host cellular signaling pathways such as STAT, PI3K/AKT, and MAPK; and (v) the modulation of host cytokines to avoid T cell differentiation and thus prevent the formation of a Th1-type immune response (Bogdan and Röllinghoff, 1998; Olivier et al., 2005; Liese et al., 2008; Martinez and Petersen, 2014).

To undermine the production of regulatory inflammatory cytokines and prevent the formation of a Th1-type immune response, Leishmania parasites target the MAPK signaling pathway, which is responsible for regulating the production of IL-12 (p38) and IL-10 (ERK 1/2) in macrophages and dendritic cells. By this means, Leishmania spp. promote switching from IL-12 to IL-10 production, consequently altering the formation of a Th1 response to Th2, and leading to parasite prevalence in the host (Ghalib et al., 1995; Olivier et al., 2005; Bhardwaj et al., 2010; Shadab and Ali, 2011).

Rub et al. (2009) have shown that Leishmania spp. often act upon the CD40/MAPK pathway. Expressed mainly on macrophages and dendritic cells, CD40 is an important co-stimulatory molecule involved in the differentiation of Th cells to a Th1-type, reflecting how CD40 induces the production of IL-12 (O’Sullivan and Thomas, 2003) by the activation of MAPK pathway members (Bhardwaj et al., 2010). In their study, Rub et al. (2009) showed that L. major triggered cholesterol depletion, and, in doing so, prevented CD40 reallocation to skew the CD40 signaling pathway from p38 and IL-12 to ERK1/2 and IL-10 production. As a consequence, this event led to an increased IL-10 production. Taken together, these events favored a parasite burden and confirmed that the CD40/MAPK pathway was important for L. major subversion of the host’s immune response. However, the specific mechanism surrounding augmented IL-10 production remained unknown until Srivastava et al. (2011) and Khan et al. (2014) noted the participation of phosphatases in this process. Srivastava et al. (2011) demonstrated that in L. major infection, the phosphatases, MKP-1 and MKP-3, were differentially expressed. L. major induced the upregulation of MKP-1 (p38 high affinity phosphatase) and downregulation of MKP-3 (ERK1/2 high affinity phosphatase) to skew CD40 signaling toward the ERK1/2 pathway, favoring infection. Khan et al. (2014) demonstrated that the phosphotyrosine phosphatase, SHP-1, functioned in a similar manner and acted on Syk and Lyn (ERK1/2 and p38 MAPK activators, respectively). In a CD40 dose-dependent manner, SHP-1 modulates CD40-induced phosphorylation of p38 MAPK and ERK1/2 to favor ERK1/2-dependent IL-10 expression and parasite survival (Figure 2). Xin et al. (2008) and Boggiatto et al. (2009, 2014) also demonstrated the importance of the CD40/MAPK signaling pathway in L. amazonensis infection. L. amazonensis upregulated ERK1/2 in dendritic cells, increased IL-10 production and prevented the expression of CD40 and IL-12p40 (one of the subunits of IL-12), leading to the limited activation of dendritic cells and a deficient Th1-type response.
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FIGURE 2. Leishmania spp. model of immune modulation targeting the p38/ERK1/2 MAPK pathway. (A) CD40/ERK1/2 pathway. (B) CD40/p38 MAPK pathway. Leishmania spp. skew the CD40/MAPK signaling pathway, from p38 to ERK1/2, to favor IL-10 production.



Extracellular-signal-regulated kinase 1/2 activation by Leishmania spp., associated with parasite persistence and IL-12 down-regulation, was also seen for L. amazonensis (Xin et al., 2008; Martinez and Petersen, 2014) and for L. donovani. Infection by L. donovani also led to the suppression of p38 MAPK and increased IL-10 production (Chandra and Naik, 2008; Shadab and Ali, 2011). Interestingly, treatment of L. donovani-infected macrophages with an immunoprophylactic glycolipid, arabinosylated lipoarabinomannan (Ara-LAM) isolated from Mycobacterium smegmatis, activated p38 MAPK with a concomitant abrogation of ERK1/2 phosphorylation. Furthermore, the production of IL-12 (Bhattacharya et al., 2011) and IFNγ responsiveness were restored (Chowdhury et al., 2015). Exploitation of host phosphatases can also be seen in L. donovani infection: Nandan and Reiner (2005) showed that L. donovani activates the phosphotyrosine phosphatase, SHP-1 that correlates with parasite survival.

Gp63 and LPG can also modulate the host MAPK signaling pathway and the production of cytokines. Gp63 acts on both p38 and the phosphotyrosine phosphatase SHP-1. To subvert MAPK signaling, gp63 of L. major promastigotes leads to a p38 inhibition in fibroblasts by mediating the proteolysis of TAK-1-binding protein-1 (TAB1), a p38 regulator (Halle et al., 2009). Gp63 of both L. major and L. mexicana amastigotes and promastigotes activates SHP-1 in macrophages in a cleavage-dependent manner leading to p38 down-regulation (Gomez et al., 2009; Abu-Dayyeh et al., 2010). Gp63-mediated inactivation of p38 could consequently inhibit IL-12 production. Conversely, the LPG of L. braziliensis and L. infantum also activates ERK1/2, but abrogates not only IL-12 production, but also that of IL-10 (Ibraim et al., 2013). Further studies are needed to understand the mechanisms by which LPG modulates MAPK and IL-12 production in an IL-10-independent manner. L. mexicana LPG can also manipulate the MAPK pathway and inhibit IL-12 but this seems to be due to the impairment of NFκB translocation caused by LPG (Cameron et al., 2004; Argueta-Donohué et al., 2008; Table 1A).

TABLE 1. Trypanosomatids-released proteins and their action on MAPK pathway in macrophages and T cells.
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TRYPANOSOMA CRUZI TRIGGERS MOLECULES TO REGULATE THE MAPK PATHWAY AND CYTOKINE PRODUCTION

The mechanisms by which T. cruzi evades the host’s immune response by acting on the MAPK pathway have been poorly studied and are therefore incompletely understood. However, it is well established that upon cell invasion, T. cruzi begins to subvert signaling pathways and to use host molecules to favor its entry and survival inside host cells. For instance, T. cruzi extracellular amastigotes (EAs) recruit both host protein kinase D1 (PKD1) and cortactin to induce PKD1 autophosphorylation and cortactin activation by ERK, leading to the recruitment of host actin that allows parasite entry into HeLa cells (Bonfim-Melo et al., 2015). T. cruzi, as well as Leishmania spp., is able to induce: (i) ERK1/2, but not p38 MAPK, activation in macrophages and dendritic cells (Mukherjee et al., 2004); and (ii) increased IL-10 and decreased IL-12 production (Poncini et al., 2008). These effects impair the formation of an efficient Th1 inflammatory response (Alba Soto et al., 2003, 2010) to allow parasite evasion of the host immune response.

Some T. cruzi molecules are released and activate Toll-like receptors (TLRs), such as TLR2, TLR4, or TLR9, in dendritic cells and macrophages (Tarleton, 2007). This leads to the activation of p38 MAPK and the production of IL-12, favoring an inflammatory response (Ropert et al., 2001; Terrazas et al., 2011). This model is supported by the observations of Terrazas et al. (2011) who showed that dendritic cells exposed to T. cruzi antigens (TcAgs) and TLR ligands induced p38 phosphorylation that was dependent on TcAg-macrophage migration inhibitory factor (MIF) synergism. This led to the enhancement of IL-12 production, thus promoting a Th1-type response (Terrazas et al., 2011).

However, despite the activation of a pro-inflammatory immune response by some parasite molecules, it is well known that several other molecules of such pathogens act against the host’s infected cells and signaling pathways, subverting the host’s immune response against the parasite (Ouaissi et al., 1995; Hovsepian et al., 2011; Castillo et al., 2013; Ruiz Díaz et al., 2015).

One of the proteins released by T. cruzi that disrupts the host’s immune response is Tc52. A protein of 52 kDa, Tc52 is composed of two homologous domains sharing significant homology with glutathione S-transferases (Schöneck et al., 1994), and exhibits both immunomodulatory and virulence roles (Ouaissi et al., 1995, 2002a). When localized in the cytoplasm, a 28 kDa peptide fragment derived from the C-terminal portion of Tc52 (Borges et al., 2003) induces the Tc52-mediated suppression of T cell proliferation, and exerts mitogen-dependent cytokine and chemokine-like activities. Thus, this peptide modulates genes that encode IL-10 and IL-12, leading to increased IL-10 secretion and thereby inhibiting IL-12 (Ouaissi et al., 2002b; Ouaissi and Ouaissi, 2005). Moreover, the events outlined above are probably mediated by MAPKs.

Other proteins related to immune modulation in T. cruzi infection are the glycosylphosphatidylinositol (GPI)-anchored mucins and trans-sialidases (TS). AgC10, a GPI-anchored mucin of 40–50 kDa, inhibits TNF and IL-12 secretion in a p38 MAPK inhibition-dependent manner, impairing the formation of a Th1 response (De Diego et al., 1997; Alcaide and Fresno, 2004). Ropert et al. (2001) reported that ERK1/2 activation was associated with a decrease in IL-12 in macrophages treated with T. cruzi GPI and GPI-mucins, corroborating the participation of these proteins in modulating the host’s immune response. However, they also showed that GPIs and GPI-anchored mucins could activate p38 MAPK later than ERK1/2, thus increasing IL-12 synthesis and generating an opposing effect in the regulation of the immune response by promoting a Th1 response (Ropert et al., 2001). T. cruzi TS have been linked to ERK1/2 activation (Chuenkova and Pereira, 2001). Recently, Ruiz Díaz et al. (2015) confirmed the role of TS in IL-10-stimulated secretion, leading to an imbalance of the Th1 cell response toward an Th2 phenotype (Table 1B). However, despite current knowledge concerning the strategies used by T. cruzi to subvert the host’s immune response, the precise mechanisms by which this occurs remain unknown.

CONCLUSION

The MAPK signaling pathway, responsible for regulating the production of Th1-and Th2-type responses, is targeted by trypanosomatids to modulate the host’s immune response in order to favor parasite replication and survival. The mechanisms whereby Leishmania spp. skew the MAPK signaling pathway to subvert cytokine production and switch a Th1 to a Th2 response are well known compared to those for T. cruzi. Leishmania parasites often target the CD40/MAPK pathway, activating ERK1/2 to increase and decrease IL-10 and IL-12 production, respectively. In comparison, the strategy used by T. cruzi is to trigger molecules to subvert MAPK ERK1/2 and p38 pathways and thus modulate cytokine production. Further studies are required to increase our understanding of the intriguing mechanisms by which T. cruzi manipulates the host’s immune response.
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Protein kinases play important roles in the regulation of cellular activities. In cells infected by pathogens, there is an increasing appreciation that dysregulated expression of protein kinases promotes the success of intracellular infections. In Leishmania-infected cells, expression and activation of protein kinases, such as the mitogen-activated protein kinases, kinases in the PI3-kinase signaling pathway, and kinases in the NF-κB-signaling pathway, are modulated in some manner. Several recent reviews have discussed our current understanding of the roles of these kinases in Leishmania infections. Apart from the kinases in the pathways enumerated above, there are other host cell protein kinases that are activated during the Leishmania infection of mammalian cells whose roles also appear to be significant. This review discusses recent observations on the Abl family of protein kinases and the protein kinase regulated by RNA in Leishmania infections.
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INTRODUCTION

Natural Leishmania infections are initiated by the deposition of promastigotes forms of Leishmania by sand flies at the site of their blood meal. Current understanding is that phagocytes, particularly neutrophils that are recruited earliest to the bite site become a sanctuary for the promastigotes (1). Once within mammalian cells, Leishmania commence to modify their gene expression profile, which culminates with their transformation into amastigote forms. By 24 h post-infection, the parasites are fully transformed into amastigote forms, which are the replicative form of Leishmania within mammalian cells and hosts. Some parasite species (Leishmania tropica, Leishmania major, Leishmania mexicana, and Leishmania braziliensis) replicate within inflammatory cells that are recruited to the bite site, which results in cutaneous lesions; other parasite species (Leishmania donovani and Leishmania infantum) traffic by still poorly understood mechanisms to the visceral organs where they take up residence and participate in the development of infected cell foci. Cells that are recruited to the site of infection are transformed by infection. Under conditions that continue to be investigated, infected cells are induced to release mediators some of which can promote parasite persistence, whereas others contribute to the control of infection. A few recent reviews have discussed our current understanding of the role of several protein kinases, such as the mitogen-activated protein kinases (MAPK), kinases in the PI3-kinase signaling pathway, and kinases in the NF-κB-signaling pathway (2–5), in the transformation of infected cells. In this review, the current understanding of the role of the Abl family of protein kinases that play an early role in transduction of signals will be discussed. Interactions with macrophage surface molecules, including the complement receptor, also plays a role in the activation of protein kinase regulated by RNA (PKR), which induces the release of IFNα, IL-27, and IL-10 among other cytokines that also modulate the host response to infection.

PARASITE INTERNALIZATION

There has been long-standing interest in the molecular interactions that mediate Leishmania parasite entry into mammalian cells. Several phagocytic receptors, including the mannose receptor, scavenger receptor, complement receptors, and Fc receptors (6), have all been shown to be suitable internalization receptors of Leishmania parasites. However, in light of the fact that parasites in mammalian hosts are bathed in serum that contains opsonins including complement components and parasite specific antibodies, it is most likely that opsonin-dependent receptors are the preferred receptors that mediate parasite uptake. The critical importance of antibodies as opsonins for parasite internalization in vivo had been suggested by studies in animals that were genetically modified to be defective in circulating antibodies (7, 8). Those mice developed much smaller lesions as compared to wild-type mice when they were infected with L. mexicana parasites. Small lesions were proposed to be the result of not only reduced parasite uptake but also to be due to a skewed cytokine response (8). A few recent reports have revisited this topic and have explored the contributions of the opsonin-dependent receptors in mediating Leishmania parasite uptake by cells including neutrophils. We initially review the results of those studies to set the appropriate frame of reference for the discussion of the role of the Abl family kinases and PKR.

Numerous reports had assessed the role of the phagocytic receptor in the internalization of Leishmania parasites into macrophages. However, a recent study evaluated uptake of L. donovani parasites either via CR3 or the Fc receptors in the context of their effect on the maturation of the parasitophorous vacuole (PV). These studies were informed by Desjardins and Descoteaux (9) who had shown that upon internalization of L. donovani promastigote forms, the nascent PV undergoes a delay in its maturation. Acquisition of late endocytic pathway characteristics, characterized by the loss of early endosome autoantigen 1 (EEA1) and display of the lysosome associate membrane protein (LAMP-1) on the PV membrane, is delayed as compared to internalization of amastigotes that displays LAMP-1 within an hour of infection. Polando et al. (10) found that the phagocytic receptor that is engaged for parasite internalization affects PV maturation. Specifically, promastigote opsonization with C3-containing serum reduced the PV maturation delay by 2 h, whereas opsonization with Leishmania immune serum reduced the PV maturation delay by 3 h. In a follow paper, Ricardo-Carter et al. (11) showed that there are other biological consequences to the choice of entry receptor. Their contribution to the well-known phenomenon that Leishmania-infected cells do not secrete IL-12 and other inflammatory cytokines in response to lipopolysaccharide was that the underlying suppression mechanism is initiated upon the CR3-mediated uptake of parasites. They ruled out a role for signaling intermediates NFκB p65, MAPK, IRF-1, or IRF-8 in cytokine suppression induced by parasite uptake via CR3. Together, the studies described above are recent contributions to the long held appreciation of the role of the phagocytic receptor in parasite entry into mammalian cells.

As alluded to above, parasites are engulfed by phagocytes that recruited to the site of infection. Among these phagocytes are neutrophils that have been implicated in the “Trojan horse” infection strategy where they serve as a sanctuary for promastigote forms until promastigotes transform into amastigotes and are released or infected neutrophils in distress are engulfed by macrophages. Some of the dynamics of parasite uptake by neutrophils specifically with respect to the phagocytic receptors that mediate parasite entry were investigated by Soong and colleagues (12). When infections were performed in standard cell medium, Carlsen et al. found that although a greater proportion of promastigotes are killed after neutrophil internalization, both promastigote and amastigote forms of Leishmania amazonensis infect neutrophils comparably. Incubation of parasites in heat-inactivated serum obtained from L. amazonensis-infected mice significantly increased uptake by neutrophils of both promastigote and amastigote forms. Interestingly, tissue-derived amastigotes infected neutrophils at a slightly higher rate. Carlsen et al. then observed differences in the quality of neutrophil activation when infections were initiated by either promastigote or amastigote forms. Uptake of promastigote forms by neutrophils elicited reactive oxygen species (ROS) as well as the production of TNFα. By contrast, internalization of amastigotes by neutrophils resulted in the preferential release of IL-10 and ROS as well. Other consequences of this differential activation of neutrophils included the increase in the lifespan of infected neutrophils and their quality of death. Death by necrosis as compared to apoptotic death by neutrophils elicits dramatically different host responses (13). Differential engagement of the opsonin-dependent receptors by Leishmania parasites during their entry into neutrophils appears to result in similar outcomes as compared to macrophages.

ROLE OF Abl FAMILY KINASES IN INTERNALIZATION OF LEISHMANIA PARASITES

Of course, phagocytic receptors are associated with receptor linked kinases that transduce signals into the cell. No recent studies have evaluated the roles of these kinases in Leishmania infections. It should also be acknowledged that in addition to kinases, small GTPases, including Cdc42, Rac1, and Rho, play distinguishable roles in the uptake of particles as well as Leishmania parasites (14). That said, a report by Wetzel et al. (15) uncovered the important role of the Abl family of kinases in the uptake of Leishmania parasites via either the CR3 or the Fc receptor. The Abl family of protein kinases (first discovered as the oncogene in the Abelson leukemia virus) are non-receptor kinases that transduce signals from diverse extracellular stimuli that can result in cytoskeletal rearrangement during phagocytosis, cell to cell contact, and cell motility (16). They are composed of two members, Abl1 and Abl2 (Arg). Using bone marrow-derived macrophages obtained from mice genetically modified to be deficient in Abl1 (Abl−/−), Wetzel et al. found that there was an up to 42% reduction in the uptake of C3bi-opsonized L. amazonensis promastigotes as compared to the uptake of these parasites by cells from wild-type mice. Uptake of antibody-opsonized amastigotes was unaffected in Abl−/− cells. They then showed that Imatinib (an Abl family kinase inhibitor) reduced C3bi-opsonized promastigotes uptake down to comparable levels as the Abl−/−. In addition, cells from mice that were genetically modified to be deficient in both Abl and Arg [because of embryonic lethality of double knockouts, this was achieved by using a conditional knockout strategy to inactivate the abl allele in an arg−/− genetic background (henceforth called dbKO Abl/Arg)] were also shown to have reduced uptake C3bi-opsonized promastigotes. The role of the Abl kinase in mediating the entry of parasites via the CR3 receptor was supported by additional experiments in the mouse macrophage cell line RAW264.7. They showed that C3bi-opsonized promastigotes entry into RAW264.7 was significantly reduced when infections of these cells were performed in the presence of M1/70 (a CR3 blocking antibody) and not F16/32 (an FcR blocking antibody).

Parallel experiments were performed to evaluate the role of Arg kinases (other Abl family member) that has also been implicated in interactions with the cell cytoskeleton. Bone marrow-derived macrophages from mice that were engineered to be genetically deficient in Arg (Arg−/−) were found to take up C3bi-opsonized promastigotes at comparable levels with cells from wild-type mice. However, in these cells, uptake of IgG-opsonized amastigotes was reduced by 46%. Comparable reductions of opsonized amastigotes were observed in dbKO Abl/Arg. In addition, Imatinib also resulted in significantly reduced uptake of opsonized amastigotes. Although the uptake of C3bi-opsonized amastigotes was also reduced in Arg−/− cells, these cells took up C3bi-coated beads as efficiently as did cells from wild-type mice. This latter observation with Leishmania amastigotes underscores the complexity of the internalization schemes employed by these parasites and their capacity to engage other receptors when needed.

The most remarkable part of the Wetzel et al. study was the in vivo experiments. It should be noted that in the in vitro studies, the experimental design called for short-term incubations of parasites with macrophages (20 min in the case of amastigote infections and 90 min in the case of promastigote infections), as these parasites can apparently employ alternate receptors to ensure their uptake. Remarkably, there was significant reduction in the course of infection in Arg−/− mice. This was consistent with the in vitro observations that showed that Arg kinase played a significant role in the uptake of IgG-opsonized amastigotes. Further confirmation of the critical role of parasite uptake mediated by Arg kinase was obtained in dbKO Abl/Arg mice and in mice treated with Imatinib. Reduced lesion sizes in these mice corresponded with significant reductions in the parasite burden that was determined at the end of the experiment. Imatinib had been shown not to have a direct effect on parasite viability. The authors of the study concluded that the reduction in parasite burden and by consequence the limitation of the course of infection was due to the role of the Abl family kinases in the uptake of these parasites. Although Abl family kinases play important roles in T cell functions, T cell responses in the Abl family kinase knockout mice appeared as well as in the drug-treated mice appeared normal, which ruled out the possibility that alterations in the course of infections were the result of T cell abnormalities.

The Abl family of protein kinases might play a greater role in Leishmania infections than is presently appreciated. The observations with Imatinib suggest that this drug or a derivative could be useful in combination with other drugs that target the parasite to control Leishmania infections. Along these lines, the uptake of several bacterial pathogens, including Shigella flexneri, Chlamydia trachomatis, and Mycobacterium spp., has also been shown to utilize the Abl family of tyrosine kinases during their entry into cells (17–19). In infections by Mycobacterium tuberculosis and Mycobacterium marinum, Napier et al. showed that administration of Imatinib to infected mice reduced their bacterial load and associated pathology. Taken together, these studies lend support to the proposition that identification of cellular host genes that are exploited by pathogens could be targeted to control a significant group of pathogens (20).

PROTEIN KINASE REGULATED BY RNA

The PKR is an important antiviral kinase that promotes many cellular processes, including cytokine production. During some viral infections, the viral dsRNA binds to the N-terminal of PKR, which results in dimerization and autophosphorylation of PKRs. Once the PKR is activated, it phosphorylates and inhibits the eukaryotic translation initiation factor 2α (elf2α) to reduce overall translation levels of the host cell proteins (21). Besides the inhibition of translation, PKR can also activate NF-κB, which acts to increase the production of cytokines (such as IL-10 and type 1 interferons) from the host cell. PKR is also activated in bacterial infections; however, its role appears to be controversial. In some bacterial infections, PKR activation has been shown to be induced upon the interactions of their cell wall components with toll-like receptors (TLRs). PKRs in turn activate NF-κB signaling that culminates in the production of inflammatory cytokines, including TNF-α and IL-6 (22). However, as we discuss below, in some infections, activation of PKRs is disease promoting.

ROLE OF PKR IN L. AMAZONENSIS

In several recent publications, Lopes and colleagues have provided evidence of an infection enhancing role of PKR in L. amazonensis infections. Pereira et al. (23) showed that L. amazonensis infection of cultured human or mouse macrophage cell lines induced the activation of PKR as monitored by the time-dependent increase in the phosphorylated form of PKR (pPKR). Supportive evidence of the increased activation of PKR by L. amazonensis infection was obtained by the observation of a time-dependent increase in the pelf2α. They then showed interestingly that infections performed in cells expressing a dominant negative mutant of PKR had lesser parasites than in controls, suggesting that pPKR induction augments the L. amazonensis parasite burden. Although activation of PKR by other stimuli such as poly(I:C) had been shown to be associated with induction of NO production, they found that L. amazonensis infection inhibited PKR-dependent NO production by a mechanism that involved aberrant induction of NF-κB; specifically, infection induced the translocation of the inhibitory p50/p50 homodimer into the nucleus. In a subsequent study by Barreto-de-Souza et al. (24), they showed that PKR augmentation of L. amazonensis infections occurs subsequent to its induction of IL-27, which is a cytokine that is structurally related to IL-12 (25). IL-27 that is produced in a time-dependent manner by L. amazonensis infection can be inhibited by expression of a dominant negative form of PKR. Addition of exogenous IL-27 enhanced the L. amazonensis load in infected cultures. Augmentation of L. amazonensis in cells was inhibitable by addition of anti-IL-27 to the infection cultures. Given that some reports have shown that IL-27 induces IL-10 production, which can in turn participate in the inhibition of L. amazonensis proliferation, Barreto-de-Souza et al. performed infections in the presence of exogenous IL-27 and antibodies to IL-10 receptor. Inhibition of IL-10 uptake by cells reduced the IL-27 enhancement of L. amazonensis infection.

These observations are consistent with studies that evaluated M. tuberculosis infections in mice that were deficient in PKR. PKR−/− mice were found to contain fewer viable bacteria than wild-type mice after infection with Mtb (26). In addition, PKR−/− mice exhibited less pulmonary pathology than wild-type mice. It was then shown that in the absence of PKR, infected cells were more prone to undergo apoptosis in response to Mtb infection and exhibited enhanced activation in response to IFN-γ. They reasoned that PKR promotes most likely induces a constitutive low level of IL-10 production that restrains macrophage activation and by so doing promotes pathogen persistence. Administration of a PKR inhibitor is therefore a plausible approach for pathogen control.

ROLE OF PKR IN L. MAJOR INFECTIONS

An opposite role for PKR has been observed in L. major infections. Here, PKR activation is associated with increased L. major death within infected cells. This was observed acutely in infection studies in RAW264.7 macrophages where at 3 h post-infection the parasite burden in wild-type cells (RAW-Bla, transfected with empty plasmid) was comparable to the burden in cells expressing a dominant negative variant of PKR (RAW-DN-PKR) (27). However, at 24 h post-infection, the burden of L. major parasites in RAW-Bla cells was significantly less than in RAW-DN-PKR. Poly(I:C) had no effect on the survival of L. major in RAW-DN-PKR cells. It had previously been observed that unlike in infections with L. amazonensis, in which infection induces the translocation of the p50/p50 NF-κB homodimers into the nucleus, even upon poly(I:C) stimulation, L. major infection resulted in translocation of the stimulatory p65/p50 heterodimers. Evidently, L. major and L. amazonensis must express different infection promoting mechanisms. In light of previous studies that had characterized the inhibitor of parasite elastase (ISP) in L. major and that had shown that ISPs bind to neutrophil elastase (NE) on the surface of macrophages, the role of ISPs as potential regulators of macrophage responses to L. major was evaluated. Parasites that were deficient in ISPs (Δisp2/isp3) were derived and evaluated in infections of RAW-Bla and RAW-DN-PKR cells (27, 28). Interestingly, ISP-deficient cells were internalized more efficiently by RAW-Bla macrophages. They also survived better in RAW-DN-PKR macrophages, which suggested that PKR plays a role in reduced survival of L. major in macrophages. This observation was confirmed in infections of primary cells from PKR−/− mice and wild-type mice (129Sv); L. major parasite burdens at 24 h post-infection were not different from those in cells for PKR−/− mice. This was different from the observations in infections with L. amazonensis where a deficiency of PKR eliminated the augmentation of parasite burdens.

Additional studies to identify the cellular receptors that mediate the activation of PKR during L. major infections found that TLR2, TLR4, and CR3 most likely work in concert with neutrophil elastase to activate PKR. In light of differences in susceptibility of L. major to the induction of PKR, which is in contrast to L. amazonensis that is induced to replicate, Faria et al. (27) proposed that ISP characteristics of these species could be the significant difference. L. major parasites express higher levels of ISPs as compared to L. amazonensis. These ISPs then interact differentially with TLR2 and TLR4 that form a complex with neutrophil elastase and CR3. L. amazonensis appears to exhibit a greater preference for interactions with TLR2. Taken together, the parasite’s interactions with surface receptors, including CR3, set in motion the eventual activation of PKR that controls parasite replication, survival, as well as the release of critical cytokines by infected cells.

CONCLUDING REMARKS

An understanding of how mammalian cells cope with or are transformed by Leishmania infection will necessitate a complete understanding of changes in activation of many host cell protein kinases. Parasite interactions with surface molecules on mammalian host cells initiates host cell responses that significantly influence the progress of the infection. The Abl family of protein kinases and also PKR are non-receptor protein kinases that play important roles in determining the outcome of Leishmania infections. Detailed studies of responses elicited to each Leishmania species underscore the differences between these parasites.
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Chagas disease is one of the prevalent neglected tropical diseases, affecting at least 6–7 million individuals in Latin America. It is caused by the protozoan parasite Trypanosoma cruzi, which is transmitted to vertebrate hosts by blood-sucking insects. After infection, the parasite invades and multiplies in the myocardium, leading to acute myocarditis that kills around 5% of untreated individuals. T. cruzi secretes proteins that manipulate multiple host cell signaling pathways to promote host cell invasion. The primary secreted lysosomal peptidase in T. cruzi is cruzipain, which has been shown to modulate the host immune response. Cruzipain hinders macrophage activation during the early stages of infection by interrupting the NF-kB P65 mediated signaling pathway. This allows the parasite to survive and replicate, and may contribute to the spread of infection in acute Chagas disease. Another secreted protein P21, which is expressed in all of the developmental stages of T. cruzi, has been shown to modulate host phagocytosis signaling pathways. The parasite also secretes soluble factors that exert effects on host extracellular matrix, such as proteolytic degradation of collagens. Finally, secreted phospholipase A from T. cruzi contributes to lipid modifications on host cells and concomitantly activates the PKC signaling pathway. Here, we present a brief review of the interaction between secreted proteins from T. cruzi and the host cells, emphasizing the manipulation of host signaling pathways during invasion.
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INTRODUCTION

Trypanosoma cruzi: Life Cycle and Chagas Disease

Chagas disease is caused by the protozoan parasite Trypanosoma cruzi, affects 6–7 million individuals, primarily in Latin America, and is associated with negative economic impacts in developing countries (http://www.who.int/mediacentre/factsheets/fs340/en/). T. cruzi is transmitted to vertebrate hosts by the triatomine vector Triatoma infestans. Despite its high incidence and economic costs, Chagas disease remains a neglected tropical disease; it does not have an effective pharmacological treatment and there are minimal investments in finding a cure for Chagas disease (Clayton, 2010; Souza et al., 2010). The life cycle of T. cruzi has four developmental phases that occur in the hematophagous insect vector and bloodstream and tissues of mammalian hosts (Souza et al., 2010). The epimastigote (EPI) is a non-infectious replicative form found in the vector’s digestive tract. The EPI differentiates into the metacyclic trypomastigote (MT), which is transmitted to mammals through the insect’s feces during a blood meal or by the oral route. The MT invade mammalian host cells where they transform into an amastigote (AMA) that replicates intracellularly. After a multiple rounds of replication, the AMAs differentiate back into trypomastigotes (TCTs), which are released into the extracellular milieu when the host cell is disrupted. TCTs can invade neighboring host cells or be released into the blood stream where they can infect other tissues or be ingested by a feeding insect. Once the host has been infected, the parasite can invade and multiply in the myocardium, leading to acute myocarditis, which kills around 5% of untreated individuals (Ponce et al., 2013).

Similar to other intracellular protozoa, T. cruzi is an intracellular parasite that invades different types of cells to evade the host immune system (Guiñazú et al., 2007). Intracellular parasites have complex lifecycles that involve several developmental stages, and usually contain multiple secreted proteins that can manipulate host cell signaling pathways to promote parasite adhesion, recognition, and invasion (Burleigh and Woolsey, 2002). The complex interplay between proteins secreted by T. cruzi that affect the host cell environment or contribute to immune evasion likely influences the outcome of infection. Understanding the role of secreted proteins during T. cruzi infection is critical to deepen the knowledge of the pathogenesis of Chagas disease (McConville et al., 2002).

T. cruzi Secretome

In eukaryotes, secreted proteins typically contain an N-terminal signal peptide that directs them to the classical endoplasmic reticulum (ER)/Golgi-dependent secretion pathway. Secretory proteins that do not contain the signal peptide are secreted outside the plasma membrane using non-classical secretory pathways including, membrane-bound extracellular vesicles (EVs), such as exosomes and ectosomes (Nickel and Seedorf, 2008; Simpson and Mathivanan, 2012). Only a small fraction (∼9%) of the proteins in the T. cruzi secretome contain an N-terminal signal peptide suggesting that they are secreted by classical pathways (Bayer-Santos et al., 2013), the remaining proteins are likely secreted by non-classical pathways (Torrecilhas et al., 2009, 2012; Bayer-Santos et al., 2013; Marcilla et al., 2014).

Secretion or shedding of EVs by T. cruzi can occur spontaneously or be induced by nutritional or chemical stress (da Silveira et al., 1979; Torrecilhas et al., 2009, 2012; Bayer-Santos et al., 2013; Marcilla et al., 2014). A considerable number of the T. cruzi secreted/excreted proteins have been characterized at the structural and functional levels. Some of the secreted T. cruzi proteins, such as the trans-sialidase (TS) glycoproteins (TS/SAPA, Tc85, gp82, gp90, CRP, TESA), mucin-associated surface proteins (MASP), cruzipain, gp63, mucins, and serine-, alanine-, and proline-rich proteins (SAP), are associated with the plasma membrane via a glycosylphosphatidylinositol (GPI) anchor (Torrecilhas et al., 2009, 2012; Bayer-Santos et al., 2013; Marcilla et al., 2014). Several of these proteins (e.g., TS/SAPA, CRP, mucins) are also spontaneously shed from the parasite surface in a soluble form that lacks the GPI anchor, possibly due to cleavage by an endogenous phospholipase C (Affranchino et al., 1989; de Almeida and Heise, 1993; Bartholomeu et al., 2009; de Pablos et al., 2011; Cánepa et al., 2012a). Others (e.g., Tc85) are shed with the GPI anchor linked to membrane vesicles (Zingales et al., 1985; Abuin et al., 1996a).

Trypomastigotes and AMAs release EVs containing virulence factors involved in: (i) host cell invasion and intracellular parasite development, such as the TS and TS-like proteins (Zingales et al., 1985; Gonçalves et al., 1991; Schenkman et al., 1991; Abuin et al., 1996a,b; Torrecilhas et al., 2009, 2012; Cánepa et al., 2012a; Maeda et al., 2012; Bayer-Santos et al., 2013; Marcilla et al., 2014; Mattos et al., 2014), peptidyl prolyl cis-trans-isomerase (Moro et al., 1995), oligopeptidases and proteases (Meirelles et al., 1992; Caler et al., 1998; Scharfstein et al., 2000; Cuevas et al., 2003; Bastos et al., 2005; Doyle et al., 2011; Maeda et al., 2014), phospolipases A1 and C (Andrews et al., 1988; Rosenberg et al., 1991; Furuya et al., 2000; Okura et al., 2005; Belaunzarán et al., 2007, 2013; Castillo et al., 2013); mucins and mucin-like proteins (Gazzinelli et al., 1991; de Diego et al., 1997; Kierszenbaum et al., 1999; Pereira-Chioccola et al., 2000; Kierszenbaum et al., 2002; Alcaide and Fresno, 2004; Cánepa et al., 2012b), MASP (de Pablos et al., 2011; Cánepa et al., 2012a), SAP (Baida et al., 2006; Zanforlin et al., 2013), P21 AMA specific proteins (da Silva et al., 2009), surface membrane proteins (TcSMP; Martins et al., 2015); (ii) immune evasion (Andrews et al., 1990; Norris et al., 1991; Norris and Schrimpf, 1994; Ouaissi et al., 1995; Reina-San-Martin et al., 2000; Martin et al., 2006; Mott et al., 2011; Kulkarni et al., 2013; Nogueira et al., 2015); and (iii) increased heart parasitism, inflammation, and arrhythmia that contribute to the pathogenesis of Chagas disease (Torrecilhas et al., 2009; Nogueira et al., 2015; Rodriguez-Angulo et al., 2015). In addition, some of the secreted/excreted proteins are diagnostic markers for Chagas disease (Jazin et al., 1995; Umezawa et al., 1996; Agusti et al., 2000; Bernabó et al., 2013). This mini review will focus on specific molecules secreted by T. cruzi that have already been identified as interfering with host cell signaling and that ultimately play a role in the ability of T. cruzi to evade the immune system.

T. cruzi Cruzipain: A Role in Evading the Host Immune Response and Promoting Survival in Cardiomyocytes

To facilitate their entry into non-phagocytic cells, infectious TCTs employ an arsenal of surface glycoproteins, secreted proteases, and signaling agonists to actively manipulate multiple host cell signaling pathways (Burleigh and Woolsey, 2002). Several studies using synthetic irreversible cysteine peptidase inhibitors have demonstrated that T. cruzi infectivity, host immune evasion, and intracellular growth depend on the activity of cruzipain (Meirelles et al., 1992; Waghabi et al., 2005; McKerrow et al., 2008). To facilitate entry into non-phagocytic cells like endothelial cells and cardiomyocytes, cruzipain acts on a cell-bound kininogen to generate bradykinin, which upon recognition by the B2 bradykinin receptor, triggers the Ca2+ mobilization required for parasite internalization (Scharfstein et al., 2000; Guiñazú et al., 2007; Maeda et al., 2014).

Murine macrophages stimulated with cruzipain up-regulate arginase activity and increase production of IL-10 and TGF-β, thereby increasing T. cruzi survival (Stempin et al., 2002). TGF-β in particular can suppress some of the microbicidal functions of macrophages and is one way that parasites create a favorable cellular microenvironment to gain a survival advantage (Gantt et al., 2003; Waghabi et al., 2005). Previous studies have demonstrated that forms of T. cruzi are able to activate latent TGF-β (Waghabi et al., 2005). Treatment of macrophages with increasing doses of cruzipain promoted the activation of TGF-β in a dose-dependent manner, confirming that this peptidase is capable of activating latent TGF-β in the absence of any other host or parasite factors (Ferrão et al., 2015). In addition, transgenic EPIs overexpressing chagasin, a natural cruzipain inhibitor, were significantly less able to activate latent TGF-β when compared to wild type parasites (Santos et al., 2005; Ferrão et al., 2015).

The role of cruzipain in cell entry and TGF-β production suggest that it may function during the early events of macrophage infection to facilitate parasite survival and replication. Taken together, the data suggests that cruzipain is a potential pharmaceutical target as it may have an essential role in the pathogenesis of Chagas disease (Guiñazú et al., 2007; Doyle et al., 2011). Based on this evidence, cruzipain inhibitors are considered promising anti-T. cruzi chemotherapeutic agents (Ndao et al., 2014; Branquinha et al., 2015). Irreversible cruzipain inhibitors, such as the prototype molecule K777 (also known as K11777) have been efficacious in experimental models of T. cruzi infection (Engel et al., 1998; Barr et al., 2005; Doyle et al., 2011).

In parallel to the immunological findings, cruzipain promotes cardiomyocyte survival via the PI3K and MEK1-dependent signaling pathways (Aoki et al., 2004, 2006). Cardiomyocytes were pretreated with PI3K or MAPK inhibitors and grown in the presence or absence of cruzipain. Cardiomyocyte apoptosis was decreased after cruzipain treatment, but this protective effect was reduced by incubation with PI3K and MEK1 inhibitors, which had no effect on cruzipain-mediated cardiomyocyte survival in the absence of cruzipain. These findings suggest the survival effects of cruzipain are regulated by effector proteins downstream of PI3K and MEK1. Moreover, T. cruzi infection as well as cruzipain itself mediates the phosphorylation of ERK1/2 and Akt, and cruzipain inhibits proteolytic cleavage of caspase 3 via PI3K and MEK1-dependent signaling pathways (Fujio et al., 2000; Aoki et al., 2006). Together the data strongly suggest cruzipain mediates survival in part via anti-apoptotic PI3K/MEK1 signaling. Another study has shown that the anti-apoptotic effect of cruzipain is also mediated in part by arginase activity and Bcl-2 expression (Aoki et al., 2004). Thus, cruzipain activates at least two signaling pathways leading to enhanced cardiomyocyte survival. Parallel activation of these signal transduction pathways may represent a cellular strategy to amplify survival signals in the target cell. Elucidating the pro-survival pathways may lead to a better understanding of the parasite–host relationship and may provide useful targets for the treatment of Chagas disease (Aoki et al., 2004, 2006).

T. cruzi Phospholipase A1: A Role in Activating Host Protein Kinase C (PKC) Throughout Infection

Phospholipases play a critical role in some physiological processes including the generation of signaling lipids that are relevant to disease (Dennis, 2015). In the case of T. cruzi, phospholipid degrading enzymes are associated with the inflammatory responses elicited by degenerating AMA nests in the tissues of patients with Chagas disease (Wainszelbaum et al., 2001).

Throughout its life cycle, T. cruzi has to adapt to different environments through morphological and functional changes that involve complex networks of enzymatic pathways, including phospholipases. T. cruzi Phospholipase A1 (Tc-PLA1) is secreted by the parasite into the extracellular medium and shows remarkably higher membrane-bound activity in infectious AMAs and TCTs (Wainszelbaum et al., 2001; Belaunzarán et al., 2007). In VERO cells, treatment with Tc-PLA1 and PMA (phorbol 12-myristate 13-acetate), a known PKC activator, demonstrated that Tc-PLA1 is involved in host cell lipid modifications leading to PKC activation (34). Tc-PLA1 significantly modified the host cell lipid profile by generating secondary lipid messengers (DG, FFA, and LPC) and concomitant PKC activation. PKC has been implicated in increased parasite invasion, suggesting that Tc-PLA1 is involved in the early events of parasite–host cell interaction preceding parasite invasion (Belaunzarán et al., 2007). Specific anti- Tc-PLA1 antibodies can bind to the surface of the parasite and neutralize Tc-PLA1 activity, preventing parasite invasion. This suggests that Tc-PLA1 is an emerging virulence factor for T. cruzi and emphasizes the promise of Tc-PLA1 as a potential therapeutic target (Belaunzarán et al., 2007). Taking these findings into consideration, Tc-PLA1-mediated host cell PKC activation could modulate Ca2+ release from intracellular stores thereby contributing to parasite invasion. Ca2+ mobilization, in both host cell and parasite, is required during the internalization process (Villalta et al., 1999; Yoshida, 2006; Souza et al., 2010; Maeda et al., 2012). In addition, T. cruzi infective stages partially incorporated and metabolized LPC, therefore the remaining extracellular LPC might exert a toxic effect on the host cell, reinforcing the involvement of Tc-PLA1 in the pathogenesis. In this concern, it has been described that LPC inhibits nitric oxide production by T. cruzi stimulated macrophages (Figure 1), and thus interferes with the vertebrate host immune system (Belaunzarán et al., 2007).
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FIGURE 1. To ensure successful invasion of the host cell T. cruzi has developed a multi-step process with redundant mechanisms involving diverse host and parasite molecules. The enzyme Plase A1 (Tc-Plase A1) is secreted by T. cruzi and is widely present during the infectious life stages. Tc-Plase A1 may contribute to lipid modifications on host cells and concomitantly activates the PKC signaling pathway. This suggests that Tc-Plase A1 is involved in the early events of the parasite–host cell interaction and precedes parasite invasion.



Secreted T. cruzi Cyclophilin Inactivates the Lytic Vector Defense

Trypanosoma cruzi not only has to interact with the mammalian host but also with its insect vector (Triatoma infestans), and many of these interactions are still unknown. Innate immune cationic antimicrobial peptides (CAMPs) are expressed by a wide variety of insects to prevent microbial colonization and infection. Several CAMPs have been identified from the saliva, hemolymph, and intestinal tract of reduviid insects (Lopez et al., 2003). Kulkarni et al. (2013) studied the interactions between CAMPs and T. cruzi, and found a unique parasite-driven pathway that modified host CAMPs. Parasites exposed to cyclophilin-trialysin have enhanced binding and invasion in myoblasts pre-grown leading to higher infectivity. They found that secreted parasite cyclophilin, a peptidyl-prolyl isomerase involved in protein folding (Kulkarni et al., 2013; Carraro et al., 2015), binds to and inactivates trialysin via its proline residue. Replicating insect-stage parasites secrete cyclophilin 19 as they migrate through the reduviid gastrointestinal tract. Cyclophilin 19 binds to and isomerizes the CAMP peptide neutralizing its anti-parasitic activity. The cyclophilin-trialysin complex then synergistically acts on the parasites to activate calcineurin phosphatase signaling, which drives metabolic activation and ATP production leading to enhanced infectivity. This parasite pathway is a mechanism of CAMP recognition, evasion, and adaptation mediated through calcineurin intracellular signaling (Kulkarni et al., 2013; Carraro et al., 2015). These findings also represent one of the few descriptions of specific stimuli that enhance infectivity of T. cruzi and indicate a defined host molecule-based environmental sensing mechanism in this group of organisms (Kulkarni et al., 2013).

T. cruzi Soluble Factors: Effects on the Host Extracellular Matrix

Trypomastigotes trigger rapid changes in the host cell signaling pathways during their early interactions with mammalian host cells to facilitate the process of parasite entry into non-professional phagocytic cells (Giddings et al., 2006; Yoshida, 2008). However, T. cruzi also affects the host cell downstream of the invasion process. Transcriptional profiling of T. cruzi-infected fibroblasts showed that the earliest detectable changes triggered by infectious TCTs involved downregulation of a small subset of genes including members of the CCN family (cyr61 and ctgf/ccn2) that play critical roles in cardiovascular development (angiogenesis), injury repair, fibrotic disease, and extracellular matrix (ECM) homeostasis (Chen and Lau, 2009; Mott et al., 2011). Connective tissue growth factor (CTGF/CCN2) promotes cell proliferation and cooperates with TGF-ß to promote myofibroblast differentiation and enhanced ECM synthesis. Mott et al. (2011) showed that T. cruzi may release a factor that inhibits TGF-ß-mediated expression of CTGF/CCN2. The expression of CTGF/CCN2 is also controlled by the ETS family of transcriptional factors, which are regulated through MAP kinase signaling. T. cruzi-dependent abrogation of CTGF/CCN2 expression in human dermal fibroblasts is associated with inhibition of both basal and agonist-induced activation of MAP kinase signaling (Mott et al., 2011). T. cruzi-mediated down-regulation of CTGF expression requires de novo host cell protein synthesis, indicating that the ability of T. cruzi to interfere with the host fibrogenic response is a complex process requiring input from multiple host cell signaling pathways (Unnikrishnan and Burleigh, 2004; Mott et al., 2011).

Regarding the impact of T. cruzi secreted factors on TGF-ß-induced fibroblast gene expression, a discrete subset of agonist-inducible fibroblast genes are sensitive to factors secreted/released by T. cruzi. A study reports that the group of TGFß-inducible genes that exhibit the highest sensitivity to a T. cruzi secreted/released fraction are MAP kinase-regulated genes that function in wound repair, ECM remodeling, and host response pathways. Inhibition of ECM synthesis because of these secreted parasite factors would facilitate dissemination from early sites of infection (Mott et al., 2011).

Secreted T. cruzi P21 Enhances Host Phagocytosis

P21 is a secreted protein expressed in all of the developmental stages in the T. cruzi lifecycle that may play an important role in parasite internalization (da Silva et al., 2009). Rodrigues et al. (2012) engineered a recombinant protein based on P21 (P21-His6) and then assessed its ability to upregulate phagocytosis in macrophages and alter host cell signaling. P21-His6 upregulated phagocytosis in macrophages in a manner dependent on CXCR4-binding and actin polymerization, and triggered the PI3K signaling pathway (Rodrigues et al., 2012). P21-His6 required PI3K signaling independent of AKT for its function (Vasudevan et al., 2009; Lee et al., 2011). PI3K-dependent signal transduction through the Rho-family GTPases occurs during FcR-mediated phagocytosis and that PI3K-dependent deactivation of Cdc42 is necessary for phagocytosis. Moreover, the activities of PI3K and Cdc42 are linked: FcR-activated Cdc42 stimulates PI3K, which increases concentrations of PI(3,4,5)P3 in phagocytic cups, allowing the PI(3,4,5)P3-dependent deactivation of Cdc42 that is necessary to complete phagocytosis (Beemiller et al., 2010). In addition, previous work has provided evidence of PI3K activation in non-professional phagocytic cells during T. cruzi cell invasion (Woolsey et al., 2003; Rodrigues et al., 2012). In sum, P21 serves as part of the host cell invasion machinery by triggering actin polymerization on the host cell through interactions with the CXCR4 chemokine receptor on the cell membrane, and favoring its own phagocytosis into the host (dos Santos et al., 2014).

T. cruzi MASP: A Role in Evading Host Immune Cells

The annotation of the T. cruzi genome revealed a new multigene family composed of approximately 1,300 genes, which became known as MASPs because they were clustered with genes encoding mucins and other surface protein families (El-Sayed et al., 2005). MASP proteins are GPI-anchored glycoproteins expressed on the surface of the circulating infectious forms of the parasite that can be secreted into the extracellular medium (Bartholomeu et al., 2009; dos Santos et al., 2012; Serna et al., 2014). MASP is the second largest gene family (1377 genes and 433 pseudogenes), representing approximately 6% of the T. cruzi genome (Serna et al., 2014).

dos Santos et al. (2012) using antibody recognition of several MASP peptides observed the interaction of these proteins with the host immune system during acute T. cruzi infection. The MASP family may play a role in promoting the polyclonal lymphocyte activation that leads to hypergammaglobulinemia and the delayed specific humoral immune response, characteristic of the acute phase of Chagas disease. Polyclonal B-cell activation might diffuse the immune response, preventing the development of a specific and neutralizing response against the parasite and its complete elimination. Additionally, MASP peptides could possibly mediate both specific T-cell dependent and non-specific T-cell independent immune responses. This hypothesis is partially supported by the differential recognition of MASPs by immunoglobulin (Ig) M and IgG and the difference in the antibody affinity levels against each of the synthetic peptides. All of these phenomena are suggestive of an immune evasion mechanism (Reina-San-Martin et al., 2000; Minoprio, 2001; Gao et al., 2002; dos Santos et al., 2012).

CONCLUDING REMARKS

Host cell invasion and parasite internalization are important steps in the evolution of parasitism by several pathogens. These processes present at least two important advantages: protection against the host immune response and access to a microenvironment rich in metabolic products (Barrias et al., 2012). Substantial progress has been made in understanding the roles of secreted proteins in infection and invasion by pathogenic T. cruzi. Host cell intracellular signaling can combat the infection; but it can also favor parasite entry. Parasites hijack the host immune response, phagocytosis, ECM, and anti-parasitic proteins for their own survival, replication, and immune evasion purposes. The complex networks are interconnected and require extensive study to identify intracellular rearrangements that facilitate parasite internalization; the tools in use today include bioinformatics, novel molecular level studies, and new experimental drugs. A multidisciplinary approach to understanding parasite host interaction will be critical to better understand T. cruzi physiopathology, diagnosis, and treatment.
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Immunity to pathogens exists as a fine balance between promoting activation and expansion of effector cells, while simultaneously limiting normal and aberrant responses. These seemingly opposing functions are kept in check by immune regulators. The mechanistic target of rapamycin (mTOR) is a serine/threonine kinase that senses nutrient availability and, in turn, regulates cell metabolism, growth, and survival accordingly. mTOR plays a pivotal role in facilitating immune defense against invading pathogens by regulating the differentiation, activation, and effector functions of lymphoid cells. Here, we focus on the emerging and sometimes contradictory roles of mTOR in orchestrating lymphoid cell-mediated host immune responses to pathogens. A thorough understanding of how mTOR impacts lymphoid cells in pathogen defense will provide the necessary base for developing therapeutic interventions for infectious diseases.
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The mechanistic target of rapamycin (mTOR) is an evolutionarily conserved serine/threonine kinase that is ubiquitously expressed in immune cells. mTOR integrates multiple environmental signals to regulate diverse cellular processes including protein translation, cell growth, proliferation, metabolism, migration, and survival. Accordingly, mTOR plays a key role in multiple components of both myeloid and lymphoid cell differentiation, activation, and acquisition of effector functions. Through regulation of these key mechanisms, mTOR has an essential role in generating and regulating immune cells to combat pathogens.

The emerging view describes mTOR not as a single trigger for a linear cascade of events, but rather as a multifunctional orchestrator of diverse immune responses. In this review, we detail the current understanding of mTOR as a multifaceted regulator of immunity to pathogens through its impact on lymphoid cells. Specifically, we describe mTOR regulation of natural killer (NK) cells, invariant natural killer T (iNKT) cells, CD8 and CD4 T cells, and B cells during immunity to pathogens. The regulation of myeloid cells has been extensively reviewed recently (1). We also explore how mTOR inhibition may be utilized to enhance immunity to pathogens and discuss implications for vaccine design.

mTOR COMPLEXES AND SIGNALING CASCADES

Mechanistic target of rapamycin functions as two signaling complexes in mammalian cells: mTOR complex 1 (mTORC1) and mTOR complex 2 (mTORC2) (Figure 1). mTORC1 includes a scaffolding protein, regulatory-associated protein of mTOR (Raptor), DEP-containing mTOR interacting protein (Deptor), mammalian lethal with Sec13 protein (mLST8), and the Proline-Rich AKT substrate (PRAS40). Similarly, mTORC2 also comprises mTOR, Deptor, and mLST8, with the addition of the scaffold protein Raptor-independent Companion of TOR (Rictor), the Protein observed with Rictor (Proctor), and the mammalian stress activated protein kinase-interacting protein 1 (mSIN1).


[image: image1]

FIGURE 1 | Signaling cascades promoting mTOR activation. mTOR regulates multiple cellular processes via two distinct complexes: mTORC1 and mTORC2. Growth factors, TCR engagement, costimulation, and cytokines all contribute to PI3K activation, which leads to the recruitment of Akt to the membrane, where it is phosphorylated at position threonine 308. Activated Akt then phosphorylates the TSC1/TSC2 inhibitory complex, which releases Rheb and induces accumulation of Rheb-GTP to promote mTORC1 activity. Rapamycin inhibits mTOR by binding to the intracellular partner, FKBP12, which directly inhibits mTORC1. Upstream regulation of mTORC2 is less known, but is downstream of PI3K activation. Association with ribosomes regulates mTORC2 activation. mTORC2 is typically regarded as insensitive to rapamycin; however, prolonged rapamycin treatment can reduce mTORC2 activity. Arrows and bars represent activation and inhibition, respectively. Dashed lines indicate that the exact mechanism is unknown.



mTOR complex 1 is activated in response to various extracellular stimuli including nutrients, growth factors, stress, cytokines, and antigen receptor signaling. When nutrients and these stimuli are readily available, mTORC1 activity is high, and energy-demanding cellular processes such as translation and ribosomal biogenesis are promoted. Extracellular stimuli activate mTORC1 by triggering a signaling cascade through PI3 kinase (PI3K) and the protein kinase, Akt. Akt then phosphorylates the mTORC1 repression factor, consisting of tuberous sclerosis complex 1 (TSC1) and TSC2. Phosphorylation of the TSC complex prevents it from inhibiting Rheb, which is essential for mTORC1 activation. Additionally, mTORC1 can also be activated in a TSC-independent process, whereby Akt blocks inhibition of mTORC1 by phosphorylating PRAS40 to stabilize the mTOR–Raptor interaction (2, 3). Activation of mTORC1 leads to phosphorylation of p70–S6 kinase (S6K) and the eukaryotic initiation factor 4E-binding protein (4E-BP1), which helps regulate translation (4–6). mTORC1 signaling also increases the rate of glycolysis by inducing the expression of HIF-1α and c-Myc. Conversely, mTORC1 activity is inhibited when nutrient-associated cues are lacking. For example, in response to a decrease in the ATP/ADP ratio, the AMP-activated protein kinase (AMPK) becomes activated, and in turn, inhibits mTOR activity by phosphorylating TSC2 or Raptor.

Activation of mTORC2 is not as well defined as mTORC1. Similar to mTORC1, activation of mTORC2 occurs downstream of P13K. However, activation of mTORC1 occurs downstream of Akt following phosphorylation at threonine 308 (T308), while mTORC2 acts upstream of Akt by phosphorylating serine 473 of Akt (S473). In contrast to mTORC1 activation, mTORC2 activation occurs independent of protein synthesis, but instead, relies on association with the ribosome (7). Activation of Akt by mTORC2 also leads to phosphorylation and inhibition of FOXO1 and FOXO3 (8). In addition to Akt, mTORC2 also activates serum glucocorticoid-regulated kinase 1 (SGK1) and protein kinase C alpha (PKCα). Signaling via mTORC2 is important for reorganization of the cytoskeleton through activation of RhoA GTPase and promoting cell survival by upregulating anti-apoptotic proteins (7, 9).

Much of the role and function of mTOR has been ascertained with rapamycin, a small molecule drug derived from Streptomyces hygroscopicus. Rapamycin binds a 12-kDa Fk506-binding protein (FKBP12) to form the rapmycin–FKBP12 complex, which binds mTOR and inhibits formation of the mTORC1 complex (10). Prolonged rapamycin exposure also inhibits mTORC2 (11). However, mTORC2 is typically regarded as insensitive to rapamycin. Use of knock-out mice, in particular, mice with a conditional deletion of Raptor, Rictor, Rheb, or Tsc, which are critical components of mTORC1 and mTORC2 complexes, have also greatly advanced our understanding of mTOR signaling pathways and function (Table 1).

TABLE 1 | Overview of studies demonstrating the role of mTOR in lymphoid cells following pathogen infection.
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Several pathways regulate activation of mTORC1 and mTORC2. When energy levels are low, mTORC1 is inactivated, and FOXO transcribes Rictor, promoting formation of mTORC2, which phosphorylates Akt S473 (12). Transcription of Rictor and subsequent phosphorylation of Akt S473 requires mTORC1 inhibition (13). Similarly, while mTORC1 activates protein synthesis and S6K, S6K activity can repress Rictor and mTORC2 function. In addition, recent studies highlight a positive feedback loop between Akt and mTORC2 via SIN1 phosphorylation, whereby Akt is activated following PDK1 phosphorylation. Next, Akt phosphorylates SIN1, enhancing mTORC2 activity, which then promotes phosphorylation and complete activation of Akt (14).

Pathogens can also influence activation of the mTOR pathway. mTORC1 regulates translation by phosphorylating 4E-BP1, which releases it from the 5′ cap-binding protein, eukaryotic translation initiation factor 4E (eIF4E) allowing translation to proceed (4–6). Pathogens that are dependent on the host’s cellular 5′ cap-dependent translation must therefore maintain mTOR activity, or bypass the need for mTOR-mediated phosphorylation of 4E-BP1 to enable the translation complex to form. Indicative of the former approach, human papillomavirus (HPV) uses two early proteins, E6 and E7, to activate mTOR signaling, which phosphorylates and inactivates 4E-BP1 to support viral cap-dependent protein synthesis (15, 16). Similarly, Epstein–Barr virus (EBV) activates cap-dependent translation using a viral protein, LMP2A, to activate mTORC1 (17). Adenovirus also uses viral proteins (e4-ORF1 and e4-ORF4) to mimic stimulatory signals and activate mTORC1 activity in the absence of nutrients or growth factors to maintain translation of viral proteins (18). Bacterial pathogens including Listeria monocytogenes (L. monocytogenes) and Staphylococcus aureas can also activate mTOR to promote IL-10 production and increase their survival in the host (19). Alternatively, some pathogens have evolved mechanisms to bypass mTORC1 activity. For example, human cytomegalovirus (HCMV) bypasses mTORC1 activity by directly phosphorylating 4E-BP1 and eIF4G to maintain the activity of the translation complex (20). In contrast, some pathogens such as Leishmania major have proteases that block mTOR activation, which suppresses the type 1 IFN response, allowing the pathogen to survive within cells (21). Hence, a pathogen’s translation requirements and the ability to resolve these requirements will influence whether the pathogen tries to enhance, bypass, or suppress mTOR activity, and in turn, will influence the counter approach by the host immune response.

mTOR REGULATION OF AUTOPHAGY IN HOST DEFENSE

Mechanistic target of rapamycin regulates cell processes in response to nutrient availability. A key component of cellular control by mTOR is through regulation of autophagy, which is an essential process in all myeloid and lymphoid cells. Autophagy facilitates turnover of unnecessary or damaged cellular components. These cellular components are surrounded by a double-membraned vesicle, targeted to a lysome, degraded, and then recycled. This process allows cells to survive under stress. When energy sources are low, mTOR activity is low, biosynthesis is attenuated, and autophagy is upregulated to recycle nutrients, rather than synthesize new material. This prevents translational arrest and cell death. Conversely, when energy and nutrients are readily available, mTOR is active and signals downstream pathways to generate new cellular material to promote cell growth and proliferation, while suppressing autophagy. Basal autophagy levels are essential for homeostatic clearance of protein aggregates and damaged organelles (22). Basal autophagy is regulated independent of mTOR; however, mTOR suppresses autophagy induction above basal levels (23). Regulation of autophagy by mTOR provides an interface for both pathogen assault and host defense, as intracellular pathogens compete with the host for energy and resources.

Stimuli triggered by pathogen infection can induce autophagy above basal levels to destroy intracellular pathogens, while simultaneously increasing the cell surface presentation of microbial antigens to stimulate the immune response. For example, infection with the bacteria, Shigella flexneri, causes amino acid starvation and subsequent downregulation of mTOR to induce autophagy (24). The adaptation of the immune system to detect and respond to intracellular pathogens has simultaneously provoked evolution of some pathogens to circumvent autophagy induction. Indeed, HSV-1 and HSV-2 prevent induction of autophagy to evade immune defense mechanisms (22, 25, 26). Similarly, L. monocytogenes and Salmonella attempt to subvert induction of autophagy by reactivating mTOR to downregulate the immune response (24, 27). Therefore, these pathogens hijack and maintain basal levels of autophagy to exploit host energy supplies and nutrients for their own replication. In such situations, it is beneficial for host defense mechanisms to inhibit mTOR and induce autophagy above basal levels.

In contrast, autophagy induction can benefit some pathogens by supporting their replication. Multiple subtypes of influenza A virus induce autophagy and autophagic cell death by suppressing mTOR to promote replication (28, 29). Hence, autophagy inhibitors may limit influenza virus infection. Datan et al. also reported that influenza virus infection induced autophagy in apoptotic cells in the presence of mTORC1 and mTORC2 activity, indicating that alternate regulatory mechanisms may override suppression of autophagy by mTOR (30). The degree to which various pathogens support or inhibit mTOR activity is therefore a reflection of the extent to which autophagy benefits or hinders their own replication, and the degree to which they have evolved to counter host immune responses.

mTOR IN NK CELL ACTIVATION AND EFFECTOR FUNCTIONS

Natural killer cells are a subset of innate lymphoid cells that limit infection by intracellular pathogens and promote tumor immunosurveillance. The name “natural killer” reflects their capacity to kill target cells without prior antigenic stimulation. NK cells develop from common lymphoid progenitor cells in the bone marrow in a process dependent on proliferation and mTOR. Mice with a conditional deletion of mTOR in NK cells had a dramatic reduction in NK cell development and differentiation due to defects in proliferation (31). Similarly, transplant patients treated with rapamycin had reduced NK cell numbers (32).

Following development and maturation in the bone marrow, NK cells enter the periphery in a metabolically resting, quiescent state. In the periphery, exposure to IL-15 or viruses promotes NK cell activation, leading to an increase in metabolism, cytokine production, and acquisition of cytotoxic effector functions. High IL-15 concentrations are required to activate mTOR (31). Complete NK cell activation requires mTOR signaling, as rapamycin and NK cell-specific deletion of mTOR blocked proliferation and granzyme B expression in response to in vitro cytokine stimulation, in vitro polyI:C stimulation, and MCMV infection (31, 33, 34). Consequently, inhibition of mTOR and NK function resulted in higher viral titers following MCMV infection (31, 33). Interestingly, IFN-γ secretion was unimpaired following MCMV infection in mice with a NK cell-specific mTOR deletion, yet it was blocked in MCMV-infected mice treated with rapamycin (33). This difference could be due to the fact that rapamycin inhibits mTOR in cells other than NK cells, suggesting that mTOR signaling in other cell types may impact NK cell effector functions. Alternatively, rapamycin may inhibit the mTOR pathway to a different extent than genetic deletion of mTOR in NK cells.

mTOR complex 1 regulates NK cell effector function by enhancing glucose uptake and promoting aerobic glycolysis. Accordingly, directly limiting glycolysis inhibits IFN-γ production and granzyme B expression by NK cells (35). Cells infected with pathogens typically increase glucose uptake and glycolysis and therefore, limit the amount of glucose available to surrounding immune cells (36). The effector functions of NK cells may therefore be hindered by the availability of glucose following infection. During the initial phase of MCMV infection, proliferation of NK cells is IL-15 and mTOR dependent. However, NK cell proliferation subsequently becomes IL-15 and mTOR independent, at which point proliferation is driven by activating receptors on the NK cell, such as Ly49H, which recognizes viral ligands on infected cells, but does not activate mTOR (37, 38). The later, mTOR-independent phase of such immune responses may be an adaptation to maintain NK effector functions with diminishing glucose supplies. Regardless, this model illustrates that immune response kinetics influence the requirement for mTOR signaling in pathogen defense.

mTOR IN iNKT CELL DEVELOPMENT, ACTIVATION, AND EFFECTOR FUNCTIONS

Signaling through mTOR is also important in the development, activation, and effector function of invariant NKT cells (iNKT) cells. iNKT cells share features common with both NK cells and T cells. Similar to NK cells, iNKT cells rapidly produce large amounts of cytokines following activation, including IFN-γ, TNF-α, IL-4, and IL-17. However, unlike NK cells, iNKT cells express a T cell receptor (TCR) similar to conventional T cells, albeit at intermediate levels and with decreased diversity. In mice, the iNKT TCR consists of a Vα14Jα18 α-chain paired with Vβ2, Vβ7, or Vβ8.2 β chains. The iNKT cell TCR recognizes lipid antigens bound to the non-classical major histocompatibility complex (MHC) homolog, CD1d. These cells contribute to tumor immunity, autoimmunity, and immunity to pathogens.

Invariant natural killer T cells can be divided into subsets based on transcription factor expression and cytokine production. Expression of the transcription factors T-bet, GATA3, and RORγt define the NKT1, NKT2, and NKT17 subsets, respectively (39, 40). Mice with a conditional deletion of Raptor in T cells showed that mTORC1 is required for the development of the NKT1 subset, and to a lesser degree, NKT2 cells (41, 42). Furthermore, the remaining iNKT cells were functionally compromised, as they failed to produce IFN-γ and TNF-α following stimulation with α-Gal-Cer. These data indicate that mTORC1 is differentially required for NKT cell development and effector functions.

While mTORC1 was required for development of NKT1 and NKT2 cells, mice with abrogated mTORC2 signaling had a defect in NKT17 development (43). Moreover, development of NKT17 cells was enhanced in a Rictor-dependent manner in the absence of PTEN, further clarifying that differentiation of the NKT17 lineage is mTORC2 dependent, but mTORC1 independent. However, Prevot et al. found that mTORC2 was required for the development of NKT2, but not NKT1 or NKT17 cells (44). The reason for this inconsistency is not known as both studies used mice with a conditional deletion of Rictor in T cells for their studies. Possible factors that contribute to such variable findings include diverse microbiomes associated with the different facilities, use of different markers to identify iNKT cell subsets, and technical difficulties associated with the reagents available to analyze iNKT cell transcription factors. An intriguing study recently showed that in the presence of IL-10 and rapamycin, iNKT cells expressed Foxp3 and acquired properties associated with immunosuppressive regulatory cells, identifying yet another population of iNKT cells: Foxp3+ iNKT cells (iNKTregs) (45).

Stimulation of iNKT cells with α-Gal-Cer activates mTOR signaling (46). Mice with an inducible deletion of Raptor in mature iNKT cells showed that mTORC1 signaling is required for optimal proliferation and IL-4, IFN-γ, and TNF-α synthesis following in vitro and in vivo stimulation with α-Gal-Cer (42). Moreover, Raptor deficiency inhibited iNKT-mediated autoimmune hepatitis, which arises in part, due to TNF-α produced by iNKT cells, further highlighting a role for mTOR in regulating iNKT cell effector function.

A role for iNKT cells in pathogen defense is clearly evident following their activation with artificial ligands during infection with different pathogens including malaria (47), HIV (48), influenza virus (49), and hepatitis B virus associated hepatic carcinoma (50). In addition, iNKT cells mediate pathogen defense against several strains of bacteria that express microbial glycolipids and diacylglycerols capable of binding CD1d molecules, such as Streptococcus pneumoniae (51, 52), Novosphingobium aromaticivorans (53), and Borrelia burgdorferi (52). At present, mTOR has not been implicated in pathogen responses mediated by iNKT cells. However, as mTOR is required for the development and function of iNKT cells, it is perhaps only a matter of time before a role for mTOR in regulating pathogen defense by iNKT cells is established.

mTOR IN CD8 T CELL IMMUNITY TO PATHOGENS

CD8+ T cells play a pivotal role in host defense against pathogens by directly killing infected cells via release of cytotoxic granules containing granzymes and perforin, and indirectly through cytokine secretion. A critical role for mTOR is implicated in several stages of CD8 T cell-mediated immunity including activation, differentiation, migration, and memory formation.

Naive CD8+ T cells undergo sequential stages of activation, clonal expansion, and differentiation to generate pathogen-specific effector CD8+ T cells. Activation of naive CD8+ T cells requires recognition of their cognate antigen presented by MHC class I molecules on the surface of antigen-presenting cells (APC). Engagement of the TCR with antigen and MHC, in the context of costimulation, induces PI3K signaling and subsequent activation of mTORC1 via TSC1-dependent and -independent processes. Activation of mTORC1 independent of TSC1 occurs through binding of the chaperone protein, Hsp90 to Raptor. The interaction of Hsp90 and Raptor promotes mTORC1 activation and prevents T cell anergy, as activation of T cells during a blockage of Hsp90 led to T cell tolerance (54).

One way in which mTOR regulates T cell activation is by blocking negative regulators of T cell activation. In particular, naive CD8+ T cells are kept in a state of quiescence by several transcription factors including KLF4 and E74-like factor 4 (ELF4). Signaling through mTOR inhibits KLF4 and ELF4 and reverses quiescence following TCR engagement, allowing CD8+ T cell activation and proliferation to proceed (55).

Following CD8+ T cell activation, antigen-specific T cells undergo clonal expansion and differentiate into effector cells. Progression to effector CD8+ T cells is coordinated with a switch from catabolism to anabolism and oxidative glycolysis. CD8+ T cells drastically increase their glucose metabolism as they respond to pathogens and differentiate into effectors (56). Signaling through mTORC1 promotes glycolysis in effector CD8+ T cells, and mTOR inhibition with rapamycin suppresses this process. Indeed, CD8+ T cells deficient in mTORC1 signaling failed to develop into effector cells following Vaccinia infection (57, 58). Likewise, rapamycin treatment during crucial stages of infection impaired glycolysis and impeded CD8+ effector function and pathogen clearance during infection with lymphocytic choriomeningitis virus (LCMV) and L. monocytogenes (59). Conversely, genetic deletion of Tsc2 and enhanced mTORC1 activity led to excessive generation of CD8+ effector cells. Importantly, constitutively activate mTORC1 produced terminally differentiated effector cells and impaired memory development (57). While mTORC1 activity is required to generate effective CD8+ effector cells, mTORC2 appears to be dispensable as mice with a conditional deletion of Rictor exhibit normal proliferation and effector functions (57).

Effector differentiation of CD8+ T cells is tightly regulated by several transcription factors. The transcription factor HIF-1α is required to sustain glucose metabolism and expression of perforin and granzymes in effector CD8+ T cells (58). HIF-1α controls glycolysis by regulating expression of the glucose transporter, Glut1. As CD8+ T cells differentiate into effectors, they increase expression of HIF-1α in an mTORC1- and IL-2-dependent manner. Therefore, inhibition of mTORC1 with rapamycin inhibits HIF-1α and Glut1 expression, glucose uptake, and glycolysis (58). Signaling through mTOR also promotes glycolysis via the oncogene c-MYC, which regulates metabolic reprograming in T cells following activation (60). Expression of c-MYC is upregulated in an mTOR-dependent manner following TCR stimulation and influences the expression of rate-limiting glycolytic enzymes (60).

Although the HIF-1α complex is required to sustain glycolytic metabolism in CD8+ T cells, it is not required to initiate the process nor is it essential for T cell proliferation (58). In contrast, the transcription factor interferon regulatory factor 4 (IRF4) was critical for proliferation and survival of CD8+ T cells responding to infection with influenza virus and L. monocytogenes (61, 62). IRF4 maintains aerobic glycolysis and effector functions in activated CD8+ T cells by promoting the expression of multiple glycolytic enzymes (62). IRF4 expression in CD8+ T cells is regulated by mTOR, and is proportional to the strength of TCR stimulation, such that strong TCR stimulation increases mTOR activity, which enhances IRF4 expression and CD8+ T cell expansion and effector differentiation. Conversely, rapamycin treatment reduced mTOR signaling and impaired IRF4 expression and CD8+ T cell differentiation, leading to impaired viral clearance and host recovery from infection (61).

SEMA4A is a class IV semaphorin that activates mTORC1 signaling and is also required for optimal CD8+ T cell activation and differentiation (63). SEMA4A-mediated mTOR signaling was not important in the early phases of CD8+ T cell activation, but was important for acquisition of effector functions. Interestingly, IRF4 expression was unaltered in SEM4A4-deficient mice, yet effector differentiation was impaired, indicating that IRF4-dependent signaling may be necessary, but not sufficient, for differentiation of CD8+ effector T cells. Furthermore, the SEMA4A-plexin B2 axis shifts mTOR-mediated signaling from mTORC2 to mTORC1 in CD8+ T cells (63).

After expansion in the lymph nodes, effector CD8+ T cells travel to the site of infection to kill infected cells. Migration from the lymph node to the site of infection is in part, due to downregulation of CD62L and CCR7, which is dependent on activated mTOR (64). Such regulation by mTOR is evident from maintenance of CD62L and CCR7 in cells treated with rapamycin, leading to the accumulation of these cells in the secondary lymphoid organs rather than non-lymphoid tissue (65).

Following the dramatic CD8+ T cell expansion, and subsequent clearance of the pathogen, T cells go through a contraction phase leaving a resolute population of memory cells. The transition from effector to memory cells is coordinated with a transition from high mTOR activity to low mTOR activity. In contrast to CD8+ effector T cells, which favor glucose over fatty acid metabolism for energy, memory cells are less glycolytic and rely on lipid metabolism to break down fatty acids, amino acids, and glucose interchangeably (66).

The role of mTOR in regulating the transition from effector to memory cells has been studied extensively. Treatment of mice with a low dose of rapamycin or genetic depletion of Raptor-enhanced memory CD8+ T cell formation by promoting the generation of memory precursor cells, indicating that high mTOR signaling suppresses memory CD8+ T cell differentiation (67, 68). Similarly, adoptive transfer of LCMV-specific T cells cultured with rapamycin showed an increase in oxidative phosphorylation and were long-lived, compared to non-treated cells (69). Conversely, increasing mTOR via Tsc1 deletion in T cells led to a decrease in memory T cells following L. monocytogenes infection, suggesting that TSC1 promotes memory CD8+ T cell formation by regulating mTOR activity (70). While reducing mTOR signaling increases memory T cells, it comes at the expense of an optimal primary effector response, which occurs due to impaired glycolysis in the CD8+ T cells after activation (59).

Although a low dose of rapamycin can augment memory formation in response to certain pathogens, long-term blockage of mTORC1 with the same low dose of rapamycin abrogated formation of memory CD8+ T cells in response to canary poxvirus vaccination (71). In this study, a short duration of a high dose of rapamycin during the expansion phase enhanced memory CD8+ T cell responses. Several factors could contribute to these observed differences in generating memory cells with rapamycin, including the strength of TCR stimulation, the level of mTOR activity induced with each pathogen, differential requirements and timing of pathogen replication, and experimental differences in the location (blood versus lymph node and spleen) where the T cells were analyzed. A recent study indicated that signaling through IFN-γR, with low, but not high TCR signaling, promoted mTOR signaling and generation of short lived effector cells, while simultaneously blocking the formation of memory precursors (72). Given that TCR signaling differs between pathogens, pathogen dose, and even between epitopes of the same pathogen (73), it is not surprising that rapamycin has varied impacts on the CD8 response to different pathogens. In addition, Rictor-deficient mice showed enhanced generation of memory CD8+ T cells, which implicates mTORC2 in suppressing memory cell formation (57). As mTORC2 does not impact formation of effector cells, yet suppresses memory formation, inhibition of mTORC2, rather than mTORC1, may provide an alternate means to boost CD8 memory T cells.

Studies investigating CD8-mediated tumor immunity demonstrate that mTOR controls memory CD8+ T cell differentiation by regulating two transcription factors, T-bet and Eomesodermin (Eomes) (74, 75). In vitro inhibition of mTOR with a low dose of rapamycin reduced T-bet expression and enhanced Eomes expression in CD8+ T cells, leading to augmented memory responses following adoptive transfer in vivo (74). A recent study indicates that mTOR also controls vaccinia virus-specific CD8+ T cell differentiation by regulating T-bet (76). Therefore, it is likely that mTOR similarly regulates memory differentiation in response to pathogens through T-bet and Eomes.

The effector to memory cell transition is also coupled with the cytokine environment, which appears to be critical for optimal memory development (77). Activation of mTOR by IL-7 promotes T-bet expression and upregulates IL-2Rβ. This, in turn, allows IL-15, which also utilizes IL-2Rβ for signaling, to promote differentiation of effector cells to memory cells through the upregulation of Eomes (75). IL-15 appears to be particularly important in promoting optimal memory following LCMV infection by transiently inducing cell-cycle progression, independent of antigen re-encounter, via a mTORC1-dependent pathway. This induces more rapid cell division and more protective memory cells following encounter with viral antigen (78). Thus, mTOR signaling impacts multiple stages of T cell activation and memory formation, and the impact of mTOR signaling can have different outcomes based on the stage of cellular differentiation.

An additional role for mTOR in regulating T cell exhaustion in response to chronic infection has emerged (79). T cell exhaustion refers to a state of dysfunction marked by reduced effector functions due to the persistence of antigen and inflammation (80). Following chronic LCMV infection, Akt and mTOR signaling were impaired in CD8+ effector T cells. This reduction in mTOR activity led to increased activity of the transcription factor, FOXO1 and subsequent upregulation of the inhibitory receptor, programed cell death protein 1 (PD-1), which promotes CD8+ T cell exhaustion (79). Blockade of PD-1 increased mTOR activity and decreased CD8+ T cell exhaustion. Furthermore, suppression of the mTOR pathway abrogated the therapeutic effects of PD-1 blockade, suggesting that mTOR activity is required to reverse T cell exhaustion by PD-1 blockade.

Recently, a population of long-lived, resident memory CD8+ T cells (TRM) that resides in peripheral tissues has been defined. TRM cells are non-recirculating memory T cells located at barrier sites, including the skin and mucosal tissue (81, 82). Reactivation of TRM stimulates innate immunity against antigenically unrelated pathogens, and could potentially enhance vaccine efficacy (83). While rapamycin promotes memory development in lymphoid tissues, it blocks formation of TRM cells (84). Specifically, rapamycin treatment blocked formation of Vesicular stomatitis virus (VSV)-specific TRM cells in the intestine and vaginal mucosa; however, lung TRM cells were unaltered (84). Thus, mTOR appears to promote formation of mucosal resident memory cells in specific tissues following VSV infection. As such, promoting mTOR activation rather than inhibiting it may prove more beneficial in enhancing formation of TRM cells.

In summary, signaling mediated by mTOR has diverse roles in CD8+ T cell-mediated immunity to pathogens including activation of naive precursors, migration of pathogen-specific cells, development of effector functions, regulation of chronically stimulated effector cells, and generation of stable memory cell populations. Each of these stages poses a potential for immune intervention. However, with such diverse roles, therapeutic regulation of the mTOR pathway will require extensive analysis of the potential implications.

mTOR IN CD4 T CELL DIFFERENTIATION AND IMMUNITY TO PATHOGENS

CD4+ T cells play both supportive and direct roles in host defense against pathogens. As helper cells they regulate the responses of innate immune cells, cytotoxic CD8+ T cells, and antibody-forming B cells. In particular, CD4 T cells are absolutely required for generating long-lived, protective antibodies. As direct effectors, CD4 T cells can utilize perforin-dependent cytolysis of infected cells (85, 86). Similar to CD8+ T cells, naive CD4+ T cells are initially primed in secondary lymphoid organs following binding of their TCR to microbial peptides presented by APCs. CD4+ TCR engagement, coupled with co-stimulation, leads to PI3K signaling, mTOR activation, and subsequent development into effector and memory populations (87).

Following antigen encounter, naive CD4+ T cells can differentiate into several distinct subsets including T helper cells (Th1, Th2, and Th17), T follicular helper cells (Tfh), effector cells, and regulatory T cells (Treg). Each CD4+ T cell lineage is associated with the expression of specific transcription factors: T-bet (Th1), Gata-3 (Th2), RORγt (Th17) Foxp3 (Treg), and Bcl-6 (Tfh) (88). mTOR is a key regulator of differentiation of CD4+ T cells. Specifically, differentiation into Th1, Th2, and Th17 cell lineages was severely inhibited in mTOR-deficient mice, even in the presence of polarizing cytokines (87, 89). In the absence of mTOR signaling, impaired phosphorylation of STATs in response to cytokine stimuli blocked the induction of the lineage specific transcription factors (89, 90). Conversely, suppression of mTOR with rapamycin or genetic deletion of mTOR in T cells promoted differentiation to FoxP3+ Treg cells, indicating that mTOR signaling blocks Treg development (89).

Subsequent studies using conditional deletion of Raptor, Rheb, or Rictor in T cells ascertained the contribution of mTORC1 and mTORC2 in T helper differentiation. Deficiency of Rheb, which is an activator of mTORC1 signaling, impaired differentiation of Th1 and Th17 cell lineages (91). However, Raptor-deficient T cells showed a defect in Th17, but not Th1 differentiation (92). More recently, it was shown that Th2 differentiation was also drastically compromised in the absence of Raptor (93). On the other hand, deficiency of Rictor and mTORC2 signaling impaired Th2 differentiation, but not Th1 or Th17 (91). However, a conflicting study suggested that mTORC2 signaling was also required for Th1 and Th2 differentiation (94). Furthermore, the loss of Th2 differentiation observed in Rictor-deficient T cells was comparatively minor compared to the loss observed following rapamycin treatment of Rictor-deficient T cells, indicating a more prominent role for mTORC1 in Th2 differentiation (93). Thus, it is clear that both mTORC1 and mTORC2 complexes play important roles in Th differentiation; however, the precise roles of each pathway in each of the subsets remain to be resolved.

Similar to CD8+ T cells, differentiation of naive CD4+ T cells to Th1, Th2, and Th17 effector cells represents a shift from oxidative phosphorylation to glycolysis. Th1, Th2, and Th17 cells express high levels of Glut1 and are highly glycolytic via mTOR signaling, which sustains their high energy consumption and supports their diverse effector functions (95). Development and maintenance of Th17 cells, in particular, is heavily reliant on glycolysis, which is stimulated by HIF-1α downstream of mTOR (96, 97). Therefore, signaling through mTOR contributes to resistance to a variety of pathogens via regulating transcription factors essential for developing T-helper subsets, and by maintaining glycolysis of these subsets following activation.

mTOR IN Treg CELL-MEDIATED IMMUNITY TO INFECTION

Regulatory T cells contribute most significantly to pathogen defense by suppressing T cell responses to limit immunopathology following infection (98). Foxp3+ expression distinguishes Treg cells from conventional T cells and confers Treg cell function (99, 100). Inhibition of mTOR signaling through either genetic deficiency or rapamycin treatment promoted expansion of preexisting Treg cells (89, 101–103) and induced the Treg cell phenotype on conventional T cells and Th17 cells (96, 104–106). Thus, mTOR is critical for negatively regulating Foxp3 expression and Treg cell numbers.

The stability and function of Treg cells is influenced by inflammation. In particular, Foxp3 Treg cells can be reprogramed into Th1 and Th17 effectors in the gut or sites of parasitic infection. However, reprograming of Treg cells into Th1/Th17 effectors is blocked with rapamycin, which stabilizes Foxp3 expression in vivo (107). Thus, mTOR signaling promotes differentiation of Treg cells into T helper cells when needed. Indeed, both Th17 and Treg cells require TGF-β for their differentiation, and the degree of mTOR activation delineates the relative development of each cell type. High levels of mTOR activation promote Th17 cell differentiation (108), whereas low mTOR signaling promotes Treg accumulation and sensitizes Treg cells to TGF-β (87, 109).

Furthermore, mTOR orchestrates a metabolic checkpoint for the differentiation between Treg cells and Th17 cells. Conditions that induced Th17 differentiation led to an induction of HIF-1α, which was dependent on mTOR signaling (96). HIF-1α, in turn, increased the expression of glycolytic enzymes and Th17 development, while simultaneously dampening Treg cell development. Thus, blocking glycolysis and mTOR promotes Treg cell generation by downregulation of HIF-1α (96). Similarly, the ratio between Th1 and Treg cells is also regulated by sphingosine 1-phosphate (S1P), which signals through mTOR and attenuates activity of SMAD3 to antagonize TGF-β, and inhibit generation of Treg cells and promote Th1 development (110).

In general, mTOR signaling suppresses Treg cell differentiation in favor of T helper differentiation, which increases immunity to pathogens by supporting the antimicrobial effector functions of T helper cells. Inhibition of mTOR can support development of Treg cells to restrain and control immune responses to circumvent excessive immunopathology. However, Raptor deficiency specifically in Treg cells unexpectedly impaired the suppressive function of Tregs and resulted in a fatal inflammatory disease, suggesting that the mTORC1 complex is also important to maintain Treg homeostasis and function (111). These seemingly contradictory data again highlight the complexity of the mTOR complexes, and the need to further delineate this signaling pathway.

mTOR IN Tfh CELL IMMUNITY TO PATHOGENS

Tfh cells are a subset of differentiated CD4+ T cells with a crucial role in initiating and maintaining germinal center reactions and high affinity isotype-class-switched antibody responses (112). Tfh cells express the transcription factor, Bcl6, which defines Tfh cells and promotes expression of the chemokine receptor, CXCR5 (113–115). In contrast to differentiation of Th1, Th2, and Th17 cells, which is supported by IL-2-mediated activation of mTOR, differentiation of Tfh cells is suppressed by IL-2 activation of mTOR. Th1 differentiation requires STAT5 activation and subsequent Blimp-1 expression, whereas Tfh cells develop when Blimp-1 synthesis is suppressed, enabling Bcl6 expression (116, 117). Indeed, Blimp-1 and Bcl6 expression are mutually exclusive, and over expression of either drives differentiation of Th1 or Tfh cells, respectively (113). During acute LCMV infection, Akt and mTOR signaling were essential for Blimp-1 and T-bet expression, which induced Th1 differentiation and countered Tfh development (118). Silencing of Rictor or Raptor demonstrated that mTORC1 suppresses Tfh cell development and induces Th1 cells, while mTORC2 may suppress Th1 cell development to permit preferential differentiation of Tfh cells in response to LCMV infection (118). Thus, commitment to either Th1 or Tfh lineages is discerned by the level of IL-2–STAT5–mTOR signaling, with increased signaling correlating with the Th1 transcription factors, T-bet and Blimp1, and lower IL-2–STAT5–mTOR levels with the Tfh transcription factor, Bcl6 (115, 116, 119–121).

A recent study demonstrated that during influenza virus infection, TGF-β opposes IL-2 to produce more Tfh cells and isotype-switched antibody responses rather than Th1 cells (122). TGF-β suppressed mTOR activation in T cells early during infection, which promoted Tfh cell differentiation by limiting IL-2 signaling. Inhibition of mTOR with rapamycin also promoted Tfh cell differentiation, suggesting that TGF-β restricts IL-2 responsiveness and insulates early Tfh progenitor cells from mTOR signaling to promote Tfh cell differentiation and isotype-switched antibody responses (122).

Bcl6 expression in Tfh cells downregulates genes associated with glycolysis, while T-bet in Th1 cells inhibits Bcl6-mediated repression of these genes to promote glycolysis (123). Accordingly, Tfh cells are less proliferative, and less glycolytic than Th1 cells, due to a lack of IL-2 signaling and a lower level of mTOR activation. Tfh cells therefore have a reduced metabolic capacity, similar to Treg cells, and also utilize oxidative phosphorylation for cellular maintenance (118).

Similar to the reciprocal relationship between Th17 and Treg cell activation, mTOR activation also plays a key role in regulating the balance between Th1 versus Tfh responses. While both Treg and Tfh cells are suppressed by mTOR activity and share metabolic similarities, Treg cells typically suppress and control immune responses, whereas Tfh cells typically promote immune responses, primarily germinal center formation and high affinity antibody responses.

mTOR IN B CELL-MEDIATED IMMUNITY TO PATHOGENS

B cells are responsible for producing pathogen-specific antibodies that block infection and control pathogen spread. Once generated, antibodies persist to provide long-lasting immunity. B cells develop in the bone marrow through several stages of maturation and differentiation that are influenced by mTOR signaling. Mice with a hypomorphic allele of mTOR have a partial block in B cell development in the bone marrow, and altered proportions of B cell subsets in the spleen (124). Conditional deletion of mTOR in B cells via CD19-cre did not abrogate development, but decreased mature, T2 transitional, and marginal zone B cells in the spleen (125). In addition, B cells lacking components of the mTORC2 complex had altered development. B cells deficient in Sin1 accumulated at the pro-B cell stage in the bone marrow, and had a reduced capacity to become IgM+ immature B cells due to decreased Akt activation (126). Conditional deletion of Rictor, mediated by Vav-cre, did not perturb B cell development in the bone marrow, but did reduce mature B cells in the spleen (127). Interestingly, conditional deletion of Tsc1 in B cells, which renders mTOR constitutively active, also impaired B cell maturation and significantly reduced marginal zone B cells (128, 129). Together, these studies show that both a reduction in mTOR activity and constitutive activation of mTOR can negatively impact B cell development, suggesting that the level of mTOR activation in B cells is critical for optimal B cell development.

Following development in the bone marrow, B cells migrate to secondary lymphoid organs and mature into follicular or marginal zone B cells, and remain quiescent until stimulated. B cells exhibit basal levels of mTOR activity in response to nutrients without stimulation. mTOR activity levels vary across B cell types, with marginal zone B cells maintaining high levels of mTOR activity, and follicular B cells having lower levels of mTOR activity (130). Activation through the BCR, TLR, or CD40 induces mTOR signaling (131). Similar to T cells, initial B cell activation increases glucose uptake and glycolysis to promote clonal expansion, which is also dependent on the mTOR pathway. Rapamycin inhibited B cell proliferation in response to anti-CD40, LPS, BAFF, and the polyclonal activator, S. aureus (131–136). In addition, B cells expressing the hypomorphic allele of mTOR had decreased proliferation in response to anti-IgM, anti-CD40, and LPS, with a bigger reduction following anti-IgM and anti-CD40 than LPS (124). These data demonstrate that mTOR signaling is essential for B cell proliferation in response to multiple stimuli.

Upon activation, B cells can either differentiate rapidly into plasmablasts that secrete low affinity IgM antibodies, or form germinal centers within secondary lymphoid organs, which are important for the generation of memory B cells and high affinity, isotype-class-switched antibody responses. As described above, the formation of germinal centers is dependent on interaction with Tfh cells. In the germinal centers, B cells proliferate and undergo somatic hypermutation (SHM) and class switch recombination (CSR). SHM increases antibody diversity by introducing point mutations into heavy chain Ig genes. CSR increases diversity further by rearranging the Ig heavy chain genes to express a constant region of a specific Ig antibody class. Initiation of these processes relies on activation-induced cytidine deaminase (Aicda; AID), which creates mutations in DNA by deaminating cytidine residues to generate uracil, leading to base pair mis-matching. Mutated B cells then undergo affinity-driven selection in the germinal centers, which is necessary for the generation of high affinity antibodies and optimal protection against pathogens.

Mechanistic target of rapamycin signaling is critical for the formation of germinal centers and the production of high affinity antibodies. Mice with a hypomorphic allele of mTOR had decreased antibody responses to T-independent and T-dependent antigens, with a more pronounced decrease in IgG compared to IgM antibodies (124). Further analysis of mice with the hypomorphic mTOR allele following immunization with either the model antigen NP-CGG, or heat-killed Pn14 derived from S. pneumoniae showed decreased germinal center formation, SHM, CSR, and IgG antibody affinity maturation (125). Challenge of mice with the hypomorphic mTOR allele with live S. pneumoniae led to reduced antibody titers and survival, compared to wild-type mice (125). Likewise, mice with a B cell-specific deletion of mTOR also had reduced germinal center formation and high affinity antibody generation following immunization with NP-CGG (125). In both cases, decreased mTOR signaling caused a reduction in the RNA and protein levels of AID. Rescue experiments, increasing AID levels in B cells with low mTOR activity, restored CSR, indicating that mTOR regulates the generation of high affinity antibodies through AID signaling (125).

Consistent with these findings, treatment of mice with a low dose of rapamycin during influenza vaccination blocked germinal center formation, Aicda transcription, and consequently, CSR (137). Furthermore, AID induction was dependent on signaling via mTORC1, as Aicda transcription was not induced in Raptor-deficient B cells following stimulation. In addition, mTOR was critical for CSR independent of proliferation, as the dose of rapamycin used in these experiments was low enough to support proliferation, yet Aicda transcription and CSR were inhibited (137).

Given that high affinity, class-switched antibodies are required for optimal protection against most pathogens, it was surprising that treatment of mice with a low dose of rapamycin during influenza vaccination improved protection against subsequent infections with different influenza subtypes (137). Analysis of the rapamycin-treated mice revealed a block in germinal center formation and CSR, which generated a broader antibody response, rather than a highly selected and affinity-matured repertoire. The majority of antibodies generated during influenza vaccination are high affinity antibodies specific for the globular head of the influenza hemagglutinin (HA) molecule. However, the HA protein is also the most variable protein between different influenza strains. Therefore, highly specific antibodies that protect against one subtype of influenza often do not protect against other subtypes. By blocking germinal center formation, rapamycin hampered the generation of high affinity antibodies specific for the variable region, with the unexpected benefit of allowing the lower affinity antibodies that are specific for conserved portions of influenza to become more prevalent. These data suggest that altering the levels of mTOR activation can steer the immune response away from strain-specific responses to more cross-reactive responses, which would be beneficial in generating a universal influenza vaccine.

It was also reported that mice with a conditional deletion of Tsc1 in B cells, which renders mTOR constitutively active, also had a defect in germinal center formation, and a reduction in T-dependent and T-independent antibody production (128). These data suggest that the level of mTOR activation in B cells is critical for optimal germinal center formation. However, another group found that mice with a conditional deletion of Tsc1 in B cells did not have defects in germinal center formation or high affinity antibody production (129). The reason for the discrepancy in these reports is not clear as both groups observed the same defects in B cell development in the absence of Tsc1.

Assessing the role of mTORC2 in antibody generation has also yielded seemingly conflicting data. In one study, inactivation of mTORC2, via Rictor deletion, impaired germinal center differentiation and antibody responses, demonstrating that mTORC2 supports antibody differentiation (127). However, in a subsequent study, partial mTORC2 inhibition through incomplete Rictor deletion increased CSR compared to wild-type mice, illustrating negative regulation of antibody responses by mTORC2 (138). Different levels of Rictor depletion or targeting B cells at different stages of development may have contributed to these discrepancies. The first study reported efficient deletion of Rictor in all hematopietic cells using Vav-cre, or a tamoxifen-inducible Cre (127). Whereas Limon and colleagues obtained partial Rictor depletion with CD19-cre (138). In addition, Limon et al. used varying doses of a new class of ATP-competitive mTOR kinase inhibitors to show that partial mTORC2 deletion enhances CSR. Partial deletion of mTORC1 or complete deletion of both mTORC1 and mTORC2 resulted in decreased, rather than increased CSR. However, partial inhibition of both mTOR complexes with inhibitors, or partial deletion of Rictor enhanced CSR. The increase in CSR was dependent on FOXO transcription factors (138). These data again highlight that the level of mTOR activation is a critical determinant on the cellular response.

Tfh cells and B cells act in unison to promote germinal center formation, CSR, and high affinity antibody responses. Yet, mTORC1 signaling typically suppresses Tfh cell development and function, while promoting CSR in B cells. While such a scenario does not create a quandary for cell-specific mTOR signaling, inhibition of the mTOR in the whole organism through either deletion of mTOR or with rapamycin treatment is likely to have opposing affects on antibody formation via Tfh cells and B cells. Similar to the self-regulating mechanism influencing differentiation of Treg cells versus Th1 cells or Tfh versus Th17 cells, the balance between B cell and Tfh cell function may be regulated by as yet unknown mechanisms. Initial inhibition of mTOR could allow development and function of Tfh cells to promote germinal center formation, followed by a period of enhanced mTOR activity to allow B cell proliferation and CSR to proceed.

CONCLUSION

It is now clear that mTOR has a central role in coordinating the outcome of pathogen defense by modulating immunity mediated by lymphoid cells. However, many details of the host–pathogen interaction, and their implications, are still to be determined. The mTOR-signaling pathway has a key role in regulating cell metabolism and is therefore readily hijacked by pathogens seeking to acquire energy and control cell death for their own propagation. Survival of a pathogen often necessitates that mTOR pathways are either activated or inactivated, largely to satisfy particular replication requirements. In turn, the counter immune response also varies depending on the type and dose of the infecting pathogen. Moreover, mTOR signaling varies across responding cell types, cell states, and response kinetics. As mTOR senses the immune microenvironment to direct cellular activation and differentiation, activity of mTOR parallels metabolic activity. Highly glycolytic cells exhibit the highest mTOR activity, while lower mTOR activity is associated with cells more reliant on oxidative phosphorylation for their energy needs (Figure 2). Use of metabolic inhibitors, such as rapamycin, that target the mTOR pathway would preferentially promote responses by more metabolically inactive Treg, Tfh, and memory cells, but would likely do so at the expense of Th1, Th2, Th17, CD8 effector, and antibody responses. As most cellular responses are intimately linked, opposing outcomes would need to be weighed against each other. The outcome of therapeutic intervention is also likely to be highly variable depending on the nature and stage of infection. Moreover, the precise level of mTOR activation is critical for particular immune responses as complete inhibition of a pathway can generate very different outcomes than partial inhibition. Selectively targeting components of the mTOR pathway and metabolic programing may prove more effective in designing vaccine strategies. For example, suppression of mTORC2 has potential for promoting the generation of memory CD8+ T cells, without negatively affecting the development of effector CD8+ T cells. The impact of any therapeutic approach on the metabolic pathway must be thoroughly anticipated and tested as it is clear that there is still much to learn about utilizing the mTOR pathway for successful therapeutic intervention.
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FIGURE 2 | mTOR activity differs across cell subsets. Recognition of microbial components via TLRs leads to activation and subsequent migration of DC from the site of infection to the draining lymph nodes. Activated DCs upregulate costimulatory molecules to become highly efficient antigen-presenting cells. TCR recognition of microbial antigens presented by DC leads to activation and differentiation of CD4+ T cells, CD8+ T cells, and iNKT cells. This TCR-mediated activation is coupled with activation of mTOR and acquisition of effector functions. High mTOR activity is typically associated with high glycolytic and metabolic activity, whereas low mTOR activity is typically associated with low glycolytic activity and a more quiescent state. Activation of naive CD4+ T cells leads to an increase in mTOR activity and expression of transcription factors that promote the differentiation of Th1, Th2, and Th17 cells. Conversely, differentiation of CD4+ T cells in the absence of mTOR signaling promotes development of Treg cells and Tfh cells. Treg cell differentiation is supported by IL-2 and Tfh cell differentiation is suppressed by IL-2. Mature Tfh cells initiate germinal center reactions and support generation of high affinity isotype-class-switched antibody responses. High mTOR activity also supports the generation of CD8 effectors cells, whereas a dampening of mTOR activity supports the transition to memory CD8+ T cells. Cells are depicted in their activated state, unless specified as naive or memory.
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INTRODUCTION

Nishizuka and colleagues discovered protein kinase C (PKC) as a calcium-dependent, lipid cofactor-sensitive protein kinase (1). Initially known as the only physiological effector for tumor-promoting phorbol esters, this ubiquitous enzyme eventually took center stage in cellular signaling. Part of the AGC kinase branch of the kinome, PKC is a family of serine/threonine kinases comprising 11 isoforms encoded by 9 genes and grouped into 4 classes – classical (cPKCs-α, βI, βII, γ), novel (nPKCs-δ, [image: image1], η, θ), atypical (aPKCs-ζ, ι/λ), and PKCμ (a form between novel and atypical isoforms) (Box 1). Their considerable structural homology, overlapping substrate specificities, and biochemical properties indicated at least partial enzymatic redundancy and rendered the task of identifying isoform-specific functions challenging. The initial phase of PKC research correlated the unique structural features of the isoforms with their functions (Box 1) (2). But, with their structural overlaps and hugely varying functions in different models, specificity of the isoforms became a confounding puzzle demanding stringent isoform-specific regulation to avoid functional redundancy. To define this stringency, subsequent PKC research focused on the upstream and downstream regulatory mechanisms (3, 4), highlighting the importance of subcellular distribution as a function of time (5). As simultaneous activation of all PKC isoforms would be energetically and spatially conflicting for decoding the message received by the cell surface receptor, cell type, and stimulus-specific selective and sequential activation deemed justified (6). The recent phase of PKC research propounds a PKC-signaling module (7, 8) wherein an inter-isoform network regulates the PKC isoforms’ activity (Box 2; Figure 1B). Here, we propose activator- and cofactor-specific sequential activation of PKC isoforms in a spatio-temporal model wherein selective subcellular compartmentalization quantitatively determines the isoform-specific effector functions.


BOX 1 | Structural features of PKC isoforms defining functional specificity.

PKC serve as a paradigm for the reversible regulation of membrane localization by the concerted action of two membrane-targeting modules.

[image: image1]

C1: a cysteine-rich region of approximately 50 residues present in all PKC isozymes. In cPKCs and nPKCs, it is present as a tandem repeat C1A and C1B. aPKCs contain a single copy of the domain termed atypical because it does not bind phorbol esters. The domain contains two pulled apart β-sheet forming the ligand-binding pocket. Two zinc atoms are coordinated by two histidines and six cysteines at opposite ends of the primary sequence stabilizing the domain. In aPKCs, one face of the ligand-binding pocket is compromised, so that the module cannot bind phorbol esters or DAG.

Ligand binding dramatically alters the surface properties of the module (C1B). The ligand caps the hydrophilic ligand-binding pocket, so that the top-third of the C1 domain presents a continuous hydrophobic surface thus achieving membrane targeting by simply altering membrane properties.

C2: an independent membrane-targeting module that binds calcium in cPKCs, but not in nPKCs. C2 domain is a β-strand rich globular domain with loops formed by sequences at opposite ends of the primary structure. Two topological variants exist – Type I for domains that follow the C1 domain (cPKCs) and Type II for domains that precede C1 (nPKCs). In the calcium-responsive C2 domains of cPKCs, the pocket is lined by multiple aspartic acid residues that coordinate two to three calcium ions that act as a bridge between the C2 domain and the phospholipid head groups of the membrane.

CR, cysteine rich; PS, pseudosubstrate; DAG, diacylglycerol; PMA, phorbol-12-myristate 13-acetate; PB1, Phox–Bem 1; C, constant regions; V, variable regions.




BOX 2 | Chronological epochs of PKC research.

1977–1987: introducing PKC

• Discovery of PKC by Nishizuka and colleagues (1).

• Structural analysis of the PKC isoforms.

• Takai et al. showed PKC to be reversibly activated by Ca2+/phospholipid and DAG (9).

• Identification of PKC as a target for phorbol ester class of tumor promoters by Castagna et al. (10).

• Discovery of the pseudosubstrate region by House and Kemp (2).

• 1988–1997: the decade of elucidation of PKC structure–function relationship

• Elucidation of the structural basis of PKC function.

• Identification of receptors for activated C-kinases by Mochly-Rosen and coworkers (11).

• First report by Nishizuka about the role of PKC in cellular signaling (3).

• In 1994, Dekker and Parker for the first time raised the question of specificity of PKC isoforms (4).

• Cloning of first RACK by Mochly-Rosen et al. (12).

• Role of anchoring protein in localization of PKCs (5).

• For the first time, the role of binding proteins in PKC isoform-specific functions was suggested.

1998–2007: the decade of studies on the spatio-temporal regulation of PKC isoforms

• Identification of PKC anchoring proteins as a means for isozyme selectivity by Mochly-Rosen and colleagues in 1998 (13).

• Detection of substrates that interact with C-kinases (STICKs) through overlay assay by Jaken (14).

• Compartmentalization of PKC through binding proteins and substrates.

• Studies on the temporal kinetics of PKC function.

• Elucidation of cell and stimulus-specific actions of PKC isozymes.

2008–present: inter-PKC regulation and PKC-signaling module

This is the decade where the concept of inter-PKC regulation in calibrating receptor triggered effector functions is gaining popularity leading to the possible build-up of a PKC-signaling network in space-time coordinates.
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FIGURE 1 | (A) Hypothetical figure showing sequential activation of the PKC isoforms in response to receptor-stimulus coupling. Analyses from various studies indicate that in cases where a single stimulus activates multiple isoforms of different classes the classical PKC isoforms are usually activated first and to the greatest degree followed by the novel and atypical forms. (B) Kinetics of activation and subcellular distribution of PKC isoforms. The various classes of PKC isoforms are localized at different subcellular sites both prior and post activation. They are translocated to the membrane for activation in response to their respective cofactors. Post activation, the isoforms are translocated to specific subcellular locations by their binding partners, which bring them close to their respective substrates. DAG, diacylglycerol; IP3, inositol tri-phosphate; PA, phosphatidic acid; PAH, phosphatidic acid hydrolase; PI3K, phosphatidyl inositol-3-kinase; PLC, phospholipase C; PKC, protein kinase C; PhosIns(4,5)P2, phosphatidyl-inositol-4,5-bis phosphate; RACK, receptors for activated C-kinases; STICK, subtrates that interact with C-kinases. (C) Modulation of PKC isoforms by Leishmania infection. The figure shows modulation of PKC isoforms by Leishmania as it enters a host cell, for instance, macrophages, by preventing phagosome maturation. It interferes with the translocation of isoforms to membranes and inhibits PDK-1. It inhibits Ca2+ efflux to prevent DAG-mediated activation of cPKCs α and β, which are involved in proinflammatory cytokine production thus resulting in disease progression concomitantly enhancing PKCδ- and ζ-mediated production of anti-inflammatory cytokines to suppress host immune response conducing in parasite survival.



STRUCTURAL BIAS TO PKC FUNCTION?

Structural reconfigurations of the PKC isoforms play a central role in orchestrating their spatial distribution and activation (15). C1 domain ligands – diacylglycerol (DAG) and phosphatidylserine (PS) – recruit PKC by altering the surface properties of the domain to favor membrane penetration. Studies on GFP–PKC with the fluorescent phorbol ester analog sapintoxin-D showed differential subcellular localization of C1 ligands determining subcellular targeting of PKCs (16). The nPKC C1B domain has a 100-fold higher affinity for DAG compared to cPKCs due to an invariant tryptophan residue at position 22 as opposed to a tyrosine in case of cPKCs resulting in rapid plasma membrane localization for cPKCs versus slower and sustained Golgi localization for nPKCs (17). The C2 domain functions as a Ca2+-regulated membrane anchor in cPKCs (6, 15) while regulating protein–protein interactions and spatial distribution through phosphotyrosine-binding modules in nPKCs (18, 19). The aPKCs are not responsive to either DAG or Ca2+ and instead possess a Phox–Bem (PB)1 domain that facilitates interactions with scaffolding proteins leading to constitutive activation (20). Phosphorylation plays a key role in determining the cellular levels of PKC rendering them catalytically competent and protecting them from degradation (17). Classical and novel PKCs are constitutively phosphorylated at three conserved residues: the activation loop – the first rate-limiting step governed by phospho-inositide-dependent kinase (PDK)-1 that aligns residues within the active site for catalysis, followed by phosphorylation at the turn motif and autophosphorylation of the hydrophobic loop. For cPKCs and nPKCs, these phosphorylation events require mTORC2. Phosphorylation at the hydrophobic motif controls the stability of the enzyme promoting degradation on dephosphorylation (17). A phosphomimetic glutamic acid prevents phosphorylation at the hydrophobic motif of aPKCs. Although catalytically competent, these phosphorylated PKCs remain inactive in the cytosol due to binding of the pseudosubstrate to its kinase domain (Figure 1A) until appropriate cofactor interaction provides the necessary energy to expel the pseudosubstrate and activate PKC. So, the key to functional specificity in vivo may lie in the isoforms’ primary structure and the cofactors governed conformational plasticity. Yet, their promiscuity in vitro suggests involvement of factors beyond the primary structure leading to the studies on the spatio-temporal regulation of these isozymes.

PKC ISOFORM FUNCTIONS IN SPACE-TIME COORDINATES

Functional specificity of the PKC isoforms depends on the proximity to their substrates in specific intracellular compartments effected through multiple binding proteins that also determine the precise duration and amplitude of PKC activity thus providing a mechanism for integrating PKC-mediated signaling with other cellular activities. PKCβI interacts with Bruton’s tyrosine kinase to positively regulate JNK signaling and cytokine gene expression in mast cells (6, 21). Partition defective-3 (PAR3) protein interacts with PKCζ to activate pathways leading to embryonic polarity and asymmetric cell division (6, 22), whereas PAR4 inactivates PKCζ leading to apoptosis (6, 23). Ras-related nuclear protein-binding protein-9/10 integrates PKCδ and γ signals to dictate efficient regulation of dopaminergic D1 receptor signaling (24). In CHO cells, initial phorbol 12-myristate 13-acetate (PMA) treatment translocates and colocalizes receptor for activated C-kinases (RACK) 1 and PKCβII to the cell periphery that later move to the perinuclear area (25). Thus, RACK–PKC complex can move from one cellular site to another likely resulting in different molecular events at each site depending on the available substrate. PKC[image: image1] interacts specifically with filamentous actin through a binding site located between its two cysteine-rich regions to enhance glutamate exocytosis from nerve terminals (26). Notwithstanding the considerable stimulus and cellular variability in their subcellular distribution, certain PKC isoforms exhibit unique localizations. PKCθ is redox dependently recruited to the plasma membrane of naive T-cells (27). The scaffolding protein A-kinase anchor protein (AKAP) 450 (25) associates with nascent PKC[image: image1] within Golgi/centrosome membranes and dissociates on maturation of PKC[image: image1] (17). PKCζ shows a remarkable range of functions reflecting its multiple cellular locations and interacting partners (28). Interactions with binding partners sometimes also affect PKC pharmacological profile like AKAP-79 protecting PKC from certain ATP competitive inhibitors and altering the susceptibility of PDK-1 to ATP analog inhibitors (29). These observations indicate that the structural features determine the isoforms’ translocation and activation pattern, whereas the binding proteins contribute plasticity and specificity.

As multiple PKC isoforms may be activated by a single stimulus, it is logical to assume that differential activation dynamics can impose specificity. Following receptor ligation, the isoforms exhibited differences in activation kinetics and subcellular localization. The kinetics of Ca2+-induced translocation triggered by the C2 domain is faster than that triggered by the C1 domain (30) (Figure 1A) indicating a possible sequential activation pattern (31) guided by stimulus specificities in many cell types including macrophages and T-cells (8, 31). Indeed, studies in chick muscle cells have shown short-term stimulation to initially trigger PKCα/β membrane translocation followed by PKCδ to a lesser degree (32). PKCδ-activated acid sphingomyelinase cleaves sphingomyelin releasing ceramide that activates PKCζ and inactivates the cPKCs (15). These observations support the “sequential PKC isoform activation” hypothesis and an inter-isoform regulation (Figure 1A).

INTER-ISOFORM REGULATION AND THEIR SITES OF PERTURBATION

Coordination between the concomitantly expressed and activated PKC isoforms within a temporal framework seems to be regulated by transphosphorylation of the isoforms (33). Following receptor stimulation, classical isoforms are acutely activated as the release of calcium is fast and transient. Calcium sequestration into the endoplasmic reticulum is also rapid (Figure 1B), so deactivation of the classical isoforms likely occurs earlier than the others. Studies have noted a feedback inhibition of cPKCs on activation of novel and atypical isoforms (8, 15). PKCδ and [image: image1] have opposing effects in multiple pathological conditions, including cardiac ischemia, cancer, apoptosis, and cell proliferation (34). During endosome formation in phagocytic cells, the initial calcium burst activates the PKCα leading to initiation of phagosome formation (35). This is sequentially followed by translocation and activation of PKCδ and [image: image1] that play a role in phagosome maturation and lysosomal fusion (36). PKCα can phosphorylate PKC[image: image1], so it is possible that the effects of PKCα are shared by PKC[image: image1] (37). Ceramide generated by PKCδ activates PKCζ that inhibits PKCα/βII at the perinuclear space (15, 38). PKCζ has constitutive kinase activity that can activate other PKC isoforms. Sequential activation of PKC isoforms thus explains the dynamic modulation of cellular responsiveness dictated by the strength of stimulus (Figure 1B). Following TCR activation, PKCα acts upstream of PKCθ to activate NFκB (39). Inhibition of PKCθ abrogates the PKCα response indicating presence of a feedback loop between the isoforms or, as proposed here, a sequential activation of PKCα and PKCθ. Conversely, PKCθ and PKCβ seem to have physiologically redundant roles in TCR/CD28-dependent NFκB and NFAT transactivation in primary mouse CD3+ T cells (40). In intestinal epithelium, PKCα downregulates while PKC[image: image1] upregulates cyclin D1 thus contributing to the opposing effects of these isoforms in tumor progression (41). nPKC isoforms are sequentially recruited to the immunological synapse with PKC[image: image1] and η being recruited first followed by PKCθ (42). Opposing effects of PKCη and PKCθ on relative numbers of CD4+ and CD8+ T cells have been observed in mice (43). PKCα and PKCβ cooperate functionally in CD3-induced de novo IL2 mRNA transcriptional transactivation in primary mouse T cells independently of the actions of PKCθ (44). PKC[image: image1] acts upstream of PKCα in the signal transduction of ischemic preconditioning of human myocardium (45). These inter-PKC regulations through feedback loops and sequential activation constitute a functioning PKC module. Mechanistically, an adaptor with dynamically controlled multiple scaffolds may connect one PKC isoform to the next.

DIFFERENTIAL PKC ISOFORM REGULATION IN INFECTION

With so many available isoforms, PKC is an ideal candidate for intracellular perturbators (Figure 1C). Reciprocal action of PKC isoforms has been observed in many infection and disease models. Histone deamination in neutrophils during pathogen infection or chronic inflammation is activated by PKCζ while PKCα inhibits it (28). In bone marrow-derived mast cells (BMMs), PKCα and θ positively regulate IL6 and TNFα production against filarial nematode Acanthocheilonema viteae infection, whereas PKCβ and [image: image1] act as negative regulators (46). cPKC activation seems to be associated with proinflammation as evident by the activation of these isoforms on coincubation with IFNγ (47). In Mycobacterium tuberculosis-infected macrophages, PKCα upregulates proinflammatory response in conjugation with TLR2 on pretreatment with arabinosylated lipoarabinomannan (48). While PKCα/β mediates CD40-induced p38MAPK phosphorylation and IL-12 expression, PKCδ and ζ inhibit it reciprocally by enhancing ERK1/2 phosphorylation and IL-10 production (8). PKCα degrades periphagosomal F-actin required for phagosomal maturation (49). This is key to the survival or elimination of the pathogens, which are either phagocytosed or internalized via receptor-mediated endocytosis. Infection might cause impairment of Ca2+-host signal transduction, which in turn may affect classical PKC isoforms. Leishmania donovani infection or recombinant IL-10 treatment of macrophages inhibits both the activity and expression of the cPKC isoforms (50). Leishmania major also impairs PKCα, βI, βII isoforms while enhancing PKCδ and ζ isoforms in macrophages (8, 37). Increased generation of membrane ceramide (51) and concomitant cholesterol extrusion (52) may cause the inhibition of PKCα/β and activation of PKCζ in macrophages during Leishmania infection (8). Comparison between DAG and ceramide elucidates the different kinetics of aPKC isoforms from the other two. Ceramide activates the alternate signaling pathways leading to anti-inflammatory responses. PKCζ has been shown to be involved in the activation of arginase I, the enzyme responsible for inhibition of iNOS and inflammatory responses toward parasites (53). Intracellular pathogens can interfere with any of these mechanisms in order to tune the PKC-mediated signaling pathways according to their convenience (Figure 1C). Being least specific in regards to cofactor and activator requirements, nPKCs play a dual role in inflammation (8, 36, 47, 54). So, the PKC isoforms and the inter-isoform regulation might serve as targets for cellular signaling modulation for therapeutic intervention against pathophysiological conditions.

CONCLUSION

From the evidences gathered, the existence of inter-PKC regulation and a PKC-signaling module seem a logical plausibility. The signaling specificity is generated by the combinatorial assemblies and spatio-temporal dynamics of the PKC isoforms allowing calibration and kinetic modulation of the pathways of the receptor-regulated cellular responsiveness. Although the extreme diversity of PKC responses based on cellular and stimulus differences and the lack of appropriate tools and specific inhibitors pose a major hurdle in building of a generic PKC-signaling map, the analyses provide a conceptual framework placing all PKC isoforms in a single space-time network and a novel principle for devising therapeutic strategies against pathophysiological conditions.
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During infections, the first reaction of the host against microbial pathogens is carried out by innate immune cells, which recognize conserved structures on pathogens, called pathogen-associated molecular patterns. Afterward, some of these innate cells can phagocytose and destroy the pathogens, secreting cytokines that would modulate the immune response to the challenge. This rapid response is normally followed by the adaptive immunity, more specific and essential for a complete pathogen clearance in many cases. Some innate immune cells, usually named antigen-presenting cells, such as macrophages or dendritic cells, are able to process internalized invaders and present their antigens to lymphocytes, triggering the adaptive immune response. Nevertheless, the traditional boundary of separated roles between innate and adaptive immunity has been blurred by several studies, showing that very specialized populations of lymphocytes (cells of the adaptive immunity) behave similarly to cells of the innate immunity. These “innate-like” lymphocytes include γδ T cells, invariant NKT cells, B-1 cells, mucosal-associated invariant T cells, marginal zone B cells, and innate response activator cells, and together with the newly described innate lymphoid cells are able to rapidly respond to bacterial infections. Strikingly, our recent data suggest that conventional CD4+ T cells, the paradigm of cells of the adaptive immunity, also present innate-like behavior, capturing bacteria in a process called transinfection. Transinfected CD4+ T cells digest internalized bacteria like professional phagocytes and secrete large amounts of proinflammatory cytokines, protecting for further bacterial challenges. In the present review, we will focus on the data showing such innate-like behavior of lymphocytes following bacteria encounter.
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INTRODUCTION

Classically, the immune system is classified into innate and adaptive immunity. During pathogen challenges, the first host defense involves the innate immune system that provides an immediate response. Innate immune systems are widely spread in nature and can be found in all plants and animals (1). Cells of the innate immune system include mast cells, eosinophils, basophils, natural killers (NKs), and phagocytes [macrophages, neutrophils, and dendritic cells (DCs)]. These cells recognize conserved structures, shared by different pathogens, called pathogen-associated molecular patterns (PAMPs) by their pattern-recognition receptors (PRRs). Afterward, they eliminate pathogens, either by combating through contact or by engulfing them. Some of these phagocytes are also antigen-presenting cells (APCs), such as DCs, and after engulfment pathogens, they are able to process and present the invader antigens to activate the cells of the adaptive immunity, the lymphocytes. Albeit both innate and adaptive immunity can distinguish between self and non-self molecules, adaptive immunity is defined by its capacity to specifically recognize a large amount of different antigens, defined by any non-self substance that can be recognized by the immune system. Theoretically, more than 1013 different antigens could be recognized by the adaptive immunity (2). This highly specific adaptive response takes more time to occur and generates memory, i.e., a second exposition to the same antigen results in faster and more potent response.

B and T cells are the major types of lymphocytes within the adaptive response and need to be activated by professional APCs during the antigen presentation. Regarding T cell activation, processed antigens are presented into the major histocompatibility complex (MHC) molecules on the membrane of APCs. There are two main subtypes of T cells: helper T cells (CD4+) and cytotoxic T cells (CD8+). Activation of CD4+ T cells occurs by the recognition of antigens coupled to class II MHC molecules (MHC-II) by T cell receptor (TCR). Typically, MHC-II molecules expose antigens degraded into lysosomal compartments (i.e., “foreign” antigens). On the other hand, CD8+ T cells are activated by the detection of antigens coupled to class I MHC (MHC-I). MHC-I molecules present antigens from the cytoplasm (i.e., self-antigens, or viral antigens), but DCs, are also able to present foreign antigens, degraded the lysosome, in their MHC-I by a process called cross-presentation, which is of the major relevance in antibacterial and antitumor fight. B cells express B cell receptors (BCRs) that recognize soluble molecules from pathogens with no need for antigen processing. It has been shown, however, that B cell activation requires presentation by professional APCs in vivo (3). This presentation does not require MHC molecules.

Antigen presentation by APCs triggers activation and differentiation of naïve lymphocytes to effector cells. B cells suffer immunoglobulin isotype switching and somatic hypermutation, which increase the affinity of the antibodies, and T cells develop distinct effector functions (for example, the secretion of a different array of cytokines or cytolytic activity). This textbook view of the innate and adaptive immunity role separation is being blurred by the discovery of lymphoid cells behaving in an innate-like manner (4, 5). Similarly, there exists an increasing body of evidences showing that cells of the innate immunity present adaptive-like behavior developing memory-like characteristics, termed “trained immunity.” Trained monocytes respond more efficiently to a second exposition of the same (and different) challenges (6).

In this review, we will focus on the innate-like role of lymphoid cells. These innate-like lymphocytes include specialized populations of lymphocytes, i.e., unconventional (γδ) T cells, invariant NKT cells (iNKT), mucosal-associated invariant T (MAIT) cells, B-1 cells, marginal zone (MZ) B cells, innate response activator (IRA) B cells, and the innate lymphoid cells (ILCs) (4). Surprisingly, we have recently shown that conventional αβ CD4+ T cells, paradigm of adaptive immune cells, are able to capture bacteria from DCs in a process called transinfection and contribute to the early immune response (7). Here, we discuss in some detail the innate-like functions performed by different types of lymphocytes during bacteria encounter.

γδ T Cells

These T cells, expressing the unconventional γδ TCR, were discovered from the accidental identification of the TCRγ chain (8). γδ TCRs and αβ TCRs have qualitatively distinct modes of antigen recognition; γδ TCRs are not restricted to the recognition of peptides bound to MHC molecules (9). Unlike conventional αβ T cells, cytokine stimulation, or bacterial contact, is sufficient for activation γδ T cells, making these cells rapid and potent mediators of inflammation.

They are much less abundant than classical αβ T cells (1–4%) in thymus and lymphoid organs of adult mice, but they are in highest abundance in mucosal sites, being ~20–40% of the intestinal intraepithelial T cells, ~10–20% of total T cells in the reproductive tracks, and ~50–70% of skin dermal T cells (10).

In humans, the population of peripheral blood γδ T cells is increased in response to infections (11). Initial characterization of human γδ T cells suggested that antigens recognized by γδ T cells were small, non-peptide compounds that contained critical phosphate residues (12). The mainstream γδ T cells in human peripheral blood express the TCR Vγ9Vδ2, and they can recognize (E)-4-hydroxy-3-methyl-but-2enyl pyrophosphate (HMBPP), which are usually referred as phosphoantigens, derived from various bacteria (13). Moreover, human Vγ2Vδ2+ T cells can expand 2- to 10-fold during infections and recognize primary alkylamines derived from microbes, releasing interleukine-2 (IL-2) (14). Lysates or culture supernatants from many bacteria (including mycobacteria, other Gram-negative and Gram-positive cocci, protozoal parasites, and even plants extracts) stimulate Vγ2Vδ2+ T cells (15). Thus, human peripheral blood γδ T cells can respond to specific antigens from bacteria [e.g., Mycobacterium tuberculosis (16) and Listeria monocytogenes (17)]. Non-peptidic mycobacterial ligands in human Vγ9Vδ2+ T cells induce massive tumor necrosis factor (TNF) production (18). Moreover, Vγ2Vδ2+ T cells respond to non-peptide bacterial antigens predominantly producing Th1 cytokines such as interferon-γ (IFN-γ), although few of them (<5%) also produce IL-4 (15). It has been reported that Helicobacter pylori can directly interact with human peripheral γδ T cells in vitro, upregulating the activation molecule CD69, TNF-α, IFN-γ, and chemokines, such as MIP-1β and RANTES, favoring an inflammatory environment (19).

In mice, γδ T cells expand dramatically after challenge with Mycobacteria, Listeria, and Salmonella spp. (20–22), rapidly producing cytokines. They are able to produce IFN-γ after L. monocytogenes infection and IL-4 in response to Nippostrongylus brasiliensis (23). Moreover, it has also been reported that γδ T cells are the major IL-17 producers during infections (24, 25).

Toll-Like Receptors in γδ T Cells

Recognition of bacterial PAMPs by innate immune cells is driven mainly by TLRs, a type of PRRs that recognize bacterial patterns including peptidoglycan and bacterial lipopeptides (TLR1, 2, and 6), lipopolysaccharide (LPS) (TLR4), or flagellin (TLR5), others recognize nucleic acid including double-stranded viral RNA (TLR3), single-stranded RNA (TLR7 and 8), or unmethylated bacterial DNA (TLR9). Both human and mouse γδ T cells express functional TLRs. There are several studies showing TLR2 expression on γδ T cells in mice (26, 27) and humans (28), supporting a role in early responses to bacterial infections.

In mice, it has been shown that CCR6+IL-17-producing γδ T cells, but not other γδ T cells, express TLR1 and TLR2, as well as dectin-1, and could directly interact with certain pathogens. Toll-like receptor (TLR) stimulation in synergy with IL-23 results in cell expansion, IL-17 production, and further recruitment of neutrophils in vivo (29). In addition, the expression of TLR1, TLR2, TLR-6, TLR-9, and even TLR-4 by mice γδ T cells has been confirmed (30). Furthermore, it has been shown that IL-23 stimulation of splenic γδ, but not αβ, T cells leads to enhanced TLR1, -2, and -4 mRNA expression. TLR2 agonist Pam3CSK4, but not IL-23, stimulates splenic γδ T cell expansion in vitro (30). However, TLR agonist Pam3CSK4 and other pathogen products alone do not stimulate dermal γδ T cell proliferation, which require IL-23 (31). Additionally, TLR agonists Pam3CSK4 (TLR2), Gardiquimod (TLR7), and CpG (TLR9), but not LPS (TLR4) or dectin-1 ligand curdlan, stimulate dermal γδ T cells to produce IL-17, which is enhanced in the presence of IL-23 (31). It has also been reported that TLR4 is involved in the production of IL-17 and IFN-γ by γδ T cells during experimental autoimmune encephalomyelitis (EAE) induction (32).

In humans, the two major γδ T cell subsets, Vδ1 and Vδ2, express TLR1, TLR2, and TLR3 (33). Indeed, it has been demonstrated that human γδ T cells isolated from blood express high levels of TLR2, and its engagement promotes the release of IFNγ (28). Furthermore, the expression of TLR3 on human γδ cells has been verified by flow cytometry and confocal microscopy (34). Human γδ T cells secrete IFN-γ and upregulate CD69 after stimulation via TCR in the presence of poly (I:C), a TLR-3 agonist, without APC engagement (34).

In brief, γδ T cells rapidly respond after bacteria encounter secreting cytokines regulating the immune response, similarly to cells of the innate immunity (Figure 1A). Interestingly, human γδ T cells, after activation, express molecules typically found in APCs, involved in antigen presentation, such as MHC-II and CD86 (33, 35), and it has been shown that they are able to present soluble antigens activating conventional T cells. Furthermore, some reports have also shown that human γδ T cells are able to phagocytose-opsonized beads and bacteria (36), presenting bacterial antigens on MHC class II (in vitro), highlighting the innate immune role of γδ T cells. However, it remains to be elucidated whether the γδ T cell-mediated antigen presentation occurs in vivo during the course of bacterial infections and the relevance of such antigen presentation. Moreover, it is not clear if they could elicit a memory response.
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FIGURE 1 | Innate-like functions by different lymphoid cells after bacteria encounter. (A) Lymphoid populations in peripheral tissues. γδ T cells recognize non-peptide phosphoantigens derived from bacteria and induce production of TNF-α, IFN-γ, IL-4, and IL-17. Moreover, human γδ T cells are able to phagocytose bacteria and present bacterial antigens on MHC class II to activate T cells in vitro. TLR stimulation of γδ T cells also results in IL-17 and IFN-γ production. MAIT cells recognize microbial riboflavin metabolites presented by MR1 and produce TNF-α and IFN-γ. Furthermore, human MAIT cells destroy infected cells by secretion of cytotoxic granzyme and perforin. ILC1 cells promote defense against intracellular bacteria by TNF-α and IFN-γ. ILC3 cells respond to extracellular bacteria, inducing mainly IL-17 and IL-22. TLR stimulation of ILC3 cells also results in secretion of proinflammatory cytokines such as TNF-α and IFN-γ production. Mouse ILC3 cells can form a functional unit with glial cells in the epithelial gut sensing the environment in TLR–MyD88-dependent manner and control the immune response via IL-22 secretion. (B) Lymphoid populations in lymphoid organs. iNKT cells recognize bacterial glycosphingolipid (GSL) presented by CD1d and produce IFN-γ. Additionally, TLR engagement of iNKT cells leads to IFN-γ, IL-4, and TNF-α production. B cells capture soluble antigens or antigens exposed by APCs. On the other hand, they can phagocytose bacteria and present bacterial antigens to T lymphocytes. After bacteria encounter, B cells secrete large amount of IgM and/or IgA and proinflammatory cytokines. The newly recently described IRA B cells population protects against microbial sepsis, secreting IgM, IL-3, and GM-CSF. Human IRA B cells also phagocyte bacteria at least in vitro. Conventional CD4+ T cells can trans-phagocyte bacteria from infected dendritic cells (APCs) and secrete proinflammatory cytokines.



Invariant NKT

Invariant NKT cells express an invariant TCRα chain and recognize lipid and glycolipid antigens presented by CD1d, a non-polymorphic MHC class I molecule (37). They also express several receptors, such as NK1.1 (in some mouse strains), and members of the Ly49 family that are typical of the NK cell lineage. iNKT cells are most abundant in liver, thymus, spleen, and bone marrow, but are also found in lymph nodes, peripheral blood, adipose tissue, skin, and mucosal surfaces of intestine and lungs.

It has been described that iNKT cells participate in the response to microbial pathogens in mice (38, 39) (Figure 1B). Upon activation, they produce cytokines such as IL-4 and IFN-γ. iNKTs can be activated by TCR stimulation with microbial antigens presented by CD1d (direct activation) or with endogenous antigens and/or cytokines (indirect activation) produced by APCs. The glycosphingolipid (GSL) α-galactosyl ceramide (α GalCer) was the first antigen identified recognized by mouse [Vα14 (40)] and human [Vα24 (41)] iNKT cells. Recently, it has been described a novel GSL antigen for iNKT cells, DB06-1, which induces preferentially IFN-γ in vivo in mice (42).

It has been reported that mouse iNKTs recognize cell wall GSL expressed by Sphingomonas spp., which are Gram-negative bacteria and have abundant GSLs, similar to α GalCer (43). Mice deficient of Vα14 iNKT cells present reduced spirochete clearance and are more susceptible to chronic inflammation following Borrelia burgdorferi infection (44). Furthermore, iNKTs recognize glycolipids expressed by Helicobacter pilori (45) and diacylglycerol-containing glycolipids from Streptococcus pneumoniae and group B Streptococcus (46). After infection of mice with S. pneumoniae, Vα14 iNKT cells produce IFN-γ, through TCR engagement (46). Recently, it has been shown that respiratory infection with Francisella tularensis, Gram-negative facultative intracellular bacteria that cause lethal pulmonary tularemia, activates iNKT cells which produce IFN-γ and propagates a sepsis-like proinflammatory response (47).

On the other hand, it has been demonstrated in both humans and mice that the responses by iNKT to some bacteria, such as Salmonella typhimurium, is due to indirect recognition of endogenous lysosomal GSL expressed by activated DCs combined with TLR activation (43, 48).

TLRs in iNKT Cells

It has been found that mouse iNKT cells activated by TCR resulted in increased expression of TLRs (49). In this regard, TLR4 engagement is required for production of IL-4 to further stimulate B-1 cells (50). The expression of TLR3 and 9 has been confirmed at protein level, and it has been shown that TLR signaling enhances iNKT activation. TLR stimulation of iNKT cells leads to IFN-γ, IL-4, and TNF-α production (51). On the other hand, although human iNKT cells express all TLRs, except from TLR8, they do not respond directly to TLR ligands (52).

MAIT Cells

Mucosal-associated invariant T cells express a semi-invariant TCRα chain that recognizes small molecules, pterin analogs, and riboflavin metabolites, presented by the non-polymorphic MHC class I-related molecule, MR1 (53). MR1 is highly conserved (90% gene sequence identity between mouse and human), allowing for considerable species cross-reactivity of MAIT cells. Human MAIT cells develop effector capacity before exiting the thymus, in contrast to conventional T cells that remain naïve until antigen stimulation in the periphery (54, 55). Human MAIT cells are found principally in lungs, liver, and blood (56, 57), but they are less abundant in common laboratory mouse strains. Recently, it has been discovered that MAIT cells are more frequent in inbred CAST/EiJ mice than in C57BL/6 (58).

The role of MAIT cells in the control of bacterial infection was observed due to the absence of peripheral MAIT cells in germ-free mice and its expansion after microbial colonization (59). Both human and mouse MAIT cells can recognize bacterial (and fungi) infected cells in an MR1-dependet manner (56, 60). Human MAIT cells produce proinflammatory cytokines, e.g., IFN-γ and TNF in response to infection with Mycobacterium smegmatis, Escherichia coli, Salmonella enterica, or Staphylococcus aureus (56). However, not all microorganisms tested can activate MAIT cells. Several bacteria, such as Enterococcus faecalis, group A Streptococcus, and L. monocytogenes, do not stimulate human and mouse MAIT cells, neither do viruses (56, 60). Indeed, only the microorganisms that can synthetize riboflavin metabolites which bind MR1 are able to activate MAIT cells (i.e., most bacteria and some fungi) (53, 61). In agreement, MAIT cells accumulation in lungs of mice infected with S. typhimurium depends on microbial riboflavin synthesis (62). However, despite the fact the viruses do not produce riboflavin, viral infections (e.g., HIV) can reduce the numbers of peripheral MAIT cells (by mechanisms that are not totally understood), therefore increasing the susceptibility to opportunistic infections of bacteria and fungi (63). Nevertheless, an open question remains to be elucidated is how MAIT cells are able to recognize specific pathogens. Recently, using MR1 tetramers, it has been identified populations of MR1-restricted cells which assist to have different antigen recognition in humans (64) and mice (65).

In addition to the secretion of inflammatory cytokines, human MAIT cells achieve antibacterial immunity destroying infected cells by secretion of cytotoxic granzyme and perforin (66, 67). The role of MAIT cells during an infection in vivo has been demonstrated using MR1-deficient mice. These mice infected with Klebsiella pneumoniae develop higher bacterial burden, hypothermia, and have increased mortality in the first 4 days of infection compared with infected WT mice (68). In other infection model, using Mycobacterium bacillus Calmette–Guérin (BCG), MR-1 deficient mice also show higher bacterial burden in the lung compared to the WT mice (69). In both models, protection by mouse MAIT cells occurs within the first days of the infection, suggesting that they act as innate lymphocytes (Figure 1A).

Finally, it remains unresolved whether MAIT cells expressed TLRs influencing its activation or function upon stimulation.

B Lymphocytes

It is well known that B-lymphocytes, components of the adaptive response and responsible for humoral immunity, are also APCs. They can capture soluble antigens or antigens exposed by macrophages, DCs, and follicular (FO) DCs (70). There are several subtypes of B cell lymphocytes that include B-1 (B-1a and B-1b) and conventional B-2 cells that comprise two populations designated as MZ and FO B cells.

B-1 Cells

B-1 cells are not considered part of the adaptive immune system, as they do not develop into memory cells. B-1 cells have been identified in both human and mouse, but due to the logistical difficulties in isolating B-1 cells of humans, the vast majority of the studies have been performed in mouse models (71). B-1 resides principally in the peritoneal and pleural cavities but is in a minor fraction in lymph nodes and spleen (72). B-1 cells in the peritoneal cavity express CD11b (Mac-1) and are subdivided based on the expression of CD5.

B-1 cells play a relevant role in innate immunity by their contribution in the first line of defense against bacterial infection. B-1 cells alter their normal migration patterns (73), accumulating rapidly in the omentum, lymph nodes, and spleen, following activation by stimuli, such as IL-10, IL-5 (74), TLR agonists, such as LPSs (73, 75), or even whole bacteria, such as S. pneumoniae (76) or Borrelia hermsii (77). The exit of these cells from peritoneal cavity in response of LPS or bacteria is controlled by myeloid differentiation primary response protein 88 (MyD88), a key adaptor for TLRs signaling, that downregulates the expression of integrins and CD9, thereby promoting cell migration (73). After migration, B-1 cells differentiate and secrete rapidly large amount of IgM and/or IgA (73, 75). They are able to produce antibodies in response to T-cell-independent type 2 antigens (mainly repetitive structures from encapsulated bacteria) along with MZ B cells (76).

Regarding the phagocytic capacity of B-1 cells after bacteria encounter, there are several reports showing that B-1 cells are able to phagocyte S. aureus, E. coli, and polystyrene fluorescent microspheres (78, 79). Upon phagocytosis, B-1 cells kill internalized bacteria via phagolysosomes and present bacterial antigens in MHC-II molecules (78, 79). Salmonella spp. has been shown to be degraded through both proteasomal and lysosomal processing, resulting in MHC-I antigen presentation (80). On the other hand, not all bacteria are killed; some Salmonella can survive within B cells, using therefore B cells as Trojan horses to disseminate through the infected host (81), similarly to what has been observed in myeloid cells (82). It has been also described that B-1 cells undergo differentiation to acquire a mononuclear phagocyte phenotype in vitro (B-1CDP), and they are able to phagocytose Coxiella burnetii and kill them more effectively than peritoneal macrophages and bone marrow-derived macrophages (BMMf) (83). Moreover, it has been demonstrated that B-1 cell differentiation into phagocytes occurs also in vivo (84). These results revealed that mammalian B-1 cells have phagocytic and microbicidal abilities to strengthen the innate nature of these cells (Figure 1B). In agreement with the innate behavior of B1 cells, a recent report shows that during aging, mouse B1 cells express high levels of the costimulatory molecule CD86 and become potent activators of CD8+ T cells, a role deserved for specialized populations of APCs (85).

Conventional B-2 Cells

The current consensus is that B-1 cells are phagocytic, whereas the phagocytic abilities of mouse conventional B cells and the mechanisms for bacterial uptake are less clear (79). BCR-blocking antibodies do not alter the internalization of bacteria, indicating that BCR is not involved in bacteria entry. In contrast to these data, it has been demonstrated that mouse liver B cells (both B-1 and B-2 cells) actively phagocytose and kill bacteria, such as E. coli, in a complement-dependent manner (86). Accordingly, it has been shown that splenic mouse B cells can internalize opsonized Brucella abortus (87), but B. abortus can survive inside B cells. In addition, it has also been reported that S. typhimurium are able to infect and survive within both mouse splenic B-1 and B-2 cell subpopulations. Salmonella infection stimulates expression of PD-L1 on mouse B cells, suggesting that PD-1/PD-L1 pathway may be involved in turning off the cytotoxic effector response during persistent infection (80). Furthermore, it has been reported that human primary B cells are able to internalize S. typhimurium (88). This process is BCR mediated and leads to efficient antigen loading into MHC-II, inducing CD4+ T cell help to boost Salmonella-specific antibody production. Salmonella-specific B cells that phagocytose Salmonella upon BCR ligation reactivate human memory CD8+ T cells via cross-presentation (89). Additionally, it has been demonstrated that both human peripheral blood and mouse splenic B-lymphocytes serve as a niche for intracellular Salmonella promoting systemic spreading of infection (81).

Conventional B-2 cells are divided into two populations designated as MZ and FO B cell. MZ B cells are a special population of mostly non-recirculating B cells enriched primarily in the MZ of the spleen. They are one of the first cells that take contact with blood-borne pathogens, supporting the first line of host defense. Pathogens trapped in the MZ activate MZ B cells, which maturate to plasma cells secreting IgM or to APCs. It has been reported that MZ B cells capture, process, and present antigens to T cells more efficiently than FO B cells both in vitro (90) and in vivo (91). MZ B cells appear, therefore, as excellent APCs, which, together with lymphoid DCs, play essential roles in the initial steps of in vivo T-cell activation. Consequently, they participate in T-cell-dependent (TD) immune response through the capture and import of blood-borne antigens to FO areas of the spleen (91).

Mice depleted of MZ B cells and infected with B. burgdorferi show elevated pathogen burden and reduced levels of B. burgdorferi-specific IgG and IgM, correlated with diminished splenic CD4+ T-cell responses (92). Similarly, these mice show an increased susceptibility to S. aureus (93). The clearance of the bacteria L. monocytogenes depends on the interactions between marginal zone macrophages (MZ M) and MZ B cells (94). MZ M bind pathogens and capture antigens through various PRRs, including scavenger receptors and C-type lectin receptors (CLRs) (95), and then, they expose native antigens and establish direct cell–cell contact for the activation of MZ B cells (96) that are required for potent responses (94).

TLRs in B Cells

B cells can interact with bacteria via BCRs or TLRs. The expression and functionality of TLRs in B cells has been well characterized during last years. Both mouse and human B cells express a variety of TLRs (TLR1–10) (97, 98), but mouse TLR10 is not functional.

Bacterial proteins can regulate the expression of TLR in mouse B cells, such as Shigella dysenteriae porin, which increases the levels of TLR2, -4, and Myd88 on peritoneal B-1 cells (99). Stimulation of TLR in B cells can modify many effectors functions, and the effects depend on the development phase of B cell. TLR4 and 9 engagements at the immature and transitional B cell stage promote proliferation and survival (100). The proliferation of peritoneal B-1 cells in response to TLR stimulation is lower than splenic B-2 cells (101). On the other hand, TLR stimulation of mature B cells promotes proinflammatory cytokines production (102, 103); MZ B cells produce IL-6 and IL-10, FO B cells secrete IFN-γ and IL-6 (98), and peritoneal B-1 cells produce high levels of IL-10, limiting the clearance of B. hermsii infection (101). Moreover, many surface proteins are expressed in response to TLR signaling in B cells such as the receptors for B cell-activating factor belonging to the TNF family (BAFF), an important B cell survival factor in the periphery, and APRIL (97, 104).

Toll-like receptor signaling in B cells can also result in differentiation into plasma cells or influence class switching and affinity maturation (105). TLR agonists stimulate the proliferation of mouse MZ B cells and their phenotypic maturation process, increasing MHC-II, CD40, and CD86 molecules. Depending on TLR agonist, they also secrete a distinct cytokine profile (106). TLR agonists also activate MZ B cells in vivo and promote the migration from the MZ, accelerating the Ag-specific IgM response (107). It is shown that p110δ activity mediates TLR-induced proliferation and antibody responses by MZ B cells (108). Recently, it has been described that TLR4 stimulation can promote activation-induced cell death (AICD) in MZ B cells, increasing FasL and Fas expression, regulating T-cell-independent B cell responses (109).

In humans, TLR ligands can promote the differentiation of transitional B cells into MZ-like B cells, and patients with defective TLR signaling have reduced numbers of MZ B cells (110).

Therefore, TLR signaling in B cells induces functional responses including cytokine, immunoglobulin production, antigen presentation, proliferation, and modulation of several surface receptors. These responses depend on the B cell development stage.

Innate Response Activator Cells

Innate response activator (IRA) B cells have recently been described as a B cell population that protects against microbial sepsis in mice. They are accumulated in the spleen in a mouse model of sepsis and in response to E. coli infection, indicating that IRA B cell expansion is an overall characteristic of the body’s reaction to bacteria (111). IRA B cells are different phenotypically and functionally from other B cell populations. They contain large amounts of intracellular IgM and spontaneously secrete IgM, but not IgA or IgG1. In addition, they are able to secrete granulocyte macrophage colony-stimulating factor (GM-CSF) and IL-3 (Figure 1B). IRA B cells derived from B-1 cell precursors are activated by TLR stimuli, and they protect against septic shock by controlling neutrophil-dependent bacterial clearance (111).

B-1a cells migrate to the lung in response to microbial airway infection, producing IgM. This process is depended on IRA B cells, which controls IgM production via autocrine GM-CSF signaling, conferring a first-line defense against bacteria in the lungs (112).

Recently, it has been described IRA B cells in humans. They reside in tonsils, within FO areas, which are the first route of defense from infection of the upper respiratory tract and are able to phagocyte bacteria, such as S. aureus, at least in vitro (113).

Therefore, IRA B cells seem to play important roles in bacterial clearance, but further work is required to clarify its function in vivo, and it remains to be studied whether IRA B cells directly interact with infecting bacteria and the nature of such interactions.

Innate Lymphoid Cells

Innate lymphoid cells are a recently identified member of the lymphoid lineage, which are enriched at epithelial barriers, such as skin, intestine, and lung, where contacts with microorganisms normally occur (114, 115). These innate lymphocytes mediate immune responses against infections and regulate homeostasis and inflammation (116, 117). They neither express TCRs or BCRs nor respond in an antigen-specific manner.

Innate lymphoid cells are divided into three subsets: group 1 ILCs (ILC1s and NK cells), group 2 ILCs (ILC2s), and group 3 ILCs (ILC3s and LTi cells). This nomenclature was unified to classify these emerging cell populations, which had been called by different terms including NK-22 cells, LTi-like cells, natural helper cells, nuocytes, and innate helper cells (118). ILCs are crucial in the protective immunity against bacteria (ILC1s and ILC3s) (119–121), intracellular parasites (ILC1s) (122), fungi (ILC3) (123), and parasitic worms (ILC2s) (124, 125).

Group 1 ILCs

Group 1 ILCs consisted of ILC1 and NK cells that produce IFN-γ and TNF-α after stimuli (when stimulated by IL-12, IL-15, or IL-18) (126) and had the T-box transcription factor (T-bet) as a key transcription factor (122, 127, 128). NKs were first described as innate lymphocytes with cytotoxic activity (129) that kills target cells. However, ILC1s are barely cytotoxic and seems to emerge from ILC3s (130) and are accumulated in inflamed mucosa tissue (131).

ILC1 populations have an important role in promoting defense against intracellular pathogens (Figure 1A). They secrete IFN-γ and TNF-α in mice infected with oral pathogen Toxoplasma gondii, recruiting myeloid cells that cease infection (122).

However, recently, it has been demonstrated that ILC1s also are important in promoting immunity to extracellular bacteria such as Clostridium difficile (119).

The deficiency of IFN-γ or T-bet-expressing ILC1s in Rag1−/− mice increases susceptibility to C. difficile (119). Furthermore, it has been shown that Nfil3, an important transcription factor for the development of NKs and ILC1s, plays a role in the intestinal innate immune defense against acute bacterial infection with Citrobacter rodentium and C. difficile (132). Nfil3 deficiency results in more susceptibility to both intestinal pathogens but also corresponds to severely reduction of ILC3s and ILC2s, revealing a general requirement for this transcription factor in the development of all ILC lineages (132).

Group 2 ILCs

Group 2 ILCs, also referred as natural helper cells, noucytes, or innate helper 2 cells, are innate lymphocytes that produce IL-5 and IL-13 when stimulated with IL-25, IL-33, or thymic stromal lymphopoietin (TSLP) (133, 134). They were discovered after administration of IL-25 intranasally in Rag2−/− mice, which lack conventional B and T cells (135, 136). ILC2s have been identified in fat tissue, spleen, nasal tissue, lung, intestine, and skin (137). ILC2 populations protect against helminth such as N. brasiliensis secreting IL-13 after infection (124, 133). IL-13 is necessary for the elimination of the parasite from the gastrointestinal tract, and transferring ILC2s into IL-13-deficient mice shows that IL-13 production by ILC2s is sufficient to resolve helminth infection (125). Moreover, it has been reported that ILC2s can promote IL-13-mediated immunity to other parasites in mice (138).

Group 3 ILC: ILC3s

Three groups characterized ILC3s in intestine as ILCs almost simultaneously (120, 139, 140). ILC3 populations secrete IL-17A, IL-22, TNF-α, and GM-CSF when activated (140–142). The transcription factor RORγt is an important regulator of this population (140). ILC3s are referred as NCR22 cells, NKp46+ ILCs, ILC22s, and NKR-LTi cells in the literature. This family is described in mucosal tissues, particularly in the intestinal tract, where they mediate the balance between the immune system and the symbiotic microbiota (120). It has been recently shown that mouse ILC3 cells form a functional unit together with glial cells that sense the gut environment in a MyD88-dependent manner and control the immune response via IL-22 secretion (143) (Figure 1A). ILC3 populations rapidly respond to infection of mice either extracellular bacteria (120, 121, 144) or fungi (123). ILC3s produce IL-22 after C. rodentium challenge in mice (140, 145), which is essential for host protection (146). IL-22 stimulates intestinal epithelial cells (IECs) to produce antimicrobial peptides and mucus, limiting the replication, dissemination, and tissue damage induced by pathogenic bacteria (116).

Similarly, ILC3s located in the oral mucosa produce IL-17 and IL-22 promoting immunity in mice against the fungal pathogen Candida albicans (123, 147). IL-17 acting alone or synergistically with IL-22 induces the recruitment of neutrophils to the site of infection. Moreover, it is shown that ILC3s also regulate neutrophils in neonatal mice, important for resistance to sepsis with Gram-negative opportunistic bacteria (148).

The production of IFN-γ by T-bet-expressing ILC3 contributes to the protection of the epithelial barrier during against S. typhimurium infection in mice (149). On other hand, it has been described that the expression of IL-17 and IFN-γ from ILC3s has been involved to drive inflammation in Helicobacter hepaticus-induced colitis (150), a mouse model of colitis. However, depletion of IL-22-producing ILCs localized in intestinal tissue results in peripheral dissemination of commensal bacteria, such as Alcaligenes species, promoting systemic inflammation (121). Consequently, these data indicate that ILCs regulate selective containment of lymphoid-resident bacteria to prevent systemic inflammation associated with chronic diseases.

ILC1s together with ILC3s mediate the recovery from C. difficile infection in mice (119). Previously, it has been suggested that ILC3s could play a role in the infection of these extracellular bacteria because the deficiency of the transcription factor Nfil3 resulted in a reduction of ILC3s with an increased of susceptibility to C. difficile infection (132). Nonetheless, it has been also demonstrated that ILC3s mediate protection against S. pneumoniae in respiratory tract (151).

Group 3 ILCs: LTi Cells

They are closely related to ILC3s, but their relationship is still controversial (114). LTi cells were first described in fetal and neonatal lymph nodes (152, 153), where they also showed that were crucial for lymphoid organogenesis. They are able to produce IL-17A and IL-22 mediating immunity to enteric pathogens (154, 155).

TLRs in ILCs

Mouse splenic ILC3s can produce IL-17 and IL-22 in vivo after contact with TLR2 ligands (154). Indeed, it has been shown that human RORγt+ ILCs (LTi-like ILC) express functional TLR2, and its stimulation with agonists induces IL-5, IL-13, and IL-22 expression in a nuclear factor κ B (NF-κB)-dependent manner (142). Recently, it has been reported that human ILCs isolated from duodenum biopsies express TLR2, 3, and 9, but only TLR3 agonists stimulate them to produce TNF-α and IFN-γ (156).

The expression of TLRs in ILC2s has yet to be identified. There is a report showing that TLRs stimulation of purified ILC2s does not induce IL-9 (157), but further studies must be done to verify the expression and functionality of TLRs in these cells.

Natural killer cells and NCR+RORγt+ ILCSs (ILC3s) may interact directly with bacteria through natural cytotoxicity receptors (NCRs), such as NKp44 and NKp46, which can be activated by components derived form commensal bacteria (158, 159).

Conventional T Cells

In addition to the specialized lymphocyte populations with innate functions described above, we have recently described that conventional CD4+ T cells, the paradigm of the adaptive immunity, also play innate-like roles during bacterial infections, contrary to the current view of immunology (7). CD4+ T cells of both mouse and human origin are able to internalize different bacteria (pathogenic and non-pathogenic) such as L. monocytogenes, S. aureus, E. coli, and S. enterica from infected DCs, in a process called transinfection. Bacteria play a passive role in this process, driven by T cells (7); therefore, it would be more appropriate to term it transphagocytosis. Transphagocytic (ti) CD4+ T cells kill internalized bacteria in a manner reminiscent of innate immune cells and secrete proinflammatory Th-1 cytokines (IFN-γ, TNF-α, and IL-6) in a rapid innate-like response (Figure 1B). Furthermore, tiCD4+ T cells protect against bacterial infections in vivo, highly reducing the bacterial load found in liver and spleen 24 and 48 h after infections, contributing to the early innate immune response (7). This route of bacterial capture by T cells could be used for some pathogenic bacteria to spread. In this regard, it has been shown that T cells can serve as reservoir of bacteria in vivo (160–162). Moreover, Shigella flexneri manipulates the migration capacity of infected T cells in a type III secretion system-dependent manner (161–163). Transphagocytosis depends on T cell cytoskeleton, but the molecular mechanisms of how T cells can capture bacteria remain largely unknown. T cells are unable to directly capture bacteria (7); transphagocytosis requires T cell/DC intimate contact, and it is enhanced by antigen recognition by the TCR. On the other hand, T cells are unable to uptake latex beads from DCs, indicating that bacterial PAMPs are also involved in the transphagocytic process and suggest a role of T cell TLRs in this recently discovered process of bacterial uptake by CD4+ T cells.

TLRs in Conventional T Cells

The expression of almost all TLRs in CD4+ T cells, which would recognize bacterial PAMPs, has been identified at the mRNA level in CD4+ T cells (164, 165). However, it has been shown that activated mouse CD4+ T cells express TLR-3 and TLR-9 but not TLR-2 and TLR-4. Stimulation of TLR3 and 9 enhances survival in a NF-κB activation and is associated with Bcl-xL upregulation, without increased proliferation (166). On the contrary, it has been shown that TLR2 engagement induces Th1 activation in the absence of TCR stimulation, activating cell proliferation, cell survival, and IFN-γ production. IL-2 or IL-12 significantly enhances TLR-2-mediated IFN-γ production through the augmented activation of MAPKs (167). Furthermore, it has been described that TLR2 stimulation by porin of S. dysenteriae directly promotes CD4+ T cell survival and proliferation in mouse cells (168). Human-activated CD4+ T cells express TLR2 and TLR4 mRNA, but only activated cells show quantifiable surface expression of either TLR by flow cytometry (169). TLR2 activation, but not TLR4, promotes proliferation and IFN-γ, IL-2, and TNF-α production in activated CD4+ T cells, indicating its costimulatory nature. In memory CD4+ T cells, TLR2 expression is constitutive, and its activation leads to proliferation and IFN-γ production (169). On the other hand, TLR2 stimulation promotes Th17 differentiation both in vivo and in vitro, inducing proliferation and IL-17 production (30, 170). TLR9 stimulation in mouse CD4+ T cells induces NF-κB-dependent survival (166) and provides costimulation to T cells (171). TLR9 engagement, in combination with TCR activation, reduces irradiation-induced apoptosis in mouse CD4+ T cells and increases the rate of DNA repair (172). TLR9 stimulation in human effector CD4+ T cells promotes cell cycle entry (173). TLR3 stimulation also induces NF-κB, MAPK, and the survival of CD4+ T cells (166). On the other hand, TLR5 engagement in combination with TCR activation results in increased proliferation and production of IL-2 in human CD4+ T cells (174). TLR5 and TLR7/8 act also as costimulators, upregulating proliferation and IFN-γ, IL-8, and IL-10, but not IL-4, production by human CD4+ T cells (175). Moreover, engagement of TLR7 in human CD4+ T cells prevents cell cycle entry and proinflammatory cytokines production, by increasing intracellular calcium concentrations, which leads to dephosphorylation of NFATc2 and its translocation to the cell nucleus; this activates an anergic gene expression program (176).

The role of T cell TLRs in bacterial capture and their roles in the recently described innate-like functions deserve future investigations.

CONCLUSION AND FUTURE PERSPECTIVES

Innate, rapid responses-sensing bacteria involve complex networks of cells working in a cooperative way [e.g., ILC3-glia cells collaboration (143)]. These responses include bacteria recognition by cellular PRRs, cytokine secretion, bacteria capture and killing by phagocytosis, and antigen presentation (Figure 2). Besides classical innate immune cells, specialized populations of lymphocytes, i.e., gamma delta (γ/δ) T, iNKT, MAIT, B-1, MZ B, and IRA B cells, behave in an innate-like manner, rapidly responding upon bacteria encounter. Surprisingly, it has been demonstrated that conventional lymphocytes (both B and T cells) can internalize bacteria in an innate-like manner. CD4+ T cells can capture and kill bacteria by transphagocytosis from infected DCs. A similar way of bacteria capture from one infected cell to another has been also recently described for macrophages (177), and it is known from long as a mechanism from viral spread (i.e., HIV and hepatitis C virus) (178). The precise role of the CD4+ T cell-dependent bacterial clearance during infections in vivo remains to be determined, as the number of bacteria directly cleared by transphagocytosis seems to be low, suggesting other mechanisms for the reduction of bacterial load (i.e., cytokine release or antigen presentation). In agreement with this hypothesis, transphagocytic T cells secrete large amounts of proinflammatory cytokines, mounting a potent Th-1 response.
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FIGURE 2 | Innate behaviors by lymphoid cells. Summary of different innate conducts by distinct populations of lymphoid cells.



One of the hallmarks of the innate immunity is the antigen-presentation capacity of phagocytes; it has been proposed that gamma delta T cells are able to present antigen from degraded bacteria, and whether this occurs in vivo, and its role during infections, remains unknown. B1 cells (and B2) have the capacity of present antigens and this ability, in addition to play a major role during infections, has been used for years to study the molecular mechanisms of T cell activation occurring during the immunological synapse in vitro. Whether recently discovered transphagocytic T cells (7) are able to present antigens from engulfed and killed bacteria remains unsolved and deserve further investigations. Indeed, it has been demonstrated that human T cells can process and present soluble antigens to stimulate other T lymphocytes (179, 180).

A major issue of the lymphocyte’s innate-like responses is bacteria recognition. It is not fully clear which cellular receptors are involved in this process. TLRs are membrane-bound PRR involved in the recognition of extracellular PAMPs, initially characterized in innate immune cells. The expression of several TLRs has been found in the different subsets of lymphocytes, even in conventional T and B cells. Therefore, TLRs seem to be the best candidates for innate-like recognition of bacteria by lymphocytes. Bacterial recognition by lymphocytes during innate-like responses and the role that TLRs would play deserve future research. Due to the similarities in TLRs activation between bacterial PAMPs and danger signals found in malignant cells, the study of lymphocyte activation by bacteria could improve the immunotherapies against cancer.
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Inflammation mediated by the inflammasome and the cytokine IL-1β are some of the earliest and most important alarms to infection. These pathways are responsive to the virulence factors that pathogens use to subvert immune processes, and thus are typically activated only by microbes with potential to cause severe disease. Among the most serious human infections are those caused by the pathogenic streptococci, in part because these species numerous strategies for immune evasion. Since the virulence factor armament of each pathogen is unique, the role of IL-1β and the pathways leading to its activation varies for each infection. This review summarizes the role of IL-1β during infections caused by streptococcal pathogens, with emphasis on emergent mechanisms and concepts countering paradigms determined for other organisms.
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INTRODUCTION

Humans are frequently colonized by pathogenic species of streptococcal bacteria: the throat and skin by Streptococcus pyogenes (group A Streptococcus; GAS), the upper respiratory tract by Streptococcus pneumoniae (pneumococcus, SPN), and the lower intestine and genital tract by Streptococcus agalactiae (group B Streptococcus; GBS). This microbial–host association usually occurs in the context of asymptomatic colonization or superficial mucosal infection, but each of these pathogens can also be associated with severe, invasive, even life-threatening, diseases. GAS causes a wide range of diseases, including pharyngitis, cellulitis, puerperal sepsis, necrotizing fasciitis, streptococcal toxic shock syndrome, and rheumatic heart disease, making it one of the top 10 causes of infectious mortality (1). SPN is a similarly prevalent human pathogen responsible for greater than one million annual deaths by pneumonia and meningitis, mostly in young children (2). Lastly, GBS is a common cause of neonatal sepsis and meningitis, making it an important cause of infectious morbidity and mortality among infants in many countries throughout the world (3).

Inflammation is a key component of the immune response during infections with all of the pathogenic streptococci. Inflammation can be protective by preventing bacterial colonization, replication, invasion, and dissemination. Insufficient inflammation commonly leads to a greater infection susceptibly or more prolonged disease. Conversely, excessive inflammation is a driver of several autoimmune diseases and of host tissue injury complicating many severe infectious diseases. Inflammation must therefore be carefully regulated for an optimal immune response, and pathogens can exploit the regulatory processes deployed by the host innate immune system. For example, inflammation in the upper respiratory tract increases the risk of systemic dissemination of SPN, even though it is critical for combating the localized infection at that site. For SPN as well as GBS, inflammation helps break down the blood–brain barrier (BBB) to cause meningitis. In these deadly infections, the tissue damage resulting from inflammation can lead to acute complications, and even if the pathogen is successfully cleared, can be associated with post-infectious sequelae.

The IL-1 and inflammasome pathways in particular exemplify the complex role of inflammation during streptococcal infection. Indeed, GAS is classically defined as a “pyogenic” pathogen, exemplified by pus formation elicited by the robust inflammatory response to its tissue invasion. IL-1β is a highly inflammatory cytokine commonly key in eliciting protective immunity. Caspase-1 and its canonical regulator the inflammasome were first discovered for their ability to activate IL-1β. The inflammasome pathway has since been found to regulate numerous other inflammatory and antimicrobial activities, which in several instances contribute more to the functional immunity than does IL-1β. Activation of IL-1β is also not fully dependent on the inflammasome, but instead requires cooperation between several pathways, many of which also can be activated along redundant routes. When distinctions can be made based on the available literature, we attempt to disambiguate the contribution of each of these signaling and immune effector pathways.

BIOLOGY OF IL-1β AND THE INFLAMMASOME

IL-1

The IL-1 receptor (IL-1R) is widely expressed, which allows IL-1 signaling to induce a variety of cellular effector mechanisms locally as well as systemically. Two cytokines, IL-1α and IL-1β, are recognized by IL-1R to similar effects. The major distinction between these cytokines is that IL-1β is soluble, while IL-1α is typically membrane bound, spatially limiting its function to the activation of neighboring cells. By contrast, IL-1β is free to also act as a chemokine and mediate systemic signaling events. IL-1R1−/− mice, deficient for cell signaling in response to both IL-1α and IL-1β, are more susceptible to most infections, including those caused by GAS (4), GBS (5), and SPN (6–9).

IL-1α is a key mediator of the sterile inflammatory response (10), but is not generally critical for the response to bacterial infection (11). Nevertheless, IL-1α is stimulated during infections by SPN (12, 13), GBS (14), and GAS (15). Genome-wide linkage studies in mice identified a correlation between IL-1α levels and mortality during GAS sepsis (15), suggestive that IL-1α contributes to cytokine storm during sepsis. However, this link was not found in human studies focused on skin infections (16), perhaps because IL-1α might be more beneficial than detrimental in this context. IL-1α probably plays at most a minor role during streptococcal infections, as IL-1β−/− mice phenocopy IL-1R−/− mice in their resistance to GBS (5, 17). The role of IL-1α during experimental GAS and SPN infections is not yet clear.

IL-1β is critical in defense against GAS (4, 18), GBS (19), and SPN (6, 9, 20, 21). IL-1β is a major chemoattractant of neutrophils (10), and neutrophil recruitment is largely mediated by IL-1β during GAS (4) and GBS infections (17). This neutrophil influx to the site of infection contributes to GAS and GBS killing, since neutrophil ablated and IL-1R−/− mice have a similar susceptibility to these pathogens (4, 17). SPN is largely resistant to recruited neutrophils during pneumonia, but rather succumbs to the wave of activated macrophage that follows, which is also largely IL-1β dependent (6, 9, 20, 22). IL-1β also induces fibrinogen expression and localized coagulation, which help to limit dissemination of SPN from the lung (8). It is not clear if this occurs during other streptococcal infections, but if so, the effects may not always benefit the host, as both GAS and GBS have surface-expressed virulence factors that bind fibrinogen and interfere with complement activation and phagocytosis (1, 3).

By controlling early bacterial infection before it becomes this severe, IL-1 can help prevent a pathogen from reaching immune-privileged or vulnerable sites, such as the central nervous system (CNS). Consistent with this notion, IL-1 signaling-deficient mice develop meningitis as a complication of respiratory tract infections at a higher frequency (7). However, once a pathogen reaches the BBB, inflammation is often more harmful then beneficial. GBS crosses the brain microvascular endothelial cells comprising the BBB by direct intracellular invasion (23) without inducing IL-1 (24). SPN can similarly invade the cerebral endothelial cells to gain access to the CNS without barrier damage or disruption (25). Despite these non-inflammatory mechanisms for gaining CNS entry, bacterial CNS infections are inherently inflammatory. Bacterial growth and damage to the initially infected CNS cells greatly induces IL-1 (26), which further breakdowns the BBB to allow more bacterial invasion (27). IL-1 also recruits and activates neutrophils, which are overtly injurious in murine meningitis models (28, 29) and may correlate with poor patient prognosis (30). Neutrophils in the CNS are ineffectual against SPN (31), so there is unfortunately little obvious benefit to this inflammation. Moreover, IL-1 contributes to the pathogenesis of numerous neurodegenerative diseases, and likely has direct role in neurological sequelae common among survivors of streptococcal CNS infection (2, 3, 30, 32).

Interleukin-18

Interleukin-18 (IL-18) is another inflammasome-regulated proinflammatory cytokine. The largest contribution of IL-18 to immunity lies in stimulation of natural killer (NK) cells and induction of interferon-γ (IFN-γ) signaling (33, 34). IL-18 activation is seen during GAS (18, 35), GBS (19), and SPN infections (36). IL-18−/− mice are more susceptible to SPN pneumonia (37). However, in a SPN meningitis model, IL-18−/− mice actually survived longer than WT controls, suggesting that inflammation induced by IL-18 may be more pathological than beneficial in CNS infection, as is the case for IL-1 (38). In GBS infection of neonatal mice, an IL-18 neutralizing antibody increased GBS burden and mortality; conversely, administration of recombinant IL-18 reduced GBS counts (39).

Pyroptosis

In addition to cytokine signaling, activation of inflammasomes initiates programed cell death by pyroptosis (Figure 1). This form of cell death releases numerous endogenous damage-associated molecular patterns (DAMPs), including ATP, DNA, HMGB1, and histones, which further amply the inflammatory response through the recruitment and activation of neutrophils and other immune cells (34). Due to the abundance of DAMPs released during pyroptosis, much of the inflammasome-driven inflammatory response during infection can progress in an IL-1- and IL-18-independent manner (11). In the instance of pneumococcal meningitis, neutralization of IL-1 and IL-18 ameliorate a remarkable amount of the inflammation, yet not all of it (29). A DAMP released during pyroptosis that strongly induces inflammation is HMGB1, a chromatin protein recognized by TLR4 and RAGE receptors. Extracellular HMGB1 is abundant during SPN meningitis, with the levels correlating to severity of disease in both mice and humans (40).
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FIGURE 1 | Major effector mechanisms of the inflammasome. A cell containing active inflammasomes releases several inflammatory signals to other cells, including prostaglandins/eicosanoids, IL-1β, and IL-18. The other major cell process activated is programed cell death by pyroptosis, whereupon the released cellular contents can be detected by a number of pattern-recognition receptors to further inflammatory signaling. Pyroptotic cell death also releases any intracellular pathogens, exposing them to direct killing by complement or antimicrobial peptides or phagocytosis by neighboring cells.



In addition to inflammation, pyroptotic cell death plays an important role in immunity by depriving intracellular pathogens of a replicative niche. Intracellular bacteria are protected from many innate and cellular immune defenses; lysis releases the bacteria where they are exposed to immune cells that are primed and better able to combat the pathogen (41). Though they are commonly treated as exclusively extracellular pathogens, the streptococci can specifically remodel the cellular antimicrobial response to allow intracellular replication (42, 43). It is not yet clear how protective pyroptosis might be for the host during streptococcal infection, but GAS is able to use it to its own advantage. Compared to other cell death programs, pyroptosis occurs relatively rapidly. GAS induction of cell death can be so rapid that IL-1 production is limited, since the cell does not have time to synthesize and convert much cytokine (44).

Other Mechanisms

Several emergent inflammasome effector pathways may also play a role in combating streptococcal infection. The inflammasome can induce secretion of prostaglandin E2, both directly and through IL-1β-induced cell signaling (45). Prostaglandin E2 is markedly induced during GAS (46), GBS (47), and SPN infection (48). This induction has been observed in several infection models including sepsis (15), necrotizing fasciitis (49), and puerperal infection (50). In vitro, prostaglandin E2 is immunosuppressive and impairs killing of GAS (49) due to repression of phagocytosis, reactive oxygen species, and inflammatory cytokines like TNF-α (50). Consistent with these observations, COX-2−/− mice, deficient in prostaglandin E2, had greater GAS resistance (49). However, COX-2-targeting non-steroidal antiinflammatory drugs have long been thought to exacerbate GAS infection and be a risk factor for developing invasive infections (51); therefore, the role of prostaglandin E2 in the anti-GAS immune response is not entirely clear.

Inflammasome activation might also act against intracellular bacteria by mechanisms that do not require death of the host cell. Caspase-1 promotes greater acidification of the phagolysome in GBS-infected cells (52). This mechanism appears to be inactive during infections with Gram-negative bacteria, but operates in response to the Gram-positive bacteria tested, so would likely act against GAS and SPN as well. IL-1β signaling provides another route for killing of several species of intracellular bacteria, including GAS (18). This effect is mediated through autocrine induction of IL-1R-regulated pathways, but which antimicrobial effectors are ultimately involved is not yet known.

THE INFLAMMASOMES

Caspase-1

The inflammasome is a scaffold nucleotide-binding domain and leucine-rich repeat containing receptor (NLR) family of proteins that serves to activate a component conserved between inflammasomes: the cysteine protease Caspase-1. Caspase-1−/− and IL-1β−/−IL-18−/− mice often exhibit similar infection response phenotypes (11). The immune contributions of pyroptosis and other cytokine-independent inflammasome effector mechanisms can make the role of Caspase-1 more prominent in certain infections. Alternatively, inflammasome-independent mechanisms for IL-1β secretion can shift this balance in the other direction (34). Consistent with inflammasomes playing a protective role during streptococcal infection, Capase-1−/− mice are more susceptible to GAS (18) and GBS (19). The importance of Caspase-1 in defense against SPN varies greatly depending on model, mirroring the variable role of IL-1 in these infections. In a SPN pneumonia model, Caspase-1 had little effect (18, 53), but in a SPN meningitis model, Capase-1-driven inflammation led to great intracranial pressure and disruption of the BBB (26).

NLRP3 Detection of Pore-Forming Toxins

Several different NLRs can form inflammasomes, but NLRP3 has the most prominent contribution for detection of streptococci (Figure 2). Streptococcal pathogens deploy secreted pore-forming toxins, which are well documented to activate the NLRP3 inflammasome (13, 19, 21, 29, 30, 54–57). The precise mechanisms by which NLRP3 senses diverse toxins from a number of bacterial species, as well as numerous other PAMPs-like crystals of uric acid, cholesterol, or amyloid proteins, is not entirely clear. Given the disparate nature of these molecules, and no known binding interactions, NLRP3 does not appear to directly detect these PAMPs and DAMPs. Several models have been put forward describing a mechanism for NLRP3 activation in response to perturbations in cellular homeostasis. This concept requires a secondary molecule commonly altered by these PAMPs and DAMPs. While the identity of this molecule is not agreed upon, a unifying theme is the disruption of either the outer membrane or endosomal membranes and consequent induction of ER stress (58). As not all NLRP3 stimuli are membrane acting, upstream detection pathways may still be involved in some circumstances. Streptococcal pore-forming toxins directly induce membrane disruption and ER stress (59), so their detection will likely follow whatever paradigm emerges to integrate the different models of NLRP3 activation.
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FIGURE 2 | Inflammasome activation by the streptococci. Two primary NLRs form inflammasomes during streptococcal infections, NLRP3 and AIM2. NLRP3 detects membrane disruption by the pore-forming toxins encoded by all the major streptococcal species. These pores also allow bacterial DNA in to the cytosol for detection by AIM2. Either NLR can form an inflammasome scaffold for the activation of caspase-1, the primary protease responsible for the hydrolysis of IL-1β into its mature form.



Major pore-forming toxins of GAS and SPN are the cholesterol-dependent cytolysins streptolysin O (SLO) and pneumolysin (PLY), which use cholesterol and glycans as cell surface receptors (60). Both toxins form very large pores in many cell types. In immune cells, pore formation contributes to virulence by killing the cell or inactivating its effector mechanisms, but concurrently activates IL-1β secretion through the NLRP3 inflammasome (12, 13, 44, 54, 61, 62). GAS expresses a second membrane-active pore-forming toxin, streptolysin S (SLS), which is responsible for the classical β-hemolytic phenotype of GAS (63, 64). SLS does not contribute strongly to NLRP3 inflammasome activation (44). This may be due to a dominant role of SLO or the less potent lytic activity of SLS against non-erythrocytes (65), though a toxin’s ability to form pores and to activate the inflammasome do not always correlate strictly (62).

The major pore-forming toxin of GBS, β-hemolysin, is highly dissimilar to PLY, SLO, and SLS. This toxin stays tightly associated with the cell surface and plays a key role in the progression from colonization to invasive infection (66). β-hemolysin mutant GBS induce less pyroptosis and IL-1β secretion through the NLRP3 inflammasome (19). The mutation involved, cylE, also disrupts synthesis of the characteristic pigment of GBS granadaene (67). Granadaene itself is sufficient to activate the NLRP3 inflammasome (56), and production of granadaene is also linked to the hemolytic activity of Propionibacterium jensenii (68). While suggestive that granadaene is itself the β-hemolysin, CylE expression in Escherichia coli confers hemolytic activity but not pigmentation (67), and certain media conditions induce GBS pigmentation without a commensurate increase in hemolytic activity (69). An additional GBS toxin, CAMP factor, also forms pores and delivers bacterial products into the cytosol (70). While this activates several immune detection pathways, the inflammasome does not appear to be one of them for unknown reasons (19).

Pore-forming toxins also activate cell death processes that have features of osmotic lysis, apoptosis, necrosis, and oncosis, which can be confused for pyroptosis and complicate analysis of inflammasome activation (59, 71–74). Since maintaining cell membrane integrity is essential for viability and continued cytokine production, pore-forming toxins can, somewhat paradoxically, actually limit IL-1β by inducing these cell death pathways. The pore-forming toxins of GAS (44), GBS (75), and pneumococcus (74) each can induce the cell to lyse before much IL-1β can be synthesized and processed. Detection of pore-forming toxins, through both caspase-1-dependent and -independent pathways, can also induce membrane-healing mechanisms that limit toxin potency and cell death (34, 76). Therefore, the effect of toxins on the inflammasome appears to be highly concentration dependent: low doses promote cell activation and repair mechanisms, moderate doses activation of the NLRP3 inflammasome, and high doses a rapid cell death that limits IL-1β-driven inflammation.

Alternative NLRP3 PAMPs

Some of the earliest results on the detection of pore-forming toxins by NLRP3 suggested that SLO is not sufficient for inflammasome activation (77). One explanation for this observation is that the NLRP3 inflammasome requires co-stimulatory signals for activation (78). Another explanation for this finding is that low concentrations of pore-forming toxin, themselves insufficient for inflammasome activation, can still mediate the delivery of inflammasome-activating PAMPs and DAMPs, such as bacterial RNA, CpG DNA, Pam3CSK4, zymosan, muramyl dipeptide, and lysozyme-digested peptidoglycan (13, 57, 79–81). Even in circumstances where toxin pore formation is sufficient for inflammasome activation, delivery of these additional PAMPs may provide for a stronger inflammasome stimulus and may allow activation of additional inflammasomes beyond the NLRP3.

Another GAS virulence factor, SpyA, can activate the NLRP3 inflammasome (18). SpyA is delivered in to host cells where it transfers ADP-ribose from nicotinamide adenine dinucleotide (NAD) onto host proteins to modify their activity (82). ADP-ribosylating toxins from Pseudomonas aeruginosa and Mycoplasma pneumoniae also activate the NLRP3 inflammasome (83), but the precise mechanism underlying the detection of these toxins is unclear. An ADP-ribosyltransferase toxin from Clostridium botulinum instead activates a pyrin inflammasome (84), suggesting the target of the toxin dictates which inflammasome is involved. Consistent with this hypothesis, other toxins that target Rho-GTPases like the Clostridial toxin are also detected via pyrin (84). One target of the M. pneumoniae toxin is NLRP3 (83), suggesting this could be a target of SpyA and other NLRP3 activating microbial enzymes. Alternatively, SpyA targets vimentin (85), which might de-repress the NLRP3 inflammasome (86). Additionally, ADP-ribosylating toxin depletion of NAD might activate the NLRP3 inflammasome (87); SpyA has very potent NAD-glycohydrolase activity (82). This suggests that another NAD-glycohydrolase of GAS, Nga can activate the inflammasome. Consistent with this hypothesis, Nga does induce cell death, but whether it is morphologically similar to pyroptosis and occurs through the inflammasome has not yet been determined (88).

Alternative Inflammasome and IL-1β Pathways

A second inflammasome pathway activated during streptococcal infection proceeds through AIM2 in response to cytosolic double-stranded DNA from lysed bacteria (Figure 2). This PAMP is introduced into the cytosol upon the disruption of the phagosomal membrane by pore-forming toxins, such as PLY (89–91). The AIM2 inflammasome is important in the resistance to SPN (89, 91), but not GAS or GBS (19, 57). Since GAS and GBS are readily detected by other intracellular nucleic acid receptors (57, 70, 92–97), the mechanism underlying AIM2’s unresponsiveness is unclear.

The other well-studied inflammasomes, formed via NLRC4, NLRP1, or caspase-11, are not known to be involved in streptococcal infection. They have not been rigorously tested in the context of streptococcal infection, because streptococci do not possess PAMPs similar to those classically known to be detected by these receptors. NLRC4 is exclusively responsive to the flagellin and type III secretion rod proteins of Gram-negative bacteria (98), so expectedly, is unresponsive toward GAS (54). The best established PAMPs for the NLRP1 inflammasome are the Bacillus anthracis lethal toxin and an unknown factor of Toxoplasma gondii (99). Lastly, caspase-11 can form “non-canonical” inflammasome in response to the lipopolysaccharide of Gram-negative pathogens, but is felt to be non-responsive toward Gram-positive bacteria in general (98).

Group B Streptococcus and SPN similarly stimulate multiple pathways for inflammasome activation, and NLRP3−/− mice are more susceptible to infection by these pathogens (19, 55, 89). However, there are very likely additional mechanisms allowing for IL-1β activation during streptococcal infection, either by alternative inflammasome or by inflammasome-independent mechanisms. The most telling evidence for this is that all the known inflammasome-activation PAMPs of GAS are detected by NLRP3 (18, 44), but NLRP3 does not contribute to resistance against GAS (54). IL-1β is nonetheless important in the immune response to GAS (4), but the source of its activation remains unclear.

The lack of a phenotype in NLRP3−/− mice could be due to redundancy with AIM2, or with another, uncharacterized, inflammasome receptor that detects GAS. The NLR family of pattern-recognition receptors contains dozens of members with unassigned function, so many conventional inflammasomes may yet to be discovered. Alternatively, there may be inflammasome-independent pathways providing for IL-1β signaling. The GAS secreted protease SpeB cleaves and inactivates important immune factors such as immunoglobulins and antimicrobial peptides, making it important in several virulence models (1). In a biochemical assay, SpeB was found to cleave IL-1β (100). However, the pro-domain of IL-1β might just be intrinsically protease labile since it can also be cleaved by proteases from Candida albicans (101), Entamoeba histolytica, (102) Staphylococcus aureus (103), and Treponema denticola (104). In vivo activation of pro-IL-1β appears nevertheless to be quite specific, as caspase-11 is similar to caspase-1 and presumably cleaves some of the same substrates in order to activate pyroptosis, yet it does not process IL-1β (105). It further remains unclear whether cleavage by proteases other than caspase-1 can occur during infection, or whether it would promote or inhibit IL-1 signaling.

PRIMING OF THE INFLAMMASOME AND IL-1

Induction of IL-1 and the Inflammasome

At several points, the inflammasome and IL-1β signaling pathways intersect with the NF-κB pathway. First, most cells do not constitutively express IL-1β, which is transcriptionally regulated by NF-κB (106). Therefore, most TLR pattern-recognition receptors, acting through MyD88, as well as the subset of NOD receptors that signal through RIP2, can activate NF-κB to induce synthesis of pro-IL-1β (79). IL-1β will also positively regulate itself, since the IL-1R also activates NF-κB (106). Second, both the NLRP3 and AIM2 inflammasome require priming. This priming can occur through TLRs, IL-1R, or TNFR (36, 78, 107, 108). The AIM2 inflammasome is additionally primed by Type I IFN signaling (109), which simultaneously represses the NLRP3 inflammasome (110). GAS, GBS, and SPN can all induce IFN (70, 91–93, 111–113), which could therefore lead to switching of which inflammasomes can form, and consequently, which bacterial factors are detected.

Since the NLRP3 and AIM2 inflammasomes are the only ones known to respond to streptococci (Figure 2), stimulatory pathways, such as TLRs, are critical not only for the induction of pro-IL-1β but also its maturation. We will therefore next discuss which of these pathways are known to detect streptococci, and how this detection promotes inflammasome/IL-1 signaling (Figure 3). Due to the large number of streptococcal PAMPs contributing to functional redundancies among TLRs, it might be expected that there would often be no immune susceptibility phenotype for any single TLR knockout (114). Nonetheless, through the use of streptococcal and host mutants several specific pathways have been identified. Of further note, a receptor may be found to be essential in one study and dispensable in another; when possible we note how streptococcal genotype, host genotype, and cell or infection model may impact these observations.
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FIGURE 3 | IL-1β/inflammasome licensing pathways. IL-1 and the NLR proteins responsive to the streptococci require induction. Cell–cell signaling can provide this priming signal in the form of IL-1β or TNF-α. More commonly during bacterial infection, bacterial factors detected as pathogen-associated molecular patterns by TLRs provide this signal. TLR2 detects bacterial lipoproteins and is broadly sensitive to Gram-positive pathogens. TLR4 is able to detect the pore-forming toxins of several species of streptococci. When the streptococci are intracellular and the phagosome is disrupted, several additional receptors are involved. TLRs 7, 8, 9, and 13 detect bacterial nucleic acids, while NOD1 and NOD2 detect bacterial cell wall fragments.



Pattern-Recognition Receptor Detection of Streptococcal Pathogens

TLR2 activates NF-κB upon detection of bacterial lipopeptides, lipoteichoic acid, and peptidoglycan (115). These are ubiquitous cell surface components of Gram-positive bacteria, so TLR2 readily detects GAS (95, 116), GBS (117–120), and SPN (121–123). TLR6 and TLR1 cooperate with TLR2 to dictate which PAMPs stimulate signaling. TLR6 contribute to detection of GBS (118, 124) and SPN (53). For GAS, TLR6 is suggested to be dispensable, but through a dendritic cell model where TLR2 was also dispensable, in contrast to findings with other cell types (114). Even less is certain about TLR1, but it appears to have an overall lesser role upstream of inflammasome activation (118). GBS mutants unable to decorate their cell surface with lipoproteins induce less TLR2 signaling, but the contribution of any particular lipoprotein is unknown (120). The most abundant protein on the GAS surface, M protein, is also detected by TLR2 to stimulate production of several cytokines including IL-1β (125, 126). Lipoteichoic acids may also be detected by TLR2, though GBS lipoteichoic acid is not (115, 120). On possible explanation is that the streptococci post-translationally modify their lipoteichoic acid structure (127); however, since lipoproteins also commonly contaminate lipoteichoic acid preparations (115), this scientific question remains somewhat controversial.

TLR2 activation is specifically connected to the model of inflammasome licensing. Induction of il1a, il1b (9, 122, 128), and nlrp3 (21) during SPN infection occurs through TLR2, which was required for normal levels of IL-1β signaling (55). TLR2−/− mice are not as attenuated to in their cytokine responses to GBS or SPN infection as MyD88−/− mice that are broadly deficient in TLR signaling (117, 128). This finding illustrates that while TLR2 is the canonical receptor for Gram-positive pathogens, additional receptors are activating NF-κB in parallel. Several TLRs more commonly appreciated for their role Gram-negative bacterial and viral infections have also been found to detect streptococci, suggesting their agonist range is broader than commonly appreciated.

TLR4 is the established receptor for lipopolysaccharide, a potent PAMP decorating the surface of Gram-negative bacteria, analogous to the broad importance of TLR2 for detection of Gram-positive bacteria. However, TLR4 is also able to detect PLY (129) through direct binding (130) independent of pore-forming activity (131). Consequently, TLR4 can compensate for TLR2 deficiency (122) to provide resistance to SPN pneumonia (123, 130, 132). PLY-deficient SPN induce less inflammasome-dependent cytokines IL-1α, IL-1β, and IL-18, with only a modest decrease in other cytokines such as TNF-α, IL-6, and IL-12 (12). The transcription of il1b is not greatly impacted by PLY (55), suggesting the toxin is more important for inducing NLRP3 than TLR4. This likely reflects a greater redundancy in the number of activating PAMPs for TLRs relative to NLRs leading to induction of their respective pathways (13). Nonetheless, TLR4 significantly potentiates caspase-dependent death induced by purified PLY (130). TLR4 detection of toxins may be a general mechanism since it has also been shown to mediate responses against several toxins including SLO from GAS (131). TLR4 is not important for detecting GBS (75), possibly due to TLR redundancy or because the GBS pore-forming β-hemolysin lacks homology with other pore-forming toxins (56, 67).

Several nucleic acid receptors are also known to recognize streptococci. ssRNA is recognized by TLR7 and contributes to the detection of GBS (92) but not GAS (93). Unmethylated bacterial DNA can be detected by TLR9, which leads to cell activation in response to SPN (53), GBS (92), and GAS (97). In one study, TLR7 and TLR9 were found to be much more important for the detection the detection of GAS and GBS than was TLR4 (92). For controlling SPN infection, TLR1, TLR2, TLR4, and TLR6 were functionally redundant but TLR9 was essential (53). In more recent studies, TLR7 and TLR9, as well as TLR2, TLR3, and TLR4, had minor roles in the detection of GAS and GBS compared to TLR8 (133). Like TLR7, TLR8 recognizes ssRNA, but this receptor is only present in humans, possibly leading to an overestimation of the relative importance of other TLRs in studies utilizing murine models. Mice instead express TLR13, not found in humans, which recognizes rRNA from several species including GAS (95). While some variation between studies is no doubt due to infection model differences, bacterial genetics can also be contributing variable. Hypervirulent M1T1 strains of GAS secrete a phage-encoded nuclease, Sda1, which degrades their own CpG-rich DNA to evade this detection by TLR9 (96). Similar mechanisms may allow the other streptococcal pathogens to evade TLR9, as well as other nucleic acid-sensing TLRs or NLRs.

NOD1 and NOD2 are related to NLRP3 and NLRC4 but activate NF-κB instead of the inflammasome. Both NOD proteins recognize muramyl dipeptide, a cleavage product of the peptidoglycan that comprises the bacterial cell wall (134) that can be introduced into the cytosol by pore-forming toxins (135). SPN is recognized by NOD1 (136) and NOD2 (137) through a process that requires PLY (136, 138) and bacterial cell wall degradation by lysozyme (81). Macrophages are the major cell recognizing SPN by NOD2 in a pneumonia model (138) with microglia and astrocytes-mediated detection during meningitis (139). NOD2 also is responsive to the GAS cell wall fragments, a commonly used inducer of inflammation in arthritis models (140). It is unknown whether NOD2 detects GAS during infection, and only a minimal role in GBS infection was detected (70, 75, 141). This result could be due to redundancy with other activation pathways since, even for SPN, NOD2 is largely redundant with TLR2 (138). Alternatively, streptococci might evade NOD detection through the same cell wall modifications that prevent detection by other PRRs and confer resistance to lysozyme (127).

Integration of Additional Signaling Pathways

Several of the endogenous DAMPs released during pyroptosis may further amplify the local inflammatory response (10). This second phase of the response could provide for stimulation of TLRs that do not recognize the pathogen directly, which may be particularly important during infection with pathogens adept at evading TLR recognition. Given the multitude of TLR receptors identified to recognize streptococci and their components, pyroptosis might not be essential for initiating an immune response to these pathogens, but would nonetheless amplify inflammation during these infections. Pyroptotic release of DAMPs can also provide an alternative pathway to NF-κB activation in individuals with IRAK-4 deficiencies, who cannot signal via most TLRs with the exception of TLR3, and have an increased susceptibility to SPN and other pathogens (142).

CONCLUSION AND PERSPECTIVE

A growing body of evidence suggests that there is more depth and complexity to IL-1β signaling than previously appreciated. For one, the inflammasome has been found to regulate several pathways in addition to IL-1β, including additional inflammatory signaling cascades, programed cell death, and antimicrobial effector mechanisms. Conversely, the number of pathways that can result in IL-1β activation is also increasing. As the inflammasome field grows, these new discoveries will provide greater insight on the molecular pathogenesis and host response to streptococcal infections. In a complementary fashion, experimental observations made using the streptococci and their unique suite of virulence mechanisms for altering the host response can help shape our understanding of the IL-1β/inflammasome pathway(s), which are so broadly impactful in clinical medicine.

How do alterations in the IL-1β/inflammasome response alter the incidence and outcome of streptococcal infections? Many streptococcal infections disproportionately affect the very young and the very old – and this pattern is mirrored in the quality of the inflammasome response. Neonates and newborns have a diminished ability to produce inflammatory cytokines, such as IL-1β (143). Several mechanisms are at play, including immune system immaturity (144) and active suppression of innate immunity (145), and future work is required to better define the role of the inflammasome in these processes. A different mechanism may be at play in older populations, wherein TLR expression deficiency has been reported to mute cytokine activation in aged mice (146). Local lymphoid tissue responses are aberrant in aged mice, with baseline inflammation and high IL-1β levels already present in the lymphoid tissue of the upper respiratory tract in naive elderly mice, which then failed to upregulate NLRP3 and IL-1β in response to SPN colonization (147). Host genetics also plays a role – MyD88 and IRAK-4 are important for the IL–1β/inflammasome response, and mutations in these genes lead to susceptibility to pyogenic infections similar to those caused by the streptococci (148, 149). Other underlying conditions associated with severe streptococcal infections are inflammatory diseases including diabetes and super-infection by other pathogens, either of which can alter inflammasome responses.

Can pharmacologic targeting of the inflammasome provide a therapeutic benefit during streptococcal infection? Knockout mice deficient in inflammasome factors or inflammasome-regulated cytokines are generally more susceptible to experimental infection. Restoration with exogenous IL-1β is protective in models of GBS septicemia (5) and SPN nasopharyngeal colonization (9, 20). Exogenous IL-18 was also protective in models of GBS sepsis and neonatal infection (39). SPN isolates that do not induce hemolysis or inflammasome activation induce less IL-1β and cause more invasive disease (30, 55, 150). Correspondingly, PLY-mutant SPN bacteria that induce less IL-1 and inflammasome activation (81) are better able to establish chronic infection (151). This mechanism of “flying under the radar” by avoiding inflammasome activation, even at the consequence of losing an important virulence factor, is becoming a paradigm in the field of bacterial pathogenesis. Future therapeutics that take into account the inflammasome pathway when targeting bacterial pathogens may hold promise for better outcomes in treatment of serious bacterial infections.
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Type III secretion systems (T3SSs) are specialized secretion apparatus involved in the virulence of many Gram-negative pathogens, enabling the injection of bacterial type III effectors into host cells. The T3SS-dependent injection of effectors requires the insertion into host cell membranes of a pore-forming “translocon,” whose effects on cell responses remain ill-defined. As opposed to pore-forming toxins that damage host cell plasma membranes and induce cell survival mechanisms, T3SS-dependent pore formation is transient, being regulated by cell membrane repair mechanisms or bacterial effectors. Here, we review host cell responses to pore formation induced by T3SSs associated with the loss of plasma membrane integrity and regulation of innate immunity. We will particularly focus on recent advances in mechanisms controlling pore formation and the activity of the T3SS linked to type III effectors or bacterial proteases. The implications of the regulation of the T3SS translocon activity during the infectious process will be discussed.
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INTRODUCTION

Through secreted proteins, bacterial pathogens have the capacity to induce the formation of pores into eukaryotic host cell membranes. Pore-forming toxins (PFTs) can exert direct cytotoxic effect by irreversibly damaging the plasma membrane, or, at sub-lethal concentrations, can induce cell signaling involved in cytoskeletal reorganization, or in a variety of defense and innate immune responses (1–6). Alternatively, secreted bacterial proteins, such as AB toxins or type III secretion system (T3SS) translocon components, can form transient pores at the plasma membranes to promote the delivery of bacterial virulence factors into the host cytosol. Although host cell responses to various AB toxins have been largely described (7–9), relatively little is known about signaling linked to pore formation mediated by T3SS translocon components.

The T3SS can be viewed as a molecular syringe that upon cell contact, allows the delivery of bacterial effectors directly from the bacterial cytoplasm to the host cytosol [for review, see Ref. (10, 11)]. This system is widely spread among Gram-negative bacterial pathogens and shows conserved structural and functional features. Much of our knowledge has been inferred from extensive studies on the Shigella, Salmonella, or Yersinia T3SSs, and specific characteristics have been reported for other T3SSs, such as those from enteropathogenic (EPEC) and enterohemorrhagic (EHEC) Escherichia coli.

As for AB toxins, T3SS-mediated injection of bacterial effectors through eukaryotic cell plasma membranes requires the formation of a “translocation” pore, which occurs upon contact of T3SS with host cell membrane. Cell contact triggers the secretion of translocators proteins through the T3SS: two hydrophobic translocators proteins insert in the host cell membrane to form the so-called translocon, whereas one hydrophilic translocator protein is thought to connect the membrane-inserted translocon and the T3SS needle [for review, see Ref. (12); Table 1]. Here, we will review the responses elicited by host cells, linked to the pore-forming activity of the T3SS, and discuss their role during bacterial pathogenesis.

TABLE 1 | Translocators components in various T3SSs [for review, see Ref. (12)].

[image: image1]

T3 TRANSLOCON AND PORE ACTIVITY

Upon cell contact, two hydrophobic proteins forming the translocon and containing trans-membrane domains insert into the host cell plasma membrane. Membrane insertion is associated with conformational changes, leading to oligomerization occurring through coiled-coil domain interactions, required for pore formation [Table 1; (12–16)]. Interestingly, coiled-coil domain of translocator proteins share homology with PFT, suggesting common origins and oligomerization mechanisms (17). Although the hydrophilic protein does not integrate in membranes, it is absolutely required for pore activity, possibly by acting as an assembly platform for proper oligomerization of the translocon components (12). The hydrophilic protein is also presumed to provide a molecular link between the translocon and the T3SS needle, through which type III effectors are channeled to get access to the cell cytosol. It is generally admitted that during type III effector translocation into host cells, the translocon is connected to the needle, forming a sealed conduct that does not allow exchange with the extracellular medium. This view is supported by cryo-EM studies showing a continuum between the T3SS and host cell membranes during bacterial infection (18, 19). However, the Yersinia type III effector YopH secreted in the extracellular media was shown to translocate into host cells by hijacking translocon components, suggesting that an alternate AB5-like toxin translocation mechanism could also occur for type III effectors (20). Presumably, only translocons detached from T3SS are expected to form pores opened to the extracellular medium. While such considerations remain speculative, and such disconnection may occur following the translocation of injected type III effectors. Studies using artificial membranes have illustrated the pore-forming activity of purified translocon components (21). Although there are numerous evidence demonstrating pore-activity linked to T3SS, structures corresponding to pore-forming translocons are yet to be visualized during bacterial infection (13, 22–25).

Red blood cells (RBCs), which lack internal organelles, are unable to reseal membrane injuries and have been used to demonstrate T3SS-mediated pore formation (26). Release of hemoglobin by RBCs provides a metric for membrane damage linked to pore formation, which, in combination with solute size-dependent osmoprotection experiments, allows to estimate the size of membrane pores. Such experiments indicate that the T3SS induces the formation of pores within host cell membranes with an estimated size ranging from 1.2 to 5 nm, depending on the studies and bacterial systems (27–29). This diameter size is comparable to with that estimated for the inner diameter of the T3SS needle, consistent with a continuum between the needle and the membrane-inserted translocon during the injection of type III effectors. The analysis of the effects of mutations in translocator proteins shows a lack of correlation between T3SS-dependent RBCs’ hemolysis and translocation of type III effectors in epithelial cells (30–34). This suggests that T3SS-dependent pore formation measured by the RBC’s hemolysis assay does not implicate the same requirements as pore formation during translocation of effectors in epithelial cells. These issues are a matter of current debates. Other methods, including the use of fluorescent dyes, have been developed to demonstrate T3SS-dependent pore activity (25, 35).

MECHANISM OF T3SS-DEPENDENT PORE FORMATION

The observations that (i) translocated effectors do not leak into the extracellular medium after injection into cells and (ii) only a minority of cells infected with T3SS-expressing bacteria show dye incorporation assay or K+ efflux, point to the inefficient capacity of the T3SS to mediate the formation of pore in nucleated cells (36–38). It was generally thought that as opposed to RBCs, membrane repair in nucleated cells was responsible for this relatively low pore-forming activity. As developed further, it is now clear that bacteria also control pore formation to avoid/or counteract detection by host cells.

In a very recent study, Sheahan and Isberg have identified host cell factors required for Yersinia T3SS-associated pore activity. Insertion and assembly of the translocon into the host cell membrane is a more complex process than originally thought, as numerous cytoskeletal and membrane trafficking proteins have been involved (39). This study confirms the key role played by actin and the small Rho GTPase in pore formation (40–42). Unexpectedly, Sheahan and Isberg also identified CCR5, a plasma membrane receptor, as playing a major role in T3-pore formation. CCR5 was recently identified to be a receptor for some PFT, emphasizing the functional homology the between T3 translocon and PFT (43).

HOST CELL RESPONSES TO PORE FORMATION IN PLASMA MEMBRANES

In response to membrane injuries, cells trigger repair mechanisms involving the detection and removal of damaged plasma membranes. Membrane injuries, such as those induced by PFTs, immediately trigger an osmotic stress response, as well as a Ca2+ influx and a K+ efflux that are sensed by host cells (4, 44–46). These responses activate MAP kinase signaling, inflammasomes, and NF-κB activation, which in turn lead to the elicitation of inflammatory and innate immune responses (Figure 1). Such signaling also activates membrane repair mechanisms: K+ efflux triggers NLRP3 activation, leading to the recruitment of Caspase-1 (IL-1-converting enzyme) (47). Caspase-1 has a dual effect; it cleaves pro-IL-1β to generate mature IL-1β and stimulates the sterol regulatory element-binding proteins (SREBPs) to promote membrane biogenesis (48). Fast-acting cortical membrane repair involving exocytic and endocytic processes are also well described (49, 50). Ca2+ influx triggered by pore formation is sensed by synaptotagmin, a Ca2+ sensor present at the surface of lysosomes. Intracellular Ca2+ increase determines the synaptotagmin-dependent fusion of specialized lysosomes, named secretory lysosomes, in large vesicles. These vesicles fuse with wounded membranes, a process that contributes to the patching of pores at the plasma membranes (26, 49, 50). Fusion of secretory lysosomes with wounded plasma membranes also leads to the release of lysosomal enzymes, such as sphingomyelinases, into the medium. Sphingomyelinases hydrolyze sphingomyelin to form ceramides that induce membrane curvature. This curvature is thought to initiate endocytosis of damage membranes that are subsequently targeted to intracellular degradation. Endocytosis has been proposed as an active repair mechanism of membrane damaged by PFTs (44). Ca2+ influx also leads to the binding of cytoplasmic annexins to the plasma membrane, resulting in the connection of the membrane to actin network. Annexin A5 was also shown to form a network limiting diffusion at the site of membrane injury (51). Ca2+ influx has also been associated with the annexin-dependent blebbing of the plasma membrane leading to the shedding of vesicles containing pores mediated by PFT in the extracellular milieu (52–54).
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FIGURE 1 | Membrane repair and inflammasome activation mediated by T3 translocons and PFTs. Membrane injuries by PFTs or T3 translocon (T3-T) trigger an osmotic stress response, Ca2+ influx, and K+ efflux that are sensed by host cells. These responses activate innate immune responses and membrane repair mechanisms. K+ efflux, or possibly osmotic stress, associated with PFTs leads to the activation of the p38 MAPK and IL-1β secretion. In response to T3-pore formation, inflammasome and caspase-1 activation are also observed in association with K+ influx into the translocon component (T3-TC) containing vacuole. Following endocytosis, T3 translocon components can activate caspase-11 through the activation of the non-canonical inflammasome. Membrane repair mechanisms linked to Ca2+ influx, lysosomal exocytosis and annexin recruitment are observed. New membrane recruitment to the site of infection by the exocyst complex could also contribute to patch T3-pores.



CHARACTERIZING SIGNALS LINKED TO MEMBRANE INSERTION AND PORE ACTIVITY OF THE T3 TRANSLOCON

Identifying signals that specifically associated with the T3SS translocon is challenging because it is also required for the translocation of type III effectors, many of which being reported to regulate innate immune responses. Furthermore, various microbial structures, including structural components of the T3SA, act as pathogen-associated molecular patterns (PAMPs) and are sensed by host cells to induce innate immune responses that are not directly associated with translocon insertion into host membranes (55, 56). To identify translocon-specific signals, studies have reported the use of bacterial mutants lacking all type III effectors (effectorless strain) and/or using cells lacking the two main TLR adaptor proteins (MyD88−/− and Trif−/−) and hence, deficient for TLR signaling downstream of PAMPs. Such studies showed that the insertion of translocon components into the host plasma membrane activates an innate immune response that differs depending on the cell type (42). Insertion of the Yersinia translocon is associated with NLRP3 and NLRC4 activation with downstream signaling events leading to caspase-1 activation and IL-1β production (57, 58). The T3SS-dependent activation of NLRC4 has also been observed for Shigella, Salmonella, and Pseudomonas (59, 60). For Salmonella and Pseudomonas, such NLRC4 activation was shown to depend on T3SS-dependent pore formation and K+ efflux (37). Activation of the non-canonical caspase-11 (caspase 4 in humans) inflammasome has also been described to be dependent on the T3SS, although recent evidences indicate that bacterial LPS could account for caspase-11 activation (61–64).

The cytosolic presence of translocators, rather than pore formation, has also been described to activate the inflammasome (65). The detection of translocator components in the cytosol has been attributed to the cytoplasmic tail of one of translocators following its insertion in the plasma membrane, or, alternatively, to the endocytosis of the pore-forming translocon complex. In both cases, cytosolic access of T3 translocon components leads to canonical NLRP3 and non-canonical caspase-11 activation, similar to what has been described for cytosolic PAMPs (62, 65). Consistent with a role for translocon endocytosis, Senerovic et al. have described that the purified translocator component IpaB oligomerizes in membrane and forms ion channels promoting K+ influx upon internalization within endosomes, responsible for macrophages cell death. In this case, translocon-dependent K+ influx into vacuoles may affect endolysosomal membranes’ integrity, leading to caspase-1 activation downstream of the NLRC4 inflammasome (66).

Perhaps most indicative of T3SS-dependent pore-forming activity, membrane repair mechanisms are also activated upon bacterial infection. In response to Ca2+ influx linked to T3SS-dependent pores, synaptotagmin-dependent lysosomal exocytosis has been reported in Salmonella and Yersinia infected cells (39, 67). During infection, Salmonella and EPEC also trigger the recruitment and activation of the Ca2+-sensors annexins at the site of bacterial attachment (68–73).

BACTERIAL MECHANISMS OF AVOIDING CELL DEATH LINKED TO T3SS-MEDIATED PORE FORMATION

Invasive bacteria, such as Salmonella or Shigella, promote their uptake in vacuole, resulting in a process leading to the removal of membrane-inserted translocons from the plasma membrane. This “self-removal” of membrane-inserted translocons may represent an additional factor contributing to the difficulty in detecting pore formation in epithelial cells infected by these bacteria. To minimize plasma membrane damages linked to T3 translocons, bacteria that multiply extracellularly have developed multiple strategies against inflammatory cell death. Injected type III effectors may downregulate cell death and inflammatory signals, by interfering with initiator or effector caspases and NLRC4 inflammasome activation (74). The role of these type III effectors has been recently reviewed elsewhere (57, 58, 75–77). Here, we will mostly discuss the bacterial regulation of T3SS-dependent pore formation.

In Yersinia, at least three different type III effectors, such as YopK, YopE, and YopT, regulate T3SS-dependent pore formation and effector injection into host cells. The translocon component YopB activates both pro-inflammatory response and the small Rho GTPase, Ras (42, 78). YopB/D translocon insertion, in cooperation with invasin-beta1 integrin signaling, activates multiple Rho GTPases leading to actin polymerization, a step absolutely required for the Yersinia T3SS-dependent pore formation in the plasma membrane. The role of actin polymerization in the formation of the Yersinia T3SS-dependent pore is not clear but might reflect the importance to affix plasma membrane while translocon is inserted, or the translocon disconnection from the T3SA following effector injection in host cells. Among injected effectors, YopE and YopT display pore inhibition activity through the downregulation of several Rho GTPases (RhoA, RhoG, Rac1, and CDC42), linked to a GAP and protease activity toward these GTPases, respectively. Inhibition of Rho GTPase activity associated with actin depolymerization not only prevents pore formation but also reduces effector translocation. YopK also negatively regulates injection of type III effectors and cytotoxicity. As opposed to YopE and YopT regulating the T3SS activity through their action of Rho GTPases, YopK binds to the translocon and may directly clot it or induce conformational changes leading to translocation blockage (76). Although sharing little primary sequence homology with YopK, the EPEC/EHEC type III effector EspZ displays a similar activity (Figure 2). EspZ was shown to interact with the EPEC-translocon component EspD and prevents cell death by preventing the translocation of T3SS effectors into infected cells (79).
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FIGURE 2 | Bacterial effectors regulating T3-pore formation. Upon cell contact and T3SS activation, the Yersinia YopB/D translocon components activate Rho GTPases leading to the polymerization of actin and T3-pore formation. The injected T3 effectors, such as YopK, YopE, and YopT, downregulate T3-pore formation and effector translocation. YopK directly acts on the T3 translocon. YopE and YopT inhibit RhoGTPases. EspZ shares an activity related to that of YopK by binding to the EPEC T3 translocon, inhibiting T3-pore formation and effector injection. EspC downregulates T3 pore by degrading the translocator components EspA/D, an activity shared by the EHEC EspP. EspP also downregulate the Hly PFT inserted in plasma membranes.



PROTEOLYTIC DEGRADATION OF T3-PORES BY A BACTERIAL SERINE PROTEASE AUTOTRANSPORTER OF ENTEROBACTERIACEAE

More recently, our group has reported a novel mechanism controlling T3SS-mediated pore formation and cytotoxicity induced by EPEC and EHEC (38). In addition to the T3SS, EPEC secretes other bacterial toxins involved in virulence. Among these, EspC, a protease belonging to the serine protease autotransporter of enterobacteriaceae (SPATE) family (80, 81), was shown to degrade the T3SS translocon components following contact with epithelial cells, thus downregulating T3SS-dependent pore formation and cytotoxicity. In EPEC, the hydrophilic translocator component EspA polymerizes into a filament connecting the T3SS needle to the translocon that is composed of the EspB and EspD hydrophobic proteins. EspC appears to preferentially target EspA associated with EspD. Since EspC does not prevent type III effector injection, it may recognize a specific conformation of EspA/D corresponding to a T3SS “by-product” with potential cytotoxic activity. Interestingly, EspP, the EspC hortologue in EHEC has been involved in the proteolytic degradation of the E. coli hemolysin Hly, a pore-forming cytolysin (82). The cleavage of Hly by EspP occurs in the region of the hydrophobic domain and lead to the inactivation of its pore-forming activity.

EPITHELIAL CELL DEATH LINKED TO T3SS-PORES

Depending on the cell type and the extent of pore formation, membrane lesions can lead to apoptotic or necrotic cell death. It has been suggested that pores detected in epithelial cells infected with effectorless Yersinia or an EPEC espC mutant result from unsealed translocons similar to those found in membranes of erythrocytes. With the exception of T3SS-dependent cell death induced by Yersinia, which appears to implicate distinct pathways, T3SS-dependent cytotoxicity appears to be caspase independent (38, 79, 83, 84). Epithelial cells dying from T3SS-dependent unregulated pore formation show nuclear shrinkage without signs of nuclear fragmentation, consistent with non-apoptotic cell death (38, 79, 83, 84). The precise mechanism implicated in this T3SS-dependent death is unknown. In unrelated studies, however, nuclear shrinkage and caspase-independent cell death have been linked to the activation of phospholipase A2 (PLA2) (85). Interestingly, PLA2 activation associated with K+ efflux and/or Ca2+ influx triggers IL-1 β secretion (86, 87), as observed for T3SS-dependent pore formation. Nuclear shrinkage may correspond to a common response to membrane insults induced by PFTs and T3SS-dependent unregulated pore formation (88, 89).

CONCLUDING REMARKS AND PERSPECTIVES

As reviewed here, T3SS-expressing bacteria have developed a diversity of mechanisms to downregulate the formation of pores linked to the activity of T3SS translocon, reflecting the importance of this process in the pathophysiology of bacterial infections. In the absence of such translocon regulatory processes, a variety of inflammatory and death processes can be induced, depending on the bacterial pathogen. Although the insertion of T3SS-translocons during type III effector injection may induce a common canonical response associated with the activation of the NLRC4 inflammasome and eventually, necrotic cell death, these responses may be subsequently further tuned by other bacterial effectors. Deciphering how these signals integrate during the course of the bacterial infectious process represents a challenge needed to be addressed in future studies. Understanding how the T3SS pore formation and injection of effector is regulated could also lead to the development of innovative therapeutic molecules, widening the spectrum of currently studied T3SS inhibitor (90, 91).
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microRNAs (miRNAs) are a class of small non-coding endogenous RNA molecules that regulate a wide range of biological processes by post-transcriptionally regulating gene expression. Thousands of these molecules have been discovered to date, and multiple miRNAs have been shown to coordinately fine-tune cellular processes key to organismal development, homeostasis, neurobiology, immunobiology, and control of infection. The fundamental regulatory role of miRNAs in a variety of biological processes suggests that differential expression of these transcripts may be exploited as a novel source of molecular biomarkers for many different disease pathologies or abnormalities. This has been emphasized by the recent discovery of remarkably stable miRNAs in mammalian biofluids, which may originate from intracellular processes elsewhere in the body. The potential of circulating miRNAs as biomarkers of disease has mainly been demonstrated for various types of cancer. More recently, however, attention has focused on the use of circulating miRNAs as diagnostic/prognostic biomarkers of infectious disease; for example, human tuberculosis caused by infection with Mycobacterium tuberculosis, sepsis caused by multiple infectious agents, and viral hepatitis. Here, we review these developments and discuss prospects and challenges for translating circulating miRNA into novel diagnostics for infectious disease.
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WHAT MAKES A GOOD BIOMARKER?

According to the working group of the National Institutes of Health Director’s Initiative on Biomarkers and Surrogate Endpoints, a biomarker is “a characteristic that is objectively measured and evaluated as an indicator of normal biological processes, pathogenic processes, or pharmacologic responses to a therapeutic intervention” (1). A simpler but broader definition of biomarkers as objective, quantifiable characteristics of biological processes has also been emphasized by Strimbu and Tavel (2). The ideal biomarker has high specificity and sensitivity, is detectable by minimally invasive sampling procedures, and its concentration should be indicative of a disease state (1–5). Diagnostic biomarkers can be used to evaluate disease status, prognostic biomarkers are informative of disease outcome, and predictive biomarkers help determine treatment efficacy when experimental groups are compared to controls (4, 6).

In recent years, high-throughput sequencing (HTS) technologies have enabled simultaneous screening of thousands of potential transcriptional biomarkers, which facilitates both discovery of specific host disease expression biosignatures (7–9) and new insight on host–pathogen interaction and immunobiology (10–12). Host biomarkers may also help evaluate vaccine efficacy in both humans and domestic animals (13, 14), as well as provide information on the molecular mechanisms underlying latent infections (15) and drug resistance in pathogens (16).

CANONICAL BIOGENESIS AND IMMUNOLOGICAL FUNCTIONS OF microRNAs (miRNAs)

The role of miRNAs in post-transcriptional regulation of gene expression was discovered in 1993 through analyses of the lin-4 locus in the roundworm Caenorhabditis elegans. Two contemporaneous studies showed that an RNA transcript from lin-4 repressed translation of the lin-14 messenger RNA (mRNA), thereby exerting temporal developmental control on a diverse range of cell lineages (17, 18). Since then, it has been demonstrated that eukaryotic organisms contain hundreds to thousands of these small non-coding regulatory RNA molecules (19). Many miRNAs are evolutionarily conserved across divergent metazoan taxa (20, 21), highlighting the extensive roles that these small RNAs play in the regulatory networks and pathways governing complex biological processes such as cell fate specification, and innate and adaptive immunity (22–24).

Canonical biogenesis of miRNA in mammalian cells starts with transcription of a long RNA molecule called the primary-miRNA (pri-miRNA) by RNA polymerase II (25). Within the nucleus, pri-miRNA undergoes cleavage by the microprocessor complex, which consists of a Drosha ribonuclease III and the RNA-binding DGCR8 microprocessor complex subunit protein (26, 27). The intermediate product is a precursor-miRNA (pre-miRNA) hairpin of ~70 nucleotides in length that is transported to the cytoplasm by the exportin-5 protein (28). An additional cleavage occurs near the pre-miRNA terminal loop through the action of endoribonuclease Dicer (29). The final product is an 18–25 nucleotide double-stranded RNA with short 3′ overhangs that binds to argonaute (AGO) proteins and is loaded into the RNA-induced silencing complex (RISC) by the RISC-loading complex (RLC), which is formed by endoribonuclease Dicer, RLC subunit TARBP2, and AGO1–4 proteins (30). One strand of the RNA duplex, the mature miRNA, remains within the RLC and is used as a guide by the RISC for complementary nucleotide base pairing with a target mRNA (31). The second strand is known as miRNA* (or passenger strand) and is normally degraded after its release from the RLC. Further details on canonical biogenesis (32) and the processes driving mature miRNA strand selection (33, 34) have been extensively reviewed elsewhere. The development of HTS technologies has facilitated high-resolution miRNA-sequencing (miRNA-seq), revealing the existence of multiple functional mature variants that are termed isomiRs (35–37). In addition, non-canonical pathways have been identified as alternative mechanisms of miRNA biogenesis (38, 39).

Dysregulation of intracellular miRNAs during disease was first reported in 2002, with evidence that miR-15 and miR-16 were tumor suppressors for chronic lymphocyte leukemia (40). Shortly afterward, it was shown that higher let-7 expression levels were associated with a better prognosis for lung cancer survival (41). Notably, the cancer research literature has highlighted miRNAs as powerful classifiers for disease onset and patient survival (42–45), as well as tumor driver mutations (46–48). These, and several other studies that followed, laid the groundwork for research that focuses on exploring the potential of miRNAs as biomarkers and therapeutic gene targets.

In silico analyses suggest that at least two-thirds of mammalian mRNAs are regulated by miRNAs (22, 23, 49); therefore, it is perhaps unsurprising that these non-coding transcripts have emerged as important molecular fine-tuners of the host immune response during infection (50–54). For example, multiple miRNAs are known to regulate the toll-like receptor 4 (TLR-4) pathway in the host innate immune response (23, 55, 56) and are also essential for optimal T cell activation and differentiation (57–62). More specifically, mice lacking miR-155 show diminished immune responses against infections with Citrobacter rodentium (63), Salmonella typhimurium (64), and Listeria monocytogenes (65). miR-155 has also been found to be increased in peripheral monocytes of chronic hepatitis C (CHC)-infected patients following in vitro stimulation with lipopolysaccharide (LPS) (66), and in murine bone marrow-derived macrophages stimulated with LPS plus interferon-γ (IFN-γ) (67). miR-146 is another important miRNA that exhibits increased expression in immune cells following TLR activation by bacterial pathogens (68). Moreover, members of the miR-146 family were found to form distinct expression profiles in human monocyte-derived macrophage cells infected with Mycobacterium tuberculosis (69) and M. bovis-infected bovine alveolar macrophages (70). The immunoregulatory roles of miRNAs in different cells involved with the host response to bacterial infections has been comprehensively reviewed (71, 72).

Collectively, these studies highlight the importance of post-transcriptional regulation of gene expression mediated by intracellular miRNAs in mammalian infection and immunity processes. A growing number of public databases provide information on miRNA–disease relationships (73), and informative reviews on this topic have been published (22, 23, 49, 52, 74).

Circulating miRNAs

So far, we have shown examples of intracellular miRNAs with immunological roles; however, there is a growing consensus that immune and non-immune cells routinely and actively release miRNAs into extracellular environments (75–77). Commonly associated with RNA-binding proteins, high-density lipoprotein particles or enclosed within lipid vesicles (Figure 1), miRNAs have been found to be extremely stable in extracellular fluids of mammals, such as blood plasma, serum, urine, saliva, and semen (78–80). miRNAs released by a human THP-1 monocyte cell line may be taken up by recipient cells in an alternative means of cell-to-cell communication (81). Wang and colleagues have shown that nucleophosmin, an RNA-binding protein involved with nuclear export of ribosomes, mediates export and protection of circulating miRNAs against degradation in several human cell lines (HepG2, A549, T98, and BSEA2B) immediately after serum deprivation, which is suggestive of an active response to stress (82). Active release of extracellular circulating miRNAs supports the hypothesis that they may act as “hormones” in cell-to-cell communication (82, 83).
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FIGURE 1 | A tuberculosis lung granuloma demonstrates how specific circulating microRNAs (miRNAs) may arise during an infection process. Mycobacterial pathogen-associated molecular patterns are recognized by toll-like receptors (TLRs) and other pattern recognition receptors, which result in the upregulation of primary-miRNAs in macrophages. These transcripts are subsequently cleaved in the nucleus and cytoplasm by Drosha and Dicer, respectively, resulting in 21–25 nucleotide mature miRNAs that act to fine-tune intracellular immune processes. Specific pathways and components of the immune response may be regulated by different miRNA subsets. Concurrently, the surrounding T lymphocytes involved in granuloma formation/maintenance upregulate T cell subset-specific miRNAs as a means of modulating the type of adaptive immune response. Mature miRNAs generated in macrophages and T cells may also be released into the extracellular environment within exosomes, heterogeneous microvesicles, or in association with high-density lipoprotein, LDL, or other protein complexes. Subsequently, by means not yet fully understood, these extracellular miRNAs move from local sites of infection to the circulatory system. This process can therefore give rise to infection-specific circulating miRNA expression signatures that can readily be accessed from multiple biological fluids (e.g., serum, plasma, or sputum).



Further work is required to fully understand how the release of extracellular miRNAs and uptake by target cell populations influences biomolecular signaling networks. Regardless of their precise functions, the main utility of miRNAs in the field of diagnostics and prognostics is based on the premise that different miRNA expression signatures are linked to different pathological states (Figure 1). With this in mind, it is noteworthy that a number of infectious diseases have been the focus of recent studies to assess circulating miRNAs as biomarkers.

CHALLENGES FOR ACCURATE DETECTION OF CIRCULATING miRNAs IN BIOFLUIDS

The observation that extracellular nucleic acids (both DNA and RNA) are present in vertebrate bodily fluids was first recorded almost 70 years ago (84), but their potential as biomarkers for disease states was not fully realized until the 1990s (85). In turn, detection of extracellular miRNAs was first reported in 2008 when placental miRNAs were observed in maternal plasma (86). In the same year, circulating miRNAs were also described in blood serum (87, 88) and plasma samples collected from cancer patients (88). In this regard, the potential of circulating miRNAs as non-invasive diagnostic and prognostic biomarkers of disease status in biological fluids was first realized in the field of cancer biology, particularly because techniques for cancer diagnosis and prognosis still primarily rely on invasive tissue biopsies (89–91), and the establishment of new circulating protein biomarkers has not been able to meet the demand (92). The marked stability of circulating miRNAs in body fluids, which are still viable after repeated cycles of freeze–thawing and long-term storage of frozen samples (88, 93–95), makes them attractive biomarker candidates for diagnosis or prognosis of complex diseases. However, the main challenges for profiling circulating miRNAs are biases introduced during pre-analytical and analytical steps that are described below.

Biological Fluids and RNA Extraction

Analysis of circulating miRNAs is normally performed on peripheral blood plasma or serum, and to a lesser extent on sputum, urine, breast milk, saliva, semen, and cerebrospinal fluid (CSF). The choice of starting material can significantly impact the expression profiles that are generated; in particular, because each biofluid can be enriched for a distinct set of miRNAs (78, 96, 97).

The miRNA fraction in biological fluids typically represents a very low proportion of total RNA. Investigations using serum and plasma samples have demonstrated that different protocols for pre- and post-storage sample processing can impact the quality of subsequent RNA extraction (96, 98, 99). For example, collection of peripheral blood in heparin-coated tubes can inhibit downstream laboratory steps that are based on polymerase chain reaction (PCR) protocols (100, 101). In addition, special attention is required to avoid contamination with intracellular miRNAs originating from blood components such as platelets and erythrocytes, which can introduce significant bias in circulating miRNA expression profiles (96, 98, 99, 102). It is also important that circulating miRNAs with low GC content are not lost when performing phenol-based RNA isolation, a problem that can be overcome by using small RNA extraction kits customized for specific biofluids (103).

Expression Profiling Methods for Circulating miRNAs

The biochemistry and molecular structure of miRNAs can cause difficulties for accurate transcriptional profiling and quantification (104, 105). Consequently, various established techniques for mRNA detection have been modified to improve miRNA detection, irrespective of tissue type (106–108).

Reverse transcription quantitative real-time PCR (RT-qPCR) is currently the most widely used method for miRNA profiling: it provides excellent sensitivity, high sample throughput, and the capacity for moderate multiplexing of targets (109). A number of strategies can be used with miRNA RT-qPCR, including (1) reverse transcription using stem loop primers as implemented in TaqMan™ MicroRNA Assays (110); (2) incorporation of locked nucleic acids (LNAs) (111) in primer sequences to reduce melting temperature (Tm) differences in primer–target duplexes, as used for miRCURY LNA™ Universal RT microRNA PCR; and (3) approaches that enzymatically incorporate a poly(A) tail to miRNAs prior to the reverse transcription step, which facilitates hybridization with a poly(T) sequence linked to a universal reverse primer (109). Regardless of these technical developments, RT-qPCR-based methods cannot identify novel miRNAs and, importantly, special attention is required for the design of standardized internal controls (104, 112–114).

Hybridization-based methods normally rely on DNA capture probes that are immobilized on a microarray platform such that fluorescent signal intensities can be quantified to estimate expression of individual miRNAs. Commercially available and cost-effective microarray assays include miRCURY LNA™ microRNA Arrays (Exiqon), GeneChip® miRNA Arrays (Affymetrix), and SurePrint miRNA Microarrays (Agilent) (115). However, due to lower specificity and reduced dynamic range compared to other methods, microarrays often require additional validation via RT-qPCR (116, 117). A relatively new hybridization-based method that does not require a PCR amplification step or direct labeling of target miRNAs is the nCounter® miRNA Expression Assay developed by NanoString Technologies (118). This approach has comparable sensitivity to RT-qPCR, is high-throughput, and also facilitates multiplexing of up to 800 distinct miRNA variant targets in the same assay. miRNA profiling in serum (119), peripheral blood (120), and aortic tissue (121) provide examples of studies that have used this technology. However, like RT-qPCR, it is again important to note that hybridization-based profiling methods cannot be used to identify novel miRNA variants.

Unlike the methods discussed above, HTS technologies in the form of miRNA-seq can be used for discovery-focused global expression profiling of the whole miRNA transcriptome (miRNome) from a particular biological sample (122). In addition, miRNA-seq approaches can identify with high accuracy, novel mature miRNAs, sequence variants (specific isomiRs or particular miRNA family members), and also pre-miRNAs (37, 123, 124). The rapid adoption of HTS for miRNA profiling has been driven by significant increases in sample throughput, a wide range of laboratory methods for different applications, and a thriving ecosystem of open-source software for data analysis and interpretation (9, 125, 126). However, it is important to note that technical biases inherent to different sequencing technologies (e.g., Illumina®, ABI SOLiD®, and Ion Torrent™) may generate reads that are not bona fide miRNAs (5, 127, 128).

Finally, in addition to established methods described here, emerging biosensor approaches for miRNA profiling have been reviewed in detail elsewhere and are beyond the scope this review (129).

Data Normalization

Transcriptomics experiments are characteristically “noisy,” therefore, appropriate normalization is critical to minimize technical variation that may compromise interpretation of results. A range of methods have been successfully used for this purpose in mRNA and intracellular miRNA transcriptomics. Manufacturers’ instructions for data normalization vary greatly depending on the platform used, and a consensus on how circulating miRNA data should be normalized is yet to emerge (114, 130).

There is significant debate concerning the optimal strategy for normalization of circulating miRNAs with RT-qPCR assays. Methods currently used include (1) normalization to small nucleolar RNAs as reference genes, (2) normalization to an external spike-in synthetic oligonucleotide, (3) normalization to specific miRNAs, and (4) the global mean normalization method (131). Most studies report the use of small nucleolar RNA genes as reference genes, such as the small nucleolar RNA, C/D box 44 gene (SNORD44), the small nucleolar RNA, C/D box 48 gene (SNORD48), and the RNA, U6 small nuclear 6, pseudogene (RNU6-6P). However, there is growing evidence that these genes may be unsuitable due to significant variability in expression among individual serum samples (130, 132, 133). Use of a synthetic RNA spike-in as a reference gene has also been criticized because this method only accounts for specific components of technical variation introduced, for example, during RNA extraction or reverse transcription (134). When identifying circulating miRNAs to serve as reference genes, normally those that do not vary significantly among biological replicates are selected. Marabita et al. (114) advise caution when selecting endogenous reference controls and recommend the use of data-driven approaches for this purpose. The global mean normalization method does not require a reference gene and appears to be the most robust option but should only be applied when simultaneously profiling hundreds of miRNAs (131).

Conflicting reports on the efficiency of methods for statistical normalization are also problematic for miRNA-seq data. Tam and collaborators evaluated a range of available methods and recommended the use of trimmed mean of M-values (TMM) (135) and upper quartile scaling (136) for count normalization in comprehensive miRNA profiling studies (137). Conversely, Garmire and Subramaniam (138) did not support the use of TMM but strongly recommended the application of locally weighted regression (139, 140) or quantile normalization (QN) (141) instead. However, a parallel benchmarking study published soon afterward came to the opposite conclusion, recommending TMM over QN (142). Finally, a rebuttal to Garmire and Subramaniam highlighted several drawbacks with their data analysis and evaluation of the TMM method (143).

In summary, it is imperative that rigorous independent benchmarking studies are performed to systematically evaluate normalization methods proposed for miRNA profiling. With these challenges in mind, in the next section we review studies that have assessed the usefulness of circulating miRNAs as biomarkers for selected bacterial and viral infections.

DIFFERENTIAL EXPRESSION OF CIRCULATING miRNAs IN SPECIFIC INFECTIOUS DISEASES

Human Tuberculosis (TB)

Human TB, caused by M. tuberculosis, continues to be a significant global health problem with 9.6 million new cases and 1.5 million deaths in 2014 (144). Classical methods for TB diagnostics in clinical settings include smear microscopy and mycobacterial culture. The former is the most used test in middle- and low-income countries, but its sensitivity is highly variable (20–60%), and the latter can take up to 8 weeks to yield results (145).

Diagnostic tests based on molecular methods represent a significant improvement in turnaround time and accuracy. Nonetheless, most molecular-based platform assays in use today are costly and have not been designed to be used in lower tiers of the health-care system (145, 146). According to Pai and Schito, one of the highest priorities for TB diagnostics is the development of a point-of-care non-sputum-based test capable of detecting all forms of TB, including extra pulmonary TB. Improved methods for distinction between active and latent TB are also urgently required (146).

Human TB was one of the first infectious diseases to be targeted for development of new diagnostics based on circulating serum or plasma miRNAs. Using a human miRNA microarray platform (Exiqon miRCURY™ LNA), Fu and colleagues were able to detect 92 differentially expressed miRNAs in serum from patients with active pulmonary TB compared to healthy individuals (147). However, it is important to note that an appropriate correction procedure for multiple statistical tests was not used in this study. Notwithstanding this, RT-qPCR validation demonstrated that circulating miR-93* and miR-29a were significantly upregulated in serum from the TB cases. In addition, miR-29a was also shown to be differentially expressed in sputum samples from TB patients compared to healthy controls (HC). A follow-up study using the same miRNA expression microarray, but with sputum samples from active pulmonary TB cases and HC, also found that miR-29a was upregulated in sputum from TB patients (148). However, inconsistencies were observed between the results obtained for circulating serum miRNAs by Fu and coworkers and those obtained by Yi and colleagues for sputum miRNAs. In particular, the 2 sets of 10 miRNAs that showed the most increased or decreased expression in TB patients were different for each body fluid (147, 148).

Parallel work using a different miRNA expression platform (Applied Biosystems TaqMan® Low Density Array Human MicroRNA Panel) and a comparable statistical approach identified a total of 97 differentially expressed miRNAs in serum samples from active pulmonary TB patients compared to HC (149). Following RT-qPCR validation and receiver operating characteristic (ROC) curve analysis, a panel of three miRNAs (miR-361-5p, miR-889, and miR-576-3p) was shown to differentiate TB patients from HC with moderate sensitivity and specificity. Further evaluation of the specificity of this panel of miRNAs for diagnosis of pulmonary TB was performed using RT-qPCR analysis of serum from pediatric patients infected with enterovirus, varicella-zoster virus, or Bordetella pertussis. All three miRNAs exhibited significant differences between the TB patient group and the other microbial infection groups, leading Qi and colleagues to propose this set of miRNAs as the starting point for a biosignature of human TB (149).

A comparative study of the diagnostic potential of a small panel of circulating serum miRNAs for pulmonary TB, lung cancer, and pneumonia was undertaken by Abd-El-Fattah et al. (150). Using RT-qPCR, these workers examined expression of four miRNAs (miR-21, miR-155, miR-182, and miR-197) in serum from pulmonary TB, lung cancer, and pneumonia patient groups compared to a HC group. They observed that all four miRNAs were significantly differentially expressed between lung cancer patients and HC, three miRNAs (miR-21, miR-155, and miR-197) distinguished pneumonia patients from controls, but only one miRNA (miR-197) was significantly differentially expressed between the pulmonary TB group and the control group.

Two independent miRNA-seq studies of circulating serum miRNAs for diagnosis of active pulmonary TB revealed distinct panels of miRNAs as potential expression biomarkers of disease. The first study (151) showed that six circulating serum miRNAs (miR-378, miR-483-5p, miR-22, miR-29c, miR-101, and miR-320b) could serve as a distinct biosignature of pulmonary TB compared to HC, and importantly, groups of pneumonia, lung cancer, and chronic obstructive pulmonary disease patients. Furthermore, ROC curve analysis demonstrated that a six-miRNA biosignature could discriminate pulmonary TB patients from HC with a sensitivity of 95.0% and a specificity of 91.8% (151). In the second study (152), miRNA-seq was used to identify a total of 30 circulating serum miRNAs that were differentially expressed (24 increased and 6 decreased) in active pulmonary TB patients compared to 3 different control groups (latent TB infection, BCG-vaccinated, and HC). However, only 1 of these 30 circulating serum miRNAs (miR-22) was also detected in the earlier study by Zhang et al. (151).

Natural killer (NK) cells are effector lymphocytes that represent an important component of the innate immune system; they are able to rapidly target and kill virus-infected and tumorigenic cells in the absence of antibodies (153). Zhang et al. (154) observed decreased expression of circulating serum miR-155 in TB patients when compared to HC. From a functional perspective, levels of miRNA-155 were also inversely associated with cytotoxicity of NK cells isolated from the TB patients, which suggested that miR-155 may be used as an indicator of NK cell activity in TB patients (154).

The human TB studies described in this review have used serum and sputum as a source of circulating miRNAs and multiple transcriptomics technologies (miRNA-seq, microarray, and RT-qPCR) and data normalization methods, which together may contribute to the discordance among the results obtained by different researchers. Table 1 provides summary information on circulating miRNA biomarker studies for diagnosis and prognosis of human TB.

TABLE 1 | Circulating microRNAs (miRNAs) profiled in selected human tuberculosis studies.
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Sepsis

Sepsis is a subtype of systemic inflammatory response syndrome (SIRS), which is caused by an immune response triggered by various microbial infections. The causative agent is most commonly a bacterial pathogen, but it can also be triggered by infections involving fungi, viruses, or parasites (155). Sepsis is a major burden on health-care systems and of greatest concern in intensive care units (ICUs), where delayed diagnosis is a major cause of mortality. Consequently, in recent years there has been a concerted effort to develop circulating miRNA biomarkers for sepsis diagnosis and prognosis (156, 157).

Plasma levels of miR-150 have been shown to correlate with those of TNF-α, IL-10, and IL-18, which are important immune response markers. More specifically, the ratio of miR-150/IL-18 has been suggested as a useful indicator of sepsis (158). miR-150 was also shown to exhibit increased expression in plasma from septic shock patients and was an independent predictor of mortality (159). Contrary to these results, circulating serum miR-150 levels could not be used to differentiate between critical illness patients and healthy individuals. However, although circulating miR-150 had no association with common markers of inflammation, it was independently correlated with unfavorable prognosis for patients (160).

It has previously been proposed that decreased expression of circulating miR-146a serves as an indicator of sepsis in both serum (161) and plasma (162). In addition, miR-223, which also exhibits decreased expression in plasma during sepsis, has been shown to display a greater capacity to distinguish sepsis from non-infectious SIRS than miR-146a (161). However, using more stringent statistical methods, a recent study demonstrated that miR-146a and miR-223 neither exhibited differential expression in plasma samples of sepsis and septic shock patients nor were they correlated with markers of inflammation, disease progression, or mortality (159). In addition, a comprehensive animal and clinical study has demonstrated that miR-223 serum levels do not correspond to the presence of sepsis in murine models or in a large cohort of ICU patients and do not reflect clinical outcome for critically ill patients (163). Taken together, these results constitute good evidence that circulating serum miR-223 cannot be used as a biomarker for sepsis.

In a murine model of polymicrobial sepsis, circulating serum miR-133a, miR-155, miR-150, and miR-193b* displayed increased expression compared to baseline measurements (164). When extended to humans using large cohorts of ICU patients and HC, serum miR-133a also exhibited increased expression and displayed an increasing trend with disease severity. In addition, miR-133a was correlated not only with markers of inflammation and bacterial infection but also with renal and hepatic damage, cholestasis, and liver biosynthetic capacity. This work therefore supports further evaluation of miR-133a as a useful marker for the clinical state of critically ill patients (164). Another recent study using a murine model that was extended to human patients also revealed that miR-122 displayed increased expression independent of the presence of infection or sepsis in human ICU patients (165).

It has been shown that circulating serum miR-297 is upregulated in non-surviving sepsis patients when compared to survivors, whereas miR-574-5p is downregulated. In addition, the combination of sepsis stage, sequential organ failure assessment (SOFA) score and miR-574-5p expression was identified as an excellent predictor for patient survival from sepsis (166). Finally, another comprehensive study investigated aberrantly expressed serum miRNAs, demonstrating that a combination of four miRNAs (miR-15a, miR-16, miR-193b*, and miR483-5p) and three clinical indicators (SOFA score, acute physiology and chronic health evaluation score, and sepsis stage) can be used as a good predictor for mortality by sepsis (167).

Table 2 provides a summary of methodologies and notable miRNAs profiled for the sepsis studies discussed in this section.

TABLE 2 | Circulating microRNAs (miRNAs) profiled in selected sepsis studies.
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Viral Hepatitis

Hepatitis B

According to the WHO, an estimated 240 million people are chronically infected with hepatitis B virus (HBV), and more than 686,000 people die every year due to complications of HBV infection (168). This viral infection attacks the liver and presents as acute or chronic disease. In comparison to other regions of the world, sub-Saharan Africa and East Asia show high endemicity of HBV infection (169). Additionally, chronic hepatitis B (CHB) infection is a major cause of liver cirrhosis and hepatocellular carcinoma (HCC), and reliable indicators of disease progression are urgently needed.

It has been shown that the occurrence of specific circulating miRNAs in blood serum of HBV-infected individuals increases with disease severity: 37 miRNAs in HC, 77 in chronic asymptomatic carriers, 101 in CHB, and 135 in HBV-associated acute-on-chronic liver failure (170). Circulating serum miR-210 (171) and miR-124 (172) are among the miRNAs implicated as being increased in conjunction with disease severity. Markers for liver fibrosis in HBV-infected patients have also been examined, with miR-345-3p, miR-371a-5p, and miR-2861 reported as positive indicators of fibrosis, whereas miR-486-3p and miR-497-5p exhibited lower expression at all stages of fibrosis when compared to non-fibrosis CHB patients (173).

Many published studies have suggested groups of circulating miRNAs that could distinguish CHB patients at early stages of HCC from those without the presence of cancer, such as plasma miR-122, miR-223, miR-26a, miR-27a, miR-192, miR-21, and miR-801 (174); plasma miR-28-5p, miR-30a-5p, miR-30e-3p, miR-378a-3p, miR-574-3p, and let-7c (175); serum miR-222, miR-223, and mir-21 (176); serum miR-206, miR-141-3p, miR-433-3p, miR-1228-5p, miR-199a-5p, miR-122-5p, miR-192-5p, and miR-26a-5p (177); and exosomal serum miR-221, miR-222, miR-224, and miR-18a (178). Furthermore, miR-150 (179) and miR-18a (180) have been independently profiled in serum of HBV-HCC patients and found to exhibit significantly higher expression in these groups when compared to CHB samples.

An miRNA consistently reported in hepatitis infection studies is miR-122. Significant higher levels of this miRNA in plasma (181, 182) and serum (170, 183–185) samples of HBV-infected patients have been observed, and hence miR-122 abundance has been suggested as a potential disease signature. miR-122 abundance was also positively correlated with current markers of viral activity in HBV-infected patients (170, 185, 186), but conflicting reports have been published regarding its correlation to degree of liver injury (170, 181, 186). It is also important to note that miR-122 was significantly upregulated in a murine model for alcohol- and chemical-induced liver diseases (181) and non-alcoholic steatohepatitis (184), which might implicate it as an unreliable biomarker.

miR-122 was also investigated as a component of miRNA panels that aim to offer a more robust biosignature of hepatitis B. For example, an assessment of CHB and healthy children during a period of 6 years revealed that miR-122-5p, miR-122-3p, miR-99a-5p, and miR-125b-5p could be used to monitor pathological status (187, 188). Furthermore, the combination of miR-122, miR-let7c, miR-23b, and miR-150 was able to distinguish either HBV or occult HBV-infected patients from HC (189).

Other miRNAs have also been reported as potential biomarkers for HBV-infected patients: miR-375, miR-10a, miR-223, and miR-423 distinguished HBV-infected patients from HC, and the combination of miR-920 and miR-423 was able to differentiate between HBV- and hepatitis C virus (HCV)-infected individuals (190).

Table 3 provides a summary of methodologies and notable miRNAs profiled for the HBV infection studies discussed in this section.

TABLE 3 | Circulating microRNAs (miRNAs) profiled in selected hepatitis B studies.
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Hepatitis C

Similar to HBV, the HCV can also give rise to both acute and chronic infection, possibly leading to progressive liver disease, cirrhosis, and hepatocellular cancer. Considering that miR-122 is a liver-specific miRNA (191), it is therefore not surprising that the majority of circulating miRNA studies have focused on miR-122 as a potential biomarker for hepatic pathologies. As previously observed in HBV studies, expression of circulating miR-122 has been found to be significantly higher in chronic HCV patients when compared to healthy cohorts (192–195). Panels of miRNAs that contained miR-122 also resulted in positive indicators for the presence of either CHC (66) or HCV (196). Positive correlation with current markers of HCV infection has been seen for miR-122 (66, 192) and miR-122-5p (196). However, miR-122 levels were also elevated in non-alcoholic fatty liver disease patients (193), and decreased levels were observed in one study with advanced stage fibrosis CHC patients (197).

Interestingly, high levels of serum miR-122 may predict favorable virological responses to therapy in pretreatment pegylated IFN alpha/ribavirin (pegIFN/RBV) patients of Asian ethnicity (198), but not for those of African and Caucasian ethnicities (199).

In a longitudinal study using plasma samples from non-HCV-infected injection drug users who eventually acquired the infection, miR-122 and miR-885-5p were increased in abundance during acute infection, whereas miR-494 and miR-411 were decreased in expression. Also, in an independent cohort of individuals, all but miR-411 were validated (200). Furthermore, miR-122 and miR-885-5p levels remained elevated during viremia and returned to preinfection levels after infection resolution (200).

Considering other miRNA species, miR-571 has been associated with HCV-related cirrhosis progression (201); miR-20a and miR-92a serum levels were elevated in HCV-infected fibrosis patients, and miR–92a expression was significantly reduced after infection resolution (202); circulating serum miR-320c, miR-134, and miR-483-5p were shown to be significantly increased in expression for HCV-infected patients when compared to HC (203).

Early detection of HCC is also a major concern for HCV patients. Several published studies have investigated the usefulness of circulating miRNAs as a less-invasive diagnostic method. Serum levels of miR–16 were lower in HCC patients when compared to either HCV (204) or chronic liver diseases (CLD) groups (205). miR-21 serum levels were elevated in CHC and CHC-associated HCC patients, in comparison with HC (206). In plasma samples, miR-21 levels were also significantly higher for HCC patients when compared to chronic hepatitis (B or C types) and healthy groups (207). Lastly, miR-199a exhibited moderate power to distinguish HCC patients from CLD groups (205).

Although there are many published studies describing the use of circulating miRNAs as biomarkers of hepatitis B (Table 3) or hepatitis C (Table 4), specificity and lack of independent validation remain significant problems hindering adoption of circulating miRNAs as useful biomarkers for hepatitis.

TABLE 4 | Circulating microRNAs (miRNAs) profiled in selected hepatitis C studies.
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Other Infectious Diseases

Pertussis

Pertussis, also known as whooping cough, is a respiratory infection caused by B. pertussis. A panel of five circulating miRNAs was observed to be upregulated in serum samples from infected patients (miR-202, miR-342-5p, miR-206, miR-487b, and miR-576-5p), showing high sensitivity and specificity for differentiation of pertussis patients and HC. In addition, analysis of this miRNA panel in samples from patients with a range of other microbial infections (M. tuberculosis, enterovirus, varicella-zoster virus, mumps virus, and measles virus) demonstrated that the expression signature for pertussis disease was distinct and unambiguous (208).

Human Immunodeficiency Virus (HIV)-Associated Neurological Disorders (HAND)

Cognitive, motor, and behavioral impairments that affect individuals infected with the HIV are collectively referred to as HAND (209, 210). An miRNA pairwise approach has demonstrated the potential use of two pairs of plasma miRNAs as biomarkers for cognitive-impaired HIV-positive individuals: miR-495-3p in combination with let-7b-5p, miR-151a-5p, or miR-744-5p; and miR-376a-3p/miR-16-5p (211).

It is recognized that early detection of HAND would facilitate better treatment choices and fewer sequelae caused by neuronal damage. However, this phenomenon has been difficult to investigate in patient cohorts; therefore, it has required the use of animal models such as the macaque (Macaca nemestrina) simian immunodeficiency virus (SIV) model of HIV (212). A combination of six circulating plasma miRNAs (miR-125b, miR-34a, miR-21, miR-1233, miR-130b, and miR-146a) could be used to predict the development of central nervous system disease in a macaque/SIV model, when animal samples from pre- and post-infection were compared to HC (212). Expression of circulating miRNAs in CSF of HIV-encephalitis (HIVE) patients has been compared to HIV-positive patients without signs of HAND, and also to HIV-negative individuals. Overall, decreased expression of miRNAs was observed between HIV-positive and HIV-negative groups, whereas between HIVE and HIV-negative no changes in expression were observed. General increased expression was only observed when HIVE and HIV-positive groups were compared, with miR-19b-2*, miR-937, and miR-362-5p displaying the largest fold changes (213).

Hand, Foot and Mouth Disease (HFMD)

Human enterovirus 71 (EV71) and coxsackievirus A16 (CVA16) are the most common pathogens responsible for HFMD. More than 500,000 cases, including 176 fatal ones, have been reported in China since an outbreak in 2008 (214). Levels of eight circulating serum miRNAs (miR-148a, miR-143, miR-324-3p, miR-628-3p, miR-206, miR-140-5p, miR-455-5p, and miR-362-3p) were significantly higher in sera of patients with enteroviral infections (215). The combination of six miRNAs (miR-148a, miR-143, miR-324-3p, miR-628-3p, miR-140-5p, and miR-362-3p) generated a biosignature that could distinguish enteroviral patients and HC. In addition, a panel comprising miR-143, miR-324-3p, and miR-545 had moderate ability in discriminating patients infected with CVA16 from those with EV71 (215). Circulating exosomal miRNAs (miR-671-5p, miR-16-5p, and miR-150-3p) have also been observed to be differentially expressed in serum samples from both mild and extremely severe cases of HFMD when compared to that from healthy individuals (216). Lastly, a signature of eight miRNAs (miR-494, miR-29b-3p, miR-551a, miR-606, miR-876-5p, miR-30c-5p, miR-221-3p, and miR-150-5p) was identified in serum of children infected with EV71 (119). Furthermore, the results presented by Wang and collaborators suggested that upregulation of miR-876-5p is a specific response to severe EV71 infection.

Varicella

Varicella, commonly known as chickenpox, is caused by the varicella-zoster virus. Aberrant serum miRNA expression in non-vaccinated children that contracted varicella revealed a panel of five miRNAs (miR-197, miR-629, miR-363, miR-132, and miR-122) that could differentiate, with moderate sensitivity and specificity, varicella patients from HC, and also varicella patients from patients with three other microbial infections (B. pertussis, measles virus, and enterovirus) (217).

Influenza

Influenza A viruses are the causative agents of influenza in birds and mammals. A panel of 14 circulating miRNAs was observed to be aberrantly expressed in whole blood samples from patients infected with the H1N1 strain of influenza virus A (218). Further analyses showed that six of these miRNAs (miR-1260, miR-335*, miR-664, miR-26a, miR-576-3p, and miR-628-3p) had similar expression signatures in human A549 and Madin–Darby canine kidney (MDCK) cells infected with H1N1 in vitro. In addition, examination of MDCK supernatant exosomes indicated that only miR-576-3p was not detectable (218). Also, evaluation of serum samples from influenza A/H1N1 patients demonstrated that critically ill patients exhibited elevated expression of miR-150, when compared to those presenting a milder form of the disease (219).

Avian influenza A (H7N9) has been recently detected in China and was associated with fatal cases. Circulating serum miR-17, miR-20a, miR-106a, and miR-376c were significantly increased in expression for patients compared to healthy individuals (220).

Infectious Diseases of Veterinary Importance

Staphylococcus aureus is most common causative agent of contagious bovine mastitis, which represents a significant economic burden to the dairy industry (221). Evaluation of milk exosomes from S. aureus-infected Holstein cows indicated miR-142-5p and miR-223 as potential biomarkers for this infection in mammary glands (222).

It is important to note that the use of age-matched subjects may be critical for experiments designed to detect circulating miRNAs as biomarkers of infection in young animals. Consequently, results from such experiments should be interpreted with caution since they may be confounded by expression of miRNAs associated with developmental processes. This issue has been addressed recently by Farrell and colleagues using serum samples collected from calves at preinfection and 6 months after infection with Mycobacterium avium subspecies paratuberculosis (MAP). Expression profiling of circulating miRNAs via miRNA-seq showed differential expression of miR-205 and miR-432, but a signature of infection could not be identified (223). On the other hand, analysis of biobanked bovine serum samples from experimental infections with MAP (stored at −20°C for 10–15 years) revealed that the circulating miRNA profile was remarkably similar in composition to the profile from fresh sera (<1 year at −80°C) (94). miRNAs have also been shown to correlate with season (summer, after the calves were born; fall, at weaning; and the following spring) when serum from Mycoplasma bovis-infected calves was profiled, but similar to the MAP studies described above a strong signature of infection was not observed (224).

Studies focusing on miRNAs in animals of veterinary relevance are still relatively few and most are restricted to cellular miRNAs. However, unlike human studies where cohort sizes may be limited, where age, gender, and ethnicity profiles may differ, and where patient histories cannot be readily assessed, veterinary studies can leverage sophisticated experimental designs that may help uncover nuances of circulating miRNA expression profiles that better represent disease status in infected individuals.

A summary of the results obtained for studies discussed in Sections “Other Infectious Diseases” and “Infectious Diseases of Veterinary Importance” are presented in Table 5.

TABLE 5 | Circulating microRNAs (miRNAs) profiled in selected infectious disease studies.
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CONCLUSION AND FUTURE PERSPECTIVES FOR CIRCULATING miRNAs AS BIOMARKERS OF INFECTION

Robustness to adverse sampling and storage conditions, especially for body fluids, is the most compelling reason that circulating miRNAs have significant potential as ancillary minimally invasive biomarkers for a wide range of pathologies. Thus far, research work has focused on identifying biomarkers and/or biosignatures for several diseases; however, studies that use systematic validation and independent confirmation are still relatively rare. In this regard, inconsistent results have been described across multiple studies that may be attributable to underpowered experimental design, lack of validation in subjects with pathologies that elicit similar immune responses, absence of standardized reference genes for normalization, and inappropriate statistical methodologies (e.g., no correction for multiple testing). Therefore, throughout the workflow, from sample collection and handling to the downstream bioinformatics, standardization of analytical methods will be key to establishing circulating miRNAs as robust and reliable biomarkers in clinical settings.
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Erythema nodosum leprosum (ENL) is a painful inflammatory complication of leprosy occurring in 50% of lepromatous leprosy patients and 5–10% of borderline lepromatous patients. It is a significant cause of economic hardship, morbidity and mortality in leprosy patients. Our understanding of the causes of ENL is limited. We performed a systematic review of the published literature and critically evaluated the evidence for the role of neutrophils, immune complexes (ICs), T-cells, cytokines, and other immunological factors that could contribute to the development of ENL. Searches of the literature were performed in PubMed. Studies, independent of published date, using samples from patients with ENL were included. The search revealed more than 20,000 articles of which 146 eligible studies were included in this systematic review. The studies demonstrate that ENL may be associated with a neutrophilic infiltrate, but it is not clear whether it is an IC-mediated process or that the presence of ICs is an epiphenomenon. Increased levels of tumor necrosis factor-α and other pro-inflammatory cytokines support the role of this cytokine in the inflammatory phase of ENL but not necessarily the initiation. T-cell subsets appear to be important in ENL since multiple studies report an increased CD4+/CD8+ ratio in both skin and peripheral blood of patients with ENL. Microarray data have identified new molecules and whole pathophysiological pathways associated with ENL and provides new insights into the pathogenesis of ENL. Studies of ENL are often difficult to compare due to a lack of case definitions, treatment status, and timing of sampling as well as the use of different laboratory techniques. A standardized approach to some of these issues would be useful. ENL appears to be a complex interaction of various aspects of the immune system. Rigorous clinical descriptions of well-defined cohorts of patients and a systems biology approach using available technologies such as genomics, epigenomics, transcriptomics, and proteomics could yield greater understanding of the condition.

Keywords: erythema nodosum leprosum, leprosy, type 2 reaction, immunology, systematic review, TNF-α, neutrophils, immune complexes

INTRODUCTION

Leprosy is an infectious disease predominantly of skin and peripheral nerves, caused by the obligate, intracellular, acid-fast bacillus Mycobacterium leprae. The organism shows tropism for macrophages and Schwann cells (1). The pathology and clinical phenotype of leprosy is determined by the host immune response to M. leprae (2). Patients develop leprosy on a clinical spectrum ranging from tuberculoid leprosy through borderline forms to lepromatous leprosy (LL) of the Ridley–Jopling classification (2). Patients with tuberculoid leprosy have a strong cell-mediated immune response to M. leprae limiting the disease to a few well-defined skin lesions and/or peripheral nerves (3). Patients with LL have absent cellular immunity and high titers of antibodies against M. leprae, which are not effective in controlling the bacilli (4).

Multi-drug therapy (MDT) is highly effective for treating the infection (1). However, despite this, 30–40% of patients with leprosy undergo immune-mediated inflammatory episodes such as Type 1 reactions (T1R) and erythema nodosum leprosum (ENL or Type 2 reactions) (5).

ENL is a painful inflammatory complication occurring in 50% of LL patients and 5–10% of borderline lepromatous leprosy (BL) patients particularly those with a bacterial index above 4 (6), whereas T1R predominantly affect those with borderline tuberculoid leprosy (BT), mid-borderline, and BL leprosy. Individuals with ENL present crops of painful, erythematous skin nodules with systemic symptoms of fever and malaise (6). ENL is a multisystem disorder and other organ involvement includes iritis, arthritis, lymphadenitis, orchitis, and neuritis (6). The histology of ENL skin lesions often shows an intense perivascular infiltrate of neutrophils throughout the dermis and subcutis (7) and vasculitis with edema of the endothelium together with granulocyte infiltration of vessels walls (8–10). However, not all ENL skin biopsies show evidence of vasculitis (10–13).

ENL is usually treated with high-dose oral corticosteroids or thalidomide if it is available and affordable. High doses of clofazimine are also commonly used (6). Treatment often lasts for many months or years. Few patients experience a single episode of acute ENL with the majority experiencing recurrent or chronic disease (6, 14). Prolonged use of oral corticosteroids is associated with multiple adverse effects (6). Our group has demonstrated that ENL results in significant economic hardship, morbidity, and mortality in patients (15, 16).

ENL is often described as a neutrophilic immune-complex-mediated condition, while there is evidence that T-cells further complicate the immunopathology. Elevated levels of certain cytokines such as tumor necrosis factor (TNF)-α and other immunological factors have been associated with episodes of ENL.

We performed a systematic review of the published literature and critically evaluated the current evidence for the role of immunological factors that have been associated with the ENL. We created a flowchart showing our search strategy by identifying the studies to be included in this systematic review (Figure 1). We divided the systematic review into sections according to the immune parameter under investigation including neutrophils, immune complexes/complement, T-cells, and cytokines. Furthermore, we sought to identify possible methodological issues that might account for discrepancies between studies and to make recommendations for future immunological studies of ENL. The studies that we considered to have the most important findings are discussed in detail, while all the studies included in the review are summarized in the comprehensive tables.
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FIGURE 1 | Flowchart. Flowchart of included studies.



METHODOLOGY

The Preferred Reporting Items for Systematic review and Meta-Analysis Protocols (PRISMA-P) 2015 guideline was used to prepare this systematic review (17).

Searching

Searches of the literature were performed up to 31st October 2016 in PubMed by the first author. Keywords used were: Hansen* OR Type 2 OR Type II OR leprosy OR lepra*, AND reaction OR erythema nodosum leprosum OR ENL. The references included in each study were also checked for potentially relevant publications.

Inclusion Criteria

Immunological studies in PubMed, independent of published date, using samples from patients with ENL were included. Human samples including sera, peripheral blood mononuclear cells (PBMC), skin biopsies, or any other tissue were eligible for inclusion. Publications in languages other than English were translated.

An immunological study was defined as any study of the molecular and cellular components that comprise the immune system, including their function and interaction.

Results of Search

The search in PubMed revealed 95,771 records, which were narrowed down by using restrictions, species (humans), and search fields (title/abstracts), leading to 20,174 records (Figure 1). A total of 19,846 studies were excluded by title because they did not address leprosy or ENL. Others were excluded because they did not include samples from ENL patients or they were clinical trials, epidemiological studies, case reports, review papers, commentaries, histological studies, genetic studies, and investigations of non-immunological factors. The abstracts of the remaining 328 titles were reviewed and a further 69 studies were excluded due to the same considerations.

The 259 papers were obtained full text of which 113 were excluded for the reasons described above. When there was doubt about studies, the first and second author agreed on whether they should be included in the systematic review. Data were extracted from the 146 eligible studies. Of these 146 eligible studies, 5 studies investigated the role of neutrophils in ENL, 28 studies investigated the role of immune complexes and complement in ENL, 44 studies investigated the role of T-cells in ENL, and 49 studies investigated the role of cytokines in ENL, of which 30 investigated the role of TNF-α in ENL. Sixty-four studies investigated the role of other immunological factors in ENL.

Data Synthesis and Analysis

Data extraction from each study was conducted by the first author. Structured forms were designed for each of the five main sections of the systematic review: neutrophils, immune complexes and complement, T-cellular immunity, cytokines, and other immunological molecules or factors involved in the pathophysiology of ENL. Data were collected on the setting (study location and country of affiliation of the authors), study design and characteristics of the subjects (ENL case definition, study population included, number of patients with ENL, control subjects, timing of sampling, treatment for ENL and leprosy treatment), study measures and main findings reported by the study authors. A study could include multiple measures and therefore be part of more than one section of the systematic review.

WHAT IS THE ROLE OF NEUTROPHILS IN ENL?

Neutrophils are the predominant immune cell population in human blood and provide protection through phagocytosis, generation of neutrophil extracellular traps (NETs), and secretion of antimicrobial peptides (18). Recent evidence supports a role for neutrophils in the orchestration of adaptive immunity, engaged with lymphocytes and antigen-presenting cells (APCs) (19).

Neutrophils are considered to be the histological hallmark of ENL (7, 13). The histology of ENL skin lesions shows an intense perivascular infiltrate of neutrophils throughout the dermis and subcutis (7, 13). However, not all ENL lesions are characterized by the presence of neutrophils (12, 20–22) and the timing of biopsies appears crucial in detecting neutrophil infiltration (7, 23). A study of skin biopsies of ENL lesions within 72 h of onset showed a predominance of neutrophils in 30.4% of biopsies. Skin biopsies performed between 9 and 12 days showed neutrophils in 1.6% of specimens and increasing numbers of lymphocytes, plasma cells, and histiocytes (7). Neutrophils may precede the chemotaxis of lymphocytes into ENL lesions, but it is unclear why neutrophils are not always present in the initial stage of ENL.

The study by Lee et al. used DNA microarray and bioinformatic pathway analysis of gene expression profiles in skin biopsies obtained from six patients with ENL compared to seven LL controls (24). They identified 57 functional groups and 17 canonical pathways characteristic of ENL. Their striking finding was the “cell movement” functional pathway composed of 188 genes. From the list of genes of the “cell movement” pathway, 25 were identified to be involved specifically in neutrophil recruitment including the genes for P-selectin, E-selectin, and its ligands (24). Using immunohistochemistry, they showed that E-selectin was expressed in a vascular pattern and at higher levels in ENL skin lesions than in LL, although this was not quantified (24). They described an integrated pathway of TLR2/Fc Receptor activation triggering induction of interleukin (IL)-1β, which together with interferon (IFN)-γ, induced E-selectin expression on endothelial cells and neutrophil migration and adhesion to endothelial cells (24). Interestingly, thalidomide inhibited this neutrophil recruitment pathway (24).

A recent Brazilian study reported that surface CD64 (FcγRI) expression on circulating neutrophils increased significantly during ENL, while BL/LL patients without ENL had lower levels of CD64 (25). In addition, CD64 expression on neutrophils decreased after thalidomide treatment (25). Moreover, the higher levels of CD64 on circulating neutrophils were correlated with disease severity (25). This study demonstrated the potential of CD64 as an early biomarker for ENL and as a marker of severity (25). CD64 (FcγRI) is the high-affinity receptor for monomeric IgG1 and IgG3 (26). While resting neutrophils express low levels of CD64 (26), an increase of neutrophil CD64 surface expression is observed in certain Gram negative bacterial infections (27) and has been associated with the prognosis of disseminated intravascular coagulation during sepsis (28). The authors suggested that CD64 upregulation during ENL could be due to the presence of inflammatory cytokines such as IFN-γ and GM-CSF (29) or certain intracellular components of fragmented M. leprae bacilli following treatment with MDT (25). This was further supported by clinical studies showing that although ENL may also occur before initiation of treatment with MDT, the incidence of ENL is higher during treatment with MDT (5, 30).

Studies in the 70s tried to assess the polymorphonuclear leukocyte (PMN) functions in different forms of leprosy and ENL, investigating whether ENL is associated with PMN activation (31, 32). The nitro blue tetrazolium (NBT) test that measures PMN activation was increased in six patients described as LL with leprosy reactions compared with non-reactional leprosy patients (from across the leprosy spectrum) and healthy controls (31). In addition, LL patients with reactions had lower PMN activation when treated with steroids or thalidomide, although this was not significant (31). Another study found the resting NBT levels in different leprosy groups (tuberculoid, lepromatous, and patients with ENL) to be within normal limits (32). However, the sera from patients with ENL produced significantly increased levels of PMN activation as measured by the NBT test when incubated with PMN cells from healthy controls and patients with ENL (32). This finding suggested that sera from ENL patients may lead to activation of neutrophils. However, when cell motility was studied as a marker of PMN activation using random migration, chemotaxis, and chemokinesis, all three were defective in lepromatous patients with or without complicating ENL (32).

Oliveira et al. reported the apoptotic rate of neutrophils to be greatly accelerated in ENL patients compared to BL/LL patients and healthy volunteers (33). Neutrophils isolated from leprosy patients (ENL and BL/LL) released TNF-α and IL-8, after stimulation with lipopolysaccharide (LPS) or M. leprae (33). Interestingly, in vitro TNF-α production by neutrophils was inhibited by thalidomide at both 3 and 6 h post-stimulation with LPS (33). This supports the role of neutrophils as effector cells actively producing pro-inflammatory cytokines and not only as migratory cells following chemoattractants.

There is little direct evidence of the actual role of neutrophils in ENL, despite the cell being the histological hallmark of ENL. There are multiple histological studies showing the presence of neutrophils in ENL lesions; however, only five studies investigated whether neutrophils actively take part in ENL as effector cells (Table 1). It remains unclear whether the neutrophil initiates ENL or is recruited to the site of the affected skin lesion under the action of chemokines such as IL-8 secreted by other cell types.

TABLE 1 | Studies of neutrophils in ENL.
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WHAT IS THE ROLE OF IMMUNE COMPLEXES IN ENL?

An IC or antigen-antibody complex is the result of binding of one or more antibody molecules with one or more antigen molecules (34). The ability of ICs to activate the complement system and to interact with a number of cells determines their biological properties (35). ICs activate complement pathways that opsonize or coat antigen–antibody complexes with large numbers of C3 molecules (36). Opsonization facilitates the clearance of ICs by the macrophage system (36). By maintaining complexes in solution, the complement allows clearance of ICs from their site of formation, minimizing local inflammatory consequences (36).

It was hypothesized that ENL is an IC-mediated disorder because it has some clinical features in common with the Arthus reaction, a type III hypersensitivity reaction that involves the deposition of ICs mainly in the vascular walls, serosa, and glomeruli and is characterized histologically by vasculitis with a polymorphonuclear cell infiltrate (37). The multisystem involvement of ENL resembling autoimmune diseases associated with ICs such as systemic lupus erythematosus (SLE), also lends credence to this theory.

Multiple studies have been performed investigating ICs in ENL. The widely cited study of Wemambu et al included 17 patients with ENL and six uncomplicated LL controls (37). Direct immunofluorescence demonstrated granular deposits of immunoglobulin and complement in a perivascular distribution in association with a polymorph infiltrate in the dermis of 10 out of 17 ENL lesions but not in any lesions of uncomplicated LL (37). However, such deposition is not conclusive evidence of ICs. The presence of soluble mycobacterial antigen was seen in ICs in only 3 out of 17 ENL lesions (37). The authors hypothesized that ENL results from the deposition of ICs in and around venules of the connective tissue septa of subcutaneous fat (37). The study was repeated using 38 patients with ENL and 13 LL controls and demonstrated the presence of immunoglobulin, complement, and mycobacterial antigen in less than half of the skin biopsies from patients with ENL and none of the LL control biopsies (22). Non-specific granular deposits of IgG were demonstrated along the collagen and elastic fibers in the dermis of all 25 patients with ENL in another study, not in any of the 10 LL patient controls (38). However, the deposits were not consistently seen in and around the blood vessels (38). Later studies in ENL suggest that these ICs are extravascular and hence ENL differs from the Arthus reaction (39, 40). These studies taken together provide evidence of an association of ICs and ENL but they do not necessarily support that ICs are the trigger leading to ENL.

Circulating ICs have been demonstrated in patients across the leprosy spectrum (41). The level of circulating ICs in the sera of leprosy patients have been measured in many studies using different immunological techniques (42–54) of which the most commonly used are C1q immunoassays (42, 43, 51). This highlights the fact that the use of different immunoassays to detect circulating ICs in studies may explain the contradictory results. The first study measuring ICs in sera of leprosy patients performed C1q immunoassays in samples from LL patients, tuberculoid leprosy patients, and healthy volunteers and showed that more than 70% of LL patients had demonstrable ICs (43). A subsequent study demonstrated increased occurrence of ICs in both the sera of ENL patients (80%) and uncomplicated LL patients (82%), indicating that the presence of circulating ICs is not a characteristic feature of ENL per se (46). Wager et al. analyzed sera from 135 leprosy patients using the platelet aggregation test (PAT) which had been previously suggested to be a sensitive detector of IgG complexes in other immunological and infectious diseases (55, 56) and concluded that PAT is a sensitive detector of IgG complexes peculiar to LL (44). No ICs were detected in the sera of leprosy patients using the C1q immunoassay (44).

Specific mycobacterial antigens (41) or antibodies against M. leprae antigens (50, 57) have been identified in the ICs derived from sera of lepromatous patients with or without ENL. Rojas et al. precipitated ICs from sera and detected antibodies against phenolic glycolipid-1 (PGL-1) (50) and major cytosolic protein of M. leprae (MCP-I). The finding that ICs are composed of anti-PGL-I and anti-MCP-I antibodies supports the concept that ENL is an IC-mediated disorder (50). However, the composition of circulating ICs of leprosy controls (combined BT and BL/LL) also showed high levels of anti-PGL-I antibodies (50) again suggesting that ICs are not specific to ENL.

Dupnik et al. used DNA microarrays to examine gene expression in PBMC isolated from patients with ENL and matched leprosy controls (58). Several components of the classical complement pathway showed increased expression in PBMC from patients with ENL: C1qA, B, and C and the complement receptors C3AR1 and C5AR1 (58). Increased intensity of fluorescent staining for C1q in skin lesions of ENL compared to BT and BL/LL controls was demonstrated (58). The finding of increased C1q deposition in the skin of ENL does not necessarily mean IC deposition has occurred (35). However, these data do support activation of the classical complement pathway in ENL, which may result from antigen–antibody formation.

Earlier studies in leprosy looked at the role of free complement in the sera of lepromatous patients (59). The serum C3 levels were decreased in patients with ENL, whereas they were elevated in LL controls (60). The low levels of C3 supported the concept that ENL is mediated by an antigen-antibody reaction and may be due to its utilization during the course of such antigen-antibody reactions. Similar decreased serum complement levels have been reported in other IC disorders such as acute glomerulonephritis (61–63) and acute systemic lupus erythematosus (SLE) (64, 65). It has been suggested that ENL is characterized by complement hypercatabolism because the level of the C3 breakdown product C3d in the sera was increased in 70% of the patients with ENL but in only 18% of patients with uncomplicated LL (46).

In other IC-associated diseases such as SLE, systemic vasculitides, and nephritis, defective complement-mediated solubilization of immune precipitates have been observed (48, 49, 66). Similarly, leprosy patients with ENL were shown to have markedly reduced solubilization levels that remained low for 3 months, whereas the C3d and circulating IC levels returned to baseline levels (48). Circulating ICs isolated from sera across the leprosy spectrum as PEG precipitates were shown to be efficient activators of the alternative complement pathway. In addition, PEG precipitates from BL/LL leprosy patients including those with ENL were shown to activate the classical complement pathway as well (52).

A Brazilian study of 46 patients with ENL investigated the association between the MHC class III complement proteins C2, BF, C4A, and C4B and leprosy (67). All patients who were homozygous for the silent C4B allele (C4B*Q0) and thus C4B-deficient had ENL (67). Increased frequency of ENL was also associated with those who were hemizygous for the C4B*Q0 allele. The relative risk of patients suffering from ENL carrying the C4B*Q0 allele was 5.3 compared with LL patients without C4B*Q0 (67). Interestingly, their findings suggested that C4B deficiency could play an important role in the abnormal immune response to M. leprae and to the lack of IC clearance, leading to ENL reactions (67). Hemizygous C4 deficiencies are associated with immune complex diseases such as SLE (68).

There is lack of evidence to support a causative role of ICs in ENL, which requires the deposition of ICs in tissues, the presence of bacterial antigens in these ICs, and the interaction of the ICs with the complement cascade and with phagocytic cells (35). Although there are 28 studies investigating the presence of ICs in the skin or circulating ICs in the sera of patients with ENL (Table 2), their role remains uncertain. It is unclear whether they are involved in the pathogenesis of ENL or simply an epiphenomenon.

TABLE 2 | Human studies on ENL investigating immune complexes and complement.
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WHAT IS THE ROLE OF T-CELLS IN ENL?

T-lymphocytes are part of the adaptive immune response which help to eliminate bacterial, viral, parasitic infections or malignant cells. The antigen specificity of the T-cell is based on recognition through the T-cell receptor (TCR) of unique antigenic peptides presented by major histocompatibility complex (MHC)-molecules on APCs: B cells, macrophages, and dendritic cells. There are two major T-cell lineages, defined by the presence of two surface co-receptor molecules, namely, CD4 and CD8. CD4+ cells when they are activated produce cytokines as effector T helper cells, whereas CD8+ lymphocytes form effector cytotoxic T lymphocytes (CTL). Furthermore, activated CD4+ T helper cells can be subdivided into Th1, Th2, Th17, and T regulatory (Treg) subsets based on the production of signature cytokines (83).

Early studies investigating T-cell biology in the pathophysiology of ENL reported that ENL patients had higher T-cell numbers in peripheral blood than uncomplicated LL patients, although both LL and ENL patients had a significantly lower percentage and absolute number of T-cells compared to healthy controls (84). In addition, the high numbers of T-cells observed during ENL remained high post-ENL treatment compared to the LL controls (85).

Patients with ENL had increased CD4+ T cell numbers and a simultaneous decrease in CD8+ T cell numbers and an increased CD4+/CD8+ ratio in the blood compared to LL controls (86, 87), while ENL patients had decreased CD4+/CD8+ ratio after successful treatment. This ratio increased in those patients who had an ENL recurrence (87). An increased CD4+/CD8+ ratio in ENL patients was reported by several subsequent studies (87–92). In acute SLE, it has been suggested that the failure of CD8+ T-cell activity could lead to increased IgG production and to the subsequent formation of ICs (93). However, there are studies in ENL reporting a decreased CD4+/CD8+ ratio compared to non-reactional LL controls (94) or a similar ratio (95, 96).

The first immunohistological studies of T-cell subsets in skin lesions included small numbers of ENL patients and assessed the percentage and ratio of CD4+ and CD8+ T cells by comparing them to non-ENL lepromatous specimens (89, 91, 97–103). ENL skin lesions, like peripheral blood, were characterized by an increased CD4+/CD8+ ratio in all but one of these studies (89, 91, 97–100, 102, 103).

CD4+ T cells differentiate according to the microenvironment into Th1, Th2 cells, or subsets of Th17 and Treg (104). Recent studies have reported the frequency of the newly described Th17 and Treg subsets in leprosy (105, 106). Using flow cytometry in ENL, the absolute numbers and proportion of Tregs were shown to be significantly lower during ENL although FoxP3 expression, a marker they used to define Tregs, was higher (107). Tregs suppress or downregulate induction and proliferation of effector T cells (108). Therefore, the observation of lower numbers of Tregs in ENL could account for the relatively higher proportion of T cells previously described in multiple ENL studies. Two more publications from the same group addressed the frequency of Tregs in ENL, defined as CD4+CD25high FoxP3+ cells and reported the ratio of Treg/Teffector cells to be low in ENL (109, 110). These results should be interpreted with caution since dichotomizing cells into CD25high and CD25low to identify Tregs is highly subjective. There is no consensus on the thresholds of CD25 expression to delineate Tregs within the CD25high population (111). Variations in FoxP3 expression within the CD25high population have been observed even in healthy individuals (112).

A recent study that used flow cytometry described a significant reduction in percentage of CD4+CD25+FoxP3+ Treg cells and mean fluorescence intensity of FoxP3 in PBMC in patients with ENL compared to LL controls (113). The observed reduction of Tregs in ENL patients could lower the inhibitory effects on effector T cells and therefore lead to enhanced Th17 activity, tipping the balance toward inflammation, as previously described in other conditions such as tuberculous pleural effusion (114). Interestingly, an increase of FoxP3 mRNA expression by PBMC in ENL patients compared to LL controls has also been reported (113). The conflicting results for FoxP3 could be due to variation in the flow cytometry gating or the fact that FoxP3 mRNA may not be translated to functional FoxP3. A previous study measured the expression of Foxp3 by qPCR in skin biopsies and PBMC of five patients with ENL and detected Foxp3 in all skin and PBMC samples. An upward trend of Foxp3 in PBMC was described during the first 21 days of thalidomide treatment (115). The authors suggested that thalidomide may boost Tregs by T-cell costimulation via CD28 and therefore augment the IL-2-dependent number and/or function of Tregs (115). However, the changes in Foxp3 expression did not reach statistical significance, while no IL-2 mRNA was detected in any samples (115). Another study addressed FoxP3 expression by immunohistochemistry in skin but there was no difference in patients with ENL compared to non-reactional leprosy controls across the spectrum (116). Recent research suggests that Tregs constitute a stable cell lineage whose committed state in a changing environment is ensured by DNA demethylation of the Foxp3 locus irrespective of ongoing Foxp3 expression (117). Further investigation is needed to better define the role of Tregs in the pathogenesis of ENL.

Patients with ENL do not exhibit the phenomenon of “anergy” of cell-mediated immune response observed in untreated LL patients (118). Patients with ENL had elevated mean proliferative responses to several mitogens compared to uncomplicated LL patients (86, 87), while an enhancement in T-cell-related functions during the acute phase of an ENL reaction has also been described (94).

The interpretation of the role of T cell subsets in ENL is hampered by small sample sizes and methodological issues. 63.6% of the 44 studies investigating the role of T-cells in ENL (Table 3) are cross-sectional and lack serial sampling before and after treatment for ENL. However, it appears that T cell subsets do play an important role in ENL because multiple studies report an increased CD4+/CD8+ ratio in ENL patients in both skin and peripheral blood.

TABLE 3 | Human studies on ENL investigating T-cell biology.
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WHAT IS THE ROLE OF TNF-α OR OTHER CYTOKINES IN ENL?

A role for TNF-α in ENL was first suggested by a Brazilian study that included 18 ENL patients at various stages of treatment with steroids or thalidomide (138). Serum TNF-α levels varied widely: from undetectable to extremely high levels (138). There was no obvious correlation between severity of ENL and cytokine levels, while patients who had received treatment had lower levels of TNF-α (138). High serum TNF-α levels were subsequently shown to decrease significantly during thalidomide treatment (139). These findings have been reproduced in other populations measuring serum TNF-α levels (128, 131, 140–147), whereas two studies failed to show increased levels of serum TNF-α during ENL (148, 149). The high variability in serum TNF-α between studies might be due to patient differences. Although genetic differences between different ethnic groups cannot be ruled out, it still remains unclear why there is such a high variability in the TNF-α levels between individuals presenting ENL.

A study of the plasma levels of TNF-α reported increased levels during ENL (150) while other studies contradicted this finding (115, 134, 151). In fact, Haslett et al., which included 20 male ENL patients excluding patients with moderate or severe ENL–associated neuritis, reported circulating plasma TNF-α levels to be lower at time of ENL diagnosis than LL controls (115). There was an upward trend in plasma TNF-α levels during thalidomide treatment which returned to baseline levels after discontinuation of thalidomide (115). This is an indication that thalidomide may in fact stimulate paradoxical overproduction of TNF-α (115). The inhibition of TNF-α by thalidomide may be prominent when macrophage production of this cytokine is high but in mild disease plasma levels may not reflect lesional TNF-α production (115). Increased TNF-α levels after thalidomide treatment has been described in other conditions such as toxic epidermal necrolysis (152) and aphthous ulcers in patients with human immunodeficiency virus infection (153). It has been suggested that the mechanism of the paradoxical overproduction of TNF-α by thalidomide could be due to the propensity of thalidomide to costimulate T-cells to produce cytokines including TNF-α (154). All the patients in the study of Haslett et al. showed improvement in ENL after receiving thalidomide during the first 21 days of treatment (115).

Interestingly, the studies that measured the ex vivo PBMC production of TNF-α in response to lipopolysaccharide, BCG, or M. leprae in patients with ENL as compared to BL/LL patients showed consistently greater amounts of TNF-α secretion in patients with ENL (150, 155–157).

The successful use of the anti-TNF therapy with infliximab and etanercept in three patients with ENL, resulting reduction of inflammation and treatment of ENL, is additional evidence of the inflammatory role of TNF-α in ENL (158–160).

The results of studies on IFN-γ are more consistent than those on TNF-α suggesting an important role for IFN-γ in the pathophysiology and occurrence of ENL. A clinical trial administered recombinant IFN-γ to BL/LL patients as a replacement therapy because LL is characterized by anergy to antigens of M. leprae and inability to produce IFN-γ (150). Repeated intradermal injection of recombinant IFN-γ induced ENL in 6 out of 10 BL/LL patients within 7 months compared to an incidence of 15% per year in patients who received MDT alone (150). Elevated serum IFN-γ was found in patients with ENL who also had high TNF-α levels (139). Other studies have demonstrated an increase of serum IFN-γ (143, 144, 148) and an increase of IFN-γ mRNA in PBMC (161–163) and in skin biopsies (161, 164) during ENL. There is a study reporting serum IFN-γ to be significantly lower in patients at the onset of ENL, which increased after thalidomide treatment (142). However, IFN-γ has been identified by Ingenuity Pathway Analysis networks as the second most significant upstream regulator (after CCL5) of the expression changes in microarrays performed in PBMC derived from patients with ENL (58).

There are contradictory findings about the role of serum IL-1β levels. Most studies have reported that serum IL-1β levels may have a prognostic value for developing ENL (144, 148, 165, 166) and that there is a statistically significant correlation between TNF-α and IL-1β (140). However, studies failed to show any association of serum IL-1β or plasma IL-1β with ENL (138, 151). IL-1β mRNA in PBMC was upregulated at the onset of ENL (161) but not in skin lesions (167).

IL-2 has a key role in the immune system primarily by its direct effects on T-cells such as promoting differentiation of different T-cell subsets and contributing to the development of T-cell immunological memory. IL-2 signals through the IL-2 receptor (IL2R), which is essential for the signaling in T-cells. There were no differences in the serum IL-2 or IL2 mRNA in skin biopsies between ENL and patients with LL (115, 148, 151). However, four studies reported an increase in soluble IL-2 receptor (sIL2R) levels (115, 131, 165, 168) or IL2Rp55 mRNA in PBMC (161) in patients with ENL.

Serum IL-6 (147, 151, 169, 170) and IL-6 mRNA in PBMC and skin (161) have been reported to be elevated during ENL. IL-6 tag single-nucleotide polymorphisms have been reported to be a risk factor for ENL (170) and IL-6 plasma levels were correlated with the IL-6 genotypes (170). A study reported increased serum IL-6 receptor (sIL6R) levels in ENL, which declined significantly after the completion of a corticosteroid treatment (143). However, other studies did not show associations of IL-6 serum levels with ENL (134, 139, 143).

An ex vivo study in PBMC isolated from ENL patients and LL controls showed a correlation of raised levels of cytokines IL-17A and its isomers as well as other Th17-associated cytokines IL-21, IL-22, and IL-23 with ENL (113). However, other studies failed to detect an association of ENL with serum IL-17 (110, 151, 171).

There are 49 studies measuring cytokines in ENL (Table 4), and the majority of these studies show a significant increase of the pro-inflammatory cytokines during ENL. TNF-α appears to be a regulator of the condition while there is substantial evidence supporting a role for IFN-γ as well. There is also evidence that other cytokines such as IL-1β and IL-6 or cytokine receptors such as sIL2R and sIL6R are also involved. Therefore, inhibitors of these molecules may be useful in a clinical setting. It is possible that genetic differences could account for differences observed between studies but methodological differences are also likely factors.

TABLE 4 | Human studies on ENL investigating cytokines.
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WHAT OTHER IMMUNE MECHANISMS ARE IMPLICATED IN ENL?

Sixty-four studies on other immunological factors in ENL have been performed (Table 5).

TABLE 5 | Human studies on ENL investigating other immunological factors.
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Innate Immunity

Genetic studies have shown associations between several single-nucleotide polymorphisms (SNP) of innate immunity genes such as NOD2 (210), the natural resistance-associated macrophage protein (NRAMP1) (211), and TLR1 (212, 213) with ENL.

A recent study from Brazil, which investigated whether DNA sensing via TLR9, constitutes a major inflammatory pathway during ENL (80) showed that both the skin lesions and peripheral leukocytes (B-cells, monocytes, and plasmacytoid dendritic cells) of ENL patients express higher TLR9 levels than BL/LL controls (80). In addition, the levels of endogenous human and pathogen-derived TLR9 ligands (human and mycobacterial DNA-histone complexes) were also higher in the circulation of ENL patients than BL/LL controls (80). Furthermore, stimulation of PBMC isolated from ENL patients with TLR9 agonist led to higher levels of TNF-α, IL-6, and IL-1β, than those of non-reactional leprosy and healthy controls. Usage of a TLR9 synthetic antagonist was able to significantly inhibit the secretion of pro-inflammatory cytokines after stimulation with M. leprae lysate (80). This is the first study to support the potential of TLR signaling inhibitors as a therapeutic strategy for ENL (80).

B-Lymphocytes and Immunoglobulins

Early studies enumerated B lymphocytes in skin lesions (89) and in peripheral blood (76, 78, 94, 123) of patients with ENL, while most of these studies did not find any association between B-cells and the development of ENL. Other studies looked at the IgM PGL-I in sera as a marker for ENL (40, 184, 192, 206), but most of these studies did not show an association (50, 82, 149, 187, 194, 205). Significantly lower serum levels of IgG1 and IgG3 subclasses of M. leprae-specific antibodies have been demonstrated in ENL patients compared to the BL/LL controls (190). This decrease of M. leprae-specific IgG1 and IgG3 antibodies in sera has not been related to downregulation of B cell responses since ENL episodes were characterized by an increase of polyclonal IgG1 antibody synthesis by the B cells, declining after subsidence of the reaction (191). The authors suggested that activation of B-cells is restricted to IgG1-secreting B cells in the blood of patients with lepromatous disease (191), while the lower serum concentrations of M. leprae-specific IgG1 and IgG3 (190) could be due to antibody deposition in the tissues (191). Interestingly, surface CD64 (FcγRI), the high-affinity receptor for monomeric IgG1 and IgG3 is expressed at higher levels on circulating neutrophils derived from ENL patients compared to non-reactional leprosy controls (25). The higher CD64 neutrophil expression could explain the presence of lower serum IgG1 and IgG3 levels in ENL patients compared to BL/LL controls.

New Suggested Pathogenetic Mechanisms

Two recent studies of gene expression provide evidence of activation of novel molecular pathways in ENL.

Lee et al performed bioinformatic pathways analysis of gene expression profiles in leprosy skin lesions and found “cell movement” as the top biological pathway characterizing ENL (24). The study further described a neutrophil recruitment pathway including genes of key molecules that mediate neutrophil binding to endothelial cells (24). This neutrophil recruitment pathway characterizing ENL was inhibited by thalidomide (24). Consistent with these findings is a study of transcriptional profiles in PBMC of leprosy patients by Dupnik et al which identified “granulocyte adhesion and diapedesis” as one of the top canonical pathways characterizing ENL (58). Dupnik et al. identified 517 differentially expressed genes in patients with ENL (58). The pathway analysis revealed that the top three Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways that changed in ENL were Staphylococcus aureus infection, systemic lupus erythematosus (SLE), and cytokine-cytokine receptor interaction, while the complement and coagulation pathway was also associated with ENL (58). CCL5 was the most significant upstream regulator in the array followed by IFN-γ (58). Transcripts uniquely increased in ENL included the complement receptors C3AR1 and C5AR1 while uniquely decreased transcripts in ENL included IL-10 and cytotoxic T-lymphocyte associates protein 4 (CTLA-4), modulators of T-cell responses (58). Hepcidin, catholicidin, antimicrobial peptides, C1q, and defencins had also an increased expression in ENL, while CCL2, CCL3, and SOD2 could be potential biomarkers for ENL (58). Transcripts increased in PBMC from ENL patients also included FcγR1 (CD64), FPR1, and FPR2, which recognize formylated peptides produced by bacteria triggering receptor on myeloid cells 1 (TREM1) and the related molecule triggering receptor expressed on myeloid cells-like 1 (TREML-1) (58).

The microarray studies performed in skin lesions and PBMC have generated a long list of candidate genes that regulate immune function to be associated with ENL. These merit further research.

LIMITATIONS OF THE SYSTEMATIC REVIEW

PubMed was the only database used to identify eligible studies. This will have resulted in studies published in journals not listed in PubMed being omitted from our review. A search of gray literature may also have contributed data which may have influenced our conclusions. The high heterogeneity of included studies in terms of study questions and outcomes and the different methodologies used meant that a meta-analysis was not possible.

METHODOLOGICAL CONSIDERATIONS OF THE STUDIES INCLUDED IN THE SYSTEMATIC REVIEW

Many of the studies of immunological features of ENL contain significant limitations in both design and reporting. Most seriously 66% of the studies did not have a case definition of ENL.

More than 70% of studies sampled individuals at a single time point. Sampling at two time points was seen in 21.2% of studies, 3 time points in 2.7% of studies, whereas 4 or more time points was described in only 5.5% of studies. Some studies did not have appropriate controls- patients with uncomplicated BL and LL. Although 93.2% of studies used BL/LL patients as controls, the remaining 6.8% of studies used other control groups such as healthy volunteers or leprosy contacts or tuberculoid leprosy patients or patients with Type 1 reaction. Often the controls were not matched for age, sex or treatment status. Controls should be matched for age and sex since these factors may influence T cell and neutrophil numbers and functions (214–216) as well as TNF-α and other cytokine levels (217).

ENL is a condition that can be acute, recurrent, or chronic, and therefore, the timing of sample collection is crucial. No information on the timing of the sampling is described in 54.8% of all studies. The importance of timing for sample collection during ENL could explain the discrepancies observed in multiple studies as has been suggested in the studies addressing the role of neutrophils in ENL. Studies using serial sampling yield more meaningful data compared to cross-sectional studies. The interval between time points is important and needs to be kept as consistent as possible for all study subjects.

Only one study matched BL/LL controls and ENL cases for length of MDT. Patients may develop ENL prior to the diagnosis of leprosy, during MDT or after successful completion of MDT. MDT may affect the immune status of leprosy patients and thus the matching of cases and controls for this variable is important. Two of the components of MDT, dapsone and clofazimine, have been associated with alterations in neutrophil and lymhocyte function (218–220). Dapsone stimulates neutrophil migration (218) and inhibits production of Prostaglandin E2 by neutrophils (220). In addition, dapsone inhibits lymphocyte transformation (218). On the other hand, clofazimine enhances production of Prostaglandin E2 by neutrophils (220). Dapsone and anti-dapsone antibodies have been identified in circulating ICs of leprosy patients (221). Circulating cytokine and chemokine levels also change with MDT (165, 222, 223). In addition, gene expression studies could be affected by MDT since the MDT component rifampicin may modify the expression of certain housekeeping genes (224). A total of 30.8% of studies did not report the MDT status of their cases or controls, 12.3% collected untreated patient samples, whereas 56.2% collected patient samples at various stages of MDT.

The effect of immunosuppressive drugs used to treat ENL on the findings of studies is an important factor which should be considered. In 37.7% of studies, there was no reporting of whether participants were on ENL treatment when samples were collected. Treatment with corticosteroids affects T-cells and neutrophil function (225, 226) and also gene expression studies by influencing housekeeping genes (224). Treatment with thalidomide may increase the neutrophil numbers, at least partially through differentially modulating the surface expression of markers CD18 and CD44 by the neutrophils in the bone marrow and the spleen (227). Thalidomide treatment may also affect T-cell functions by suppressing CD4+ T-cell proliferation while increasing their conversion to CD4+FoxP3+ Tregs (228). Moreover, thalidomide treatment may reduce cytokine levels (229). Less than half (34.2%) of studies indicate that samples were obtained prior to the start of ENL treatment.

Only 17.8% of all studies collected samples from more than one system, while samples from both blood and skin were described in only 12.3% of all studies.

FUTURE STUDY DESIGN

Studies of ENL may be difficult to design and conduct. In addition, no animal model of ENL is available. Obtaining sufficient numbers of patients so that studies are adequately powered is difficult unless multicenter studies are performed which increase the logistical complexity and cost of the research. Patients are often on treatment (both MDT and immunosuppression) which may influence the study outcomes.

A large cohort study of newly diagnosed patients with BL and LL would be optimal in allowing matching of cases and controls. Some BL/LL patients who have not developed ENL at enrollment in the study should be recruited and followed until they develop the disorder. Detailed clinical information which includes demographic data, ENL severity using a robust measure, treatment status, in conjunction with well-timed and documented specimen collection (preferably of blood and skin), effective specimen storage, and transportation. ENL is a systemic disease and ideally samples from more than one system, i.e., both blood and skin should be obtained where appropriate. Well-designed laboratory experiments using a wide range of techniques should be used to interrogate such important specimens.

CONCLUSION

Figure 2 gives an overview of the immunology of ENL.


[image: image1]

FIGURE 2 | Immune mechanisms in erythema nodosum leprosum (ENL). The diagram illustrates the different immune mechanisms which have been described in the literature of ENL. High volume of immune complexes (ICs) are formulated due to the increased antibody formation by the B cells and the increased mycobacterial antigens by fragmentation of the M. leprae bacilli. ICs are deposited in the skin. Neutrophils are drawn to the skin where they help in the IC clearance using their surface Fcγ receptors. An increase of CD4+/CD8+ T cell subset ratio in both peripheral blood and skin characterizes the disorder. Macrophages form the M. leprae intracellular niche and in concert with neutrophils and T-cells secret high levels of tumor necrosis factor (TNF)-α and other pro-inflammatory cytokines to further complicate the phenotype of ENL.



Our understanding of the causes of ENL is limited. The factors that initiate and/or sustain it might help to identify strategies to prevent or control the associated inflammation.

There is some evidence to support a role for neutrophils and ICs/complement in the inflammation associated with ENL; however, their role in the initiation of ENL remains unclear. The increase of TNF-α and other pro-inflammatory cytokines during ENL has been shown in multiple investigations, while suppression of TNF-α leads to clinical improvement. T-cell subsets appear to be important in ENL since multiple reports describe an increased CD4+/CD8+ ratio in ENL patients compared to BL/LL controls.

New technologies such as microarray studies pave the way and may lead to novel immunological pathways associated with ENL. Further research of the association of ENL with pathophysiological pathways such as the SLE pathway or the S. aureus infection pathway may improve our understanding of the disorder and potentially lead to novel therapeutic strategies. There are still large gaps in our understanding of this severe complication of leprosy despite the large number of studies examining the immunology of ENL. A systems biology approach may provide new insights.

This systematic review has highlighted the complex interactions at play in ENL and the difficulty in elucidating the various inflammatory pathways. We should rise to the challenge of understanding how these mechanisms operate and interact so that we can improve the treatment of patients with ENL.
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Pathogens, such as bacteria, viruses, and parasites, possess specific molecules or proteins that are recognized by several host innate immune receptors, leading to the activation of several intracellular signaling molecules and pathways. The magnitude and quality of these events significantly affect the outcome of infection. African trypanosomes, including Trypanosoma congolense, are capable of manipulating the host immune response, including the activity of macrophages, which are the key immune cells that contribute to the immunopathogenesis of African trypanosomiasis. Although it is known that immune hyperactivation and excessive pro-inflammatory cytokine production are the hallmarks of African trypanosomiasis, the mechanisms through which these events are triggered are poorly defined. However, it is known that macrophages may play a significant role in these processes, because phagocytosis of trypanosomes by macrophages initiates intracellular signal transduction cascades that lead to the release of pro-inflammatory cytokines and alteration in cell function. This review highlights recent progress in our understanding of the innate immune receptors, signaling pathways, and transcription factors involved in T. congolense-induced pro-inflammatory cytokine production in macrophages. It will reveal the existence of complex signaling events through which the parasite modulates the host immune response, thus identifying novel targets that could aid in designing strategies to effectively control the disease.
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INTRODUCTION

African trypanosomes are flagellated protozoan parasites that cause disease in both humans and animals. The disease in humans is called human African trypanosomiasis (HAT) or sleeping sickness and is considered as a neglected disease along with other parasitic diseases, such as leishmaniasis and schistosomiasis (1). Other than malaria and schistosomiasis, HAT is the third significant contributor to the global burden of parasitic diseases (1). The disease in humans is mainly caused by Trypanosoma (T.) brucei rhodesiense and T. brucei gambiense. Animal African trypanosomiasis (AAT), otherwise called Nagana, is caused by T. congolense, T. brucei brucei, and T. vivax. T. congolense is the major species that primarily cause animal trypanosomiasis, particularly in domestic livestock. The disease is transmitted to the mammalian host by the bite of several species of infected tsetse fly vector belonging to the genus Glossina. The incidence of animal trypanosomiasis coincides with the distribution of their tsetse fly vectors and according to the 2014 WHO report, tsetse fly transmitted trypanosomiasis occurs in 36 sub-Saharan countries and covers almost 10 million square kilometers of the African continent (2).

African trypanosomiasis is of considerable economic and social importance and is one of the most important factors restricting economic development in Africa (3). The disease threatens the health of about 70 million people and 50 million cattle (4). According to the 2014 WHO fact sheet, the estimated number of actual cases is 20,000, with an estimated 70 million people at risk of developing the disease (2). Due to the continued control efforts, the number of cases has dropped for the first time in last 50 years (2). However, sporadic cases and small outbreaks are reported increasingly in patients in non-endemic countries despite the decline in the number of new cases among Africans (5). It is estimated that about 50 cases of HAT occur annually outside Africa, and 94 cases of HAT were reported in 19 non-disease endemic African countries during the period of 2000–2010 (5, 6).

Although animal trypanosomiasis can occur in all domesticated animals, cattle are the main species affected due to the feeding preferences of tsetse flies. The disease adversely affects livestock production and farming and has a major impact on human and economic development. It is estimated that three million cattle die annually from the disease, and the estimated economic loss in cattle production is about 4 billion US dollars per year (7). Despite the fact that the disease kills or disables hundreds of thousands of people and animals in endemic areas, the treatment for the disease is not satisfactory. Currently, there are no vaccines available to prevent the disease in both humans and animals, and the current treatment methods have several limitations, and the development of drug resistance is a growing problem.

IMMUNITY TO AFRICAN TRYPANOSOMIASIS

Innate Immunity

Studies have shown that various animal species respond differently to infections with various species of African trypanosomes. For example, the West African cattle breeds, such as the N’Dama, are naturally resistant (trypanotolerant) to African trypanosomiasis, whereas the zebu-type cattle breeds, such as Boran, are comparatively susceptible (trypanosusceptible). Similarly, different mouse strains show varying resistance to infections with African trypanosomes. The relatively resistant C57BL/6 represents the trypanotolerant phenotype, whereas highly susceptible Balb/c mice represent trypanosusceptible phenotype. The differential resistance and susceptibility in animals have been associated with difference in genetic factors and immune responses, including innate immunity. Both humoral (serum-associated) and cellular factors contribute to the innate immunity to African trypanosomes.

It has long been known that humans and some primates are naturally resistant to infections with certain species of African trypanosomes like T. brucei brucei, T. congolense, and T. vivax (8). This resistance is due to the presence of trypanosome lytic factors (TLF) that are present in the serum (9, 10). The key components of TLFs are apolipoprotein L-1 (APOL-1) and hepatoglobin-related protein (Hpr) (9). Evidences suggest that APOL-1 kills trypanosomes through the binding of its N-terminal domain into the parasite lysosomal membrane, leading to the generation of ionic pores (11). APOL-1 exists in two forms, the high-density lipoprotein-bound TLF, termed as TLF1, and a large lipid poor IgM/APOL-1 complex, termed as TLF2 (12, 13). These two complexes enter the parasites through different uptake modes, but their mechanism of cytotoxicity is same (14).

Apart from soluble serum factors, the innate immune cells also play a crucial role in the immunopathogenesis of African trypanosomiasis. Macrophages are perhaps one of the most important innate cells involved in this process. Studies show that the activation of macrophages in infected animals may have a dual role (protection and disease exacerbation) in African trypanosomiasis. Activated macrophages release reactive nitrogen and oxygen species that have toxic and cytostatic effects on the parasites (15, 16). In addition, macrophages also actively participate in the phagocytosis and clearance of opsonized parasites (17). However, excessive macrophage activation leads to the release of large amount of pro-inflammatory cytokines and induces immunopathology.

The activation of macrophages in African trypanosomiasis is initiated by the receptor-mediated interaction with parasite molecules that could result in phagocytosis. In particular, the interaction between the GPI membrane that anchors the parasite VSG molecule and the pattern recognition receptors (PRRs) results in macrophage activation, triggering an inflammatory response. In T. brucei infection, the activation of the innate immune system is mediated through the adaptor protein MyD88 (18). Although the parasite molecule that binds to macrophages in T. congolense infection has not been identified yet, studies from our lab have shown that immune activation is initiated by the binding of the parasite to the toll-like receptor 2 (TLR2) expressed on macrophages. This binding leads to the activation of various intracellular signaling molecules and pathways associated with inflammation. Thus, we showed that T. congolense-induced activation of mitogen-activated protein kinases (MAPKs) and signal transducer and activator of transcription (STAT) proteins in macrophages results in the production of various pro-inflammatory cytokines, including IL-6, IL-12, and TNF, and collectively activates the adaptive immune response. T. congolense-induced innate immune receptor activation and signaling events are explained later in this review.

Adaptive Immunity

Effective immunity to any microbe requires efficient recognition of antigens derived from the microbe by the host immune system, which is followed by the generation of effector T and B cells, leading to the production of cytokines and antibodies, respectively. Due to their extracellular life style, effective immunity against African trypanosomes depends on optimal antibody production by B cells. However, this is severely hindered by the inherent ability of the parasites to undergo antigenic variation.

The variant surface glycoprotein (VSG) is a dense, protective surface coat that covers the plasma membrane of African trypanosomes. Although VSG induces strong B cell (antibody) response and anti-VSG variant-specific antibodies are effective in clearing clones expressing that specific VSG, the ability of the parasite to switch from expressing one VSG to another on its surface helps it to effectively evade the host immune system by being one step ahead of the host’s immune response (19). The constant cycling of parasites (expression of new VSGs) and antibody responses throughout the infection result in undulating parasitemia and chronic infections in African trypanosomiasis.

Since African trypanosomes are extracellular parasites, antibodies are required for protection. In T. congolense-infected animals, the production of antibodies against the parasite VSG occurs early after infection. Previous studies have shown that the clearance of parasites in trypanosome-infected mice is correlated with the serum levels of parasite-specific antibodies, particularly IgG2a and IgG3, but not with IgM antibodies (20). It is also clear from several studies that resistant mouse strains mount earlier and higher anti-VSG antibody response than the relatively susceptible mouse strains (20). Although anti-VSG antibodies are necessary, they are not sufficient for controlling T. congolense infection in the highly susceptible Balb/c mice. Interestingly, enhanced resistance to T. congolense-infected mice is correlated with serum levels of antibodies against common trypanosomal antigens (20).

Dysregulation of cytokine network is a hallmark of African trypanosomiasis and excessive production of inflammatory cytokines, and the release of inflammatory mediators has been proposed as a major cause of death in infected animals (20–22). The effect of cytokines in the course of trypanosomiasis is dependent on timing, microenvironment, quality, and quantity being produced. For example, type I cytokines have been shown to confer resistance to African trypanosomes by limiting parasite growth during the early stage of infection (20, 21). However, sustained type I cytokine response may be harmful and promote disease progression (23, 24). In line with this, it has been shown that anti-IFN-γ treatment resulted in very low parasitemia, control of several waves of parasitemia, and over fourfold increase in survival period in the highly susceptible BALB/c mice (25). However, infection of IFN-γ-knockout mice showed that IFN-γ is required for the survival of the relatively resistant mice to T. congolense or T. brucei infections. Thus, infected, relatively resistant C57BL/6 mice failed to control their first wave of parasitemia and succumbed acutely to the infection (21, 26). Also, the induction of IFN-γ production in CD8+ T cells by trypanosomal-activating molecule has been shown to lead to susceptibility (27). IL-10 is another cytokine that has been shown to be critical for trypanotolerance. Deficiency of IL-10 resulted in a striking reduction in the survival time of T. congolense- and T. brucei-infected mice, and this was associated with increased levels of serum pro-inflammatory cytokines like IFN-γ, TNF, and NO (28, 29). This has led to the conclusion that IL-10 is critically important for dampening excessive inflammatory state caused by overproduction of pro-inflammatory cytokines.

BALB/c mice are highly susceptible to experimental T. congolense and T. brucei infections, whereas C57BL/6 mice are relatively resistant. Death in the highly susceptible BALB/c mice is associated with systemic inflammatory response syndrome and shock-like state due, in part, to excessive production of pro-inflammatory cytokines and immune hyperactivation (22, 30). Thus, death of the susceptible animals is due to disease-associated complications and not primarily related to excessive parasite load itself. A recent report shows that while T. congolense-infected wild-type (WT) and CD4−/− (CD4+ T cell-deficient) BALB/c mice have similar parasitemia and survival time, partial depletion of CD4+ T cells in WT mice leads to lower parasitemia and longer survival than infected normal WT mice (28). This partial depletion of CD4+ T cells also resulted in reduced IFN-γ production without affecting IL-10 and parasite-specific IgG antibody production (28). This observation further supports the notion that the early mortality of the infected BALB/c mice is due to the excessive IFN-γ production, which in turn exerts pathology by causing macrophage hyperactivation and excessive pro-inflammatory cytokine production. Thus, an optimal/balanced cytokine response is needed at the initial stage of the infection for parasite clearance, and IFN-γ-producing CD4+ T cells play an important role in the immunopathogenesis of African trypanosomiasis.

It has been known for long that many indigenous African mammals can harbor natural trypanosome infections without developing severe disease symptoms (31). In particular, while the indigenous West African N’Dama cattle are relatively resistant, the exotic zebu breeds are highly susceptible to African trypanosomiasis (32). The extreme susceptibility of exotic cattle breeds imported to sub-Saharan Africa may be related to excessive (rather than impaired) immune response and/or activation. Likewise, in HAT, death is usually due to the nature of the host immune reaction, as inflammatory cytokines play an important role in the development of trypanosomiasis-associated disease complications (33, 34).

Regulatory T cells (Tregs) have been shown to play an important role in the pathogenesis of several infectious diseases (35–37). However, their role in the pathogenesis of African trypanosomiasis is controversial. For example, one report suggests that Tregs play a crucial role in the enhanced resistance of mice to T. congolense infections (38). In this study, it was shown that CD4+CD25+Foxp3+ (Tregs) limit excessive IFN-γ production by CD4+ and CD8+ T cells and thereby downregulate macrophage activation and subsequent production of pro-inflammatory cytokines (38). However, overwhelming evidence from several studies suggest that Tregs may contribute to susceptibility to infection with African trypanosomes (39, 40). For example, Wei and Tabel showed that depletion of CD4+CD25+Foxp3+ T cells by anti-CD25 mAb leads to complete control of infection in highly susceptible BALB/c mice (39). In line with this, studies from our lab have shown that Tregs contribute to enhanced susceptibility to experimental T. congolense infection in mice (40). Following T. congolense infection, Tregs contributed to enhanced disease in both relatively resistant C57BL/6 and highly susceptible Balb/c mice. Depletion of Tregs by using anti-CD25 mAb showed that Tregs negatively affect efficient parasite control, whereas adoptive transfer of highly enriched CD4+ CD25+ Foxp3+ T cells resulted in increased peak parasitemia and production of disease exacerbating inflammatory cytokines like IFN-γ and IL-6 during early infection in the resistant C57BL/6 mice (40, 41).

ROLE OF MACROPHAGES IN AFRICAN TRYPANOSOMIASIS

Macrophages play a crucial role in the control of many protozoan parasitic infections, including African trypanosomiasis. Intact monocytic cell system is important for the initiation and maintenance of anti-trypanosome responses, because the mononuclear phagocytic system is crucial in the phagocytosis of opsonized trypanosomes (13), which is the major mechanism for the removal of trypanosomes from the blood stream. During the course of trypanosome infection, the numbers of macrophages are greatly increased in many organs, including the liver, spleen, and lymph nodes, and these cells display morphological and functional features of activation (42, 43). Because phagocytosis of trypanosomes by macrophages (mainly Kupffer cells) leads to the production of pro-inflammatory cytokines (22), macrophages also play a critical role in mediating immunopathology in infected mice. The activation of macrophages during trypanosome infection is due, in part, to their exposure to parasite components and host-derived IFN-γ produced in response to parasite antigens by T cells (44). The parasite antigens include invariant membrane, cytoplasmic, nuclear antigens, and the VSG. Although the exact mechanism of attachment and phagocytosis of trypanosomes by macrophages is not fully understood, optimal phagocytosis has been shown to occur in the presence of variant-specific antibodies (45, 46).

Several studies have investigated the activation of macrophages following infection with different species of African trypanosomes. In experimental T. brucei infection, a large percentage of splenic macrophages exhibit membrane and functional characteristics associated with immune activation, release large amounts of IL-12, TNF, and nitric oxide, and contribute to the modulation of host immunity and resistance (47). In T. congolense infection, the complement and antibody-mediated phagocytosis by splenic and liver (Kupffer cells) macrophages is the major mechanism by which trypanosomes are cleared from an infected host (17, 48). The uptake of antibody-coated (including IgM and IgG) parasites by macrophages results in their activation and production of nitric oxide and pro-inflammatory cytokines (16). In addition, activated macrophages present trypanosomal antigens to CD4+ T cells in an MHC class II-dependent manner resulting in the production of IFN-γ (28), further enhancing macrophage activation and pro-inflammatory cytokines production. Furthermore, the massive phagocytosis of parasites by splenic and hepatic macrophages at the peak parasitemia further leads to their hyperactivation and increased production of nitric oxide, monokines, and pro-inflammatory cytokines. This systemic cytokine overproduction leads to systemic inflammatory response like syndrome, which contributes to the death of trypanosome-infected mice (28). Indeed, our group previously showed that following T. congolense infection, both splenic and hepatic macrophages produce copious amounts of pro-inflammatory cytokines that in turn contribute to disease and mortality (49). Treatment of infected mice with berenil (a trypanocide) significantly downregulated pro-inflammatory cytokine production and led to survival from an otherwise lethal infection in the highly susceptible BALB/c mice (49).

Direct evidence for the involvement of macrophages in the production of pro-inflammatory cytokines, following interaction with T. congolense, has been demonstrated in vitro. Kaushik et al. found that bone marrow-derived macrophages (BMDMs) produce an array of cytokines, including IL-6, TNF, and IL-12, upon stimulation with T. congolense and T. brucei whole cell lysate (50). Interestingly, they also showed that BMDMs from the highly susceptible BALB/c mice produced significantly more of these cytokines than those from the relatively resistant C57BL/6 mice (50). This is consistent with the notion that acute death observed in the infected BALB/c mice might be due to unregulated immune activation and excessive pro-inflammatory cytokine production. We have confirmed that the stimulation of BMDMs with T. congolense induces IL-6, IL-12, and TNF production, and this is dependent on intracellular signals resulting from activation of MAPKs and STAT proteins (STAT1 and STAT3). We further delineated the innate receptor involved in the recognition of the parasite constituent(s) and showed the critical involvement of the adaptor molecule, MyD88, in these processes.

M1 versus M2 Macrophages

Macrophage activation is a term used to describe macrophages that have been primed or stimulated to show enhanced effector activities. Depending on the nature of activating stimuli and the eventual phenotype displayed, activated macrophages are classified into two major groups: classically activated macrophages or M1 type and alternatively activated macrophages or M2 type. The classical activation denotes effector macrophages that are produced during cell-mediated immune responses. Classically activated macrophages secreted high levels of pro-inflammatory cytokines and mediators and exhibit enhanced microbicidal and tumoricidal capacity. IFN-γ, produced by innate or adaptive immune cells, is the major molecule involved in the classical activation of macrophages (51). In contrast, Th2 cytokines, such as IL-4 and IL-13, are the key drivers of alternative macrophage activation (52). Alternatively activated macrophages are poor at antigen presentation to T cells, are less efficient at producing toxic oxygen and nitrogen radicals, and do not effectively kill intracellular pathogens (53). However, they are important in the clearance of helminth and nematode infections (54, 55).

Several studies have shown that the cytokine environment during African trypanosomiasis is key at influencing the activation of macrophages, resulting in the development of M1 and M2 subsets that are regulated antagonistically (56). Classically activated macrophages (M1) develop during the early stage of infection in the presence of type I cytokine environment (IFN-γ and TNF). In contrast, alternatively activated macrophages (M2) develop during the late stage of infection when a type II cytokine environment (IL-4, IL-10, TGF-β, etc.) predominates (56). As in other infections, M1 macrophages from mice infected with African trypanosomes have been shown to possess pro-inflammatory properties and produce nitric oxide, reactive oxygen species, and TNF, whereas M2 macrophages have anti-inflammatory properties due to increased arginase activity and IL-10 production (56). The development of M1 macrophages during the early stage of the disease appears to be responsible for the early release of pro-inflammatory mediators associated with type I immune response, and this could contribute to the control of initial parasitemic waves. Also, the activation of M1 macrophages could result in collateral damage to tissues as seen in the liver and spleen (57). A switch from M1 to M2 macrophages occurs after the clearance of initial waves of parasitemia in the relatively resistant mice (13). The resultant secretion of anti-inflammatory mediators by these M2 macrophages is thought to actively participate in tissue healing (56, 57).

INNATE IMMUNE RECEPTORS AND ADAPTOR PROTEINS IN AFRICAN TRYPANOSOMIASIS

The germline-encoded innate receptor families, also known as PRRs, are critical for initiating innate immune responses in the host. They include nucleotide-binding oligomerization domain (NOD)-like receptors (NLRs), RIG-1-like receptors (RLRs), membrane-bound C-type lectin receptors (CLRs), and transmembrane toll-like receptors (TLRs). TLRs are the most widely studied PRRs and play an important role in the recognition of molecular signatures on microbes resulting in the initiation of inflammatory response (58). They are the first group of PRRs identified and have been shown to recognize a wide range of pathogen-associated molecular patterns (PAMPs) (59, 60). By inducing distinct gene expression patterns, stimulation of different TLRs leads to the activation of innate immunity, which in turn instructs the development of antigen-specific acquired immunity (61). Ten human and twelve mice functional TLRs have been identified till date, and each TLR detects distinct PAMPs derived from bacteria, viruses, fungi, and parasites (62, 63).

Toll-like receptor-mediated intracellular signaling events are initiated by the binding of different TLRs with their corresponding ligands, resulting in the recruitment of a number of adaptor proteins. Myeloid differentiation primary response protein 88 (MyD88) is the major adaptor protein that is involved in almost all TLR signaling pathways. The other adaptor proteins are TIR-domain-containing adaptor protein (TIRAP), TIR-domain-containing adaptor-inducing IFN-β (TRIF), and TRIF-related adaptor molecule (TRAM) (58, 64). The activation of these adaptor molecules, following ligation of TLRs with their specific ligands, leads to the activation of various intracellular signaling molecules (including MAPKs and STATs) and transcription factors, such as nuclear factor kappa B (NFκB) and activating protein-1 (AP-1), and a resultant initiation of specific immune responses. Mice with genetic ablation of MyD88 are highly susceptible to T. cruzi and T. brucei infections due, in part, to impaired IL-12 and IFN-γ production (18, 65). In these experimental models, it was proposed that signaling through MyD88 in innate immune cells has a protective role by activating Th1 response (18, 65). In contrast, in some experimental models, decreased pro-inflammatory responses resulting from the lack of MyD88 signaling is beneficial to the host (66). Similarly, the GPI anchor from T. cruzi trypomastogotes activates phosphorylation of ERK, p38, and IκB in mouse peritoneal macrophages (67), and mice deficient in the adaptor protein MyD88 signaling are highly susceptible to T. cruzi infection due, in part, to impaired pro-inflammatory cytokine production, suggesting that MyD88 is critical for the activation of MAPKs and NFκB by T. cruzi (65). Recently, we showed that deficiency of MyD88 results in inhibition of T. congolense-induced p38 and STAT1 phosphorylation and a concomitant downregulation of IL-6 and IL-12 by macrophages. These findings indicate that this adaptor molecule plays an important role in T. congolense-induced pro-inflammatory cytokine production in macrophages. They further suggest the involvement of TLR-mediated recognition and signaling in T. congolense-induced pro-inflammatory cytokine production in macrophages.

Although TLRs have been shown to play an important role in the innate immune responses to several parasitic infections (18, 68–71), their role in immunity to African trypanosomiasis is largely unknown. However, the findings that synergistic recognition of T. cruzi DNA by TLR9 and glycosylphosphatidylinositol (GPI) by TLR2 cooperatively lead to the induction of pro-inflammatory cytokine production in macrophages (72) and suggest that TLRs may play an important role in the recognition of African trypanosomes, which are related to T. cruzi. Indeed, a recent report showed that, in T. brucei infections, TLR2-mediated signaling contributes to intra-cerebral control of parasite load in the brain (73).

No report has investigated the innate receptor(s) through which the innate immune system detects and responds to T. congolense infection. Given that MAPKs, STATs, and NFκB pathways are activated, following stimulation of macrophages and is dependent on MyD88 signaling, we speculated that TLR(s) is/are involved in T. congolense recognition by macrophages. We found that the deficiency of either TLR4 or TLR9 does not affect intracellular signaling events and pro-inflammatory cytokine production in macrophages in response to T. congolense stimulation. In contrast, T. congolense-induced MAPK and STAT phosphorylation was significantly downregulated in TLR2-deficient macrophages compared to the WT cells, and this was associated with a concomitant reduction in IL-6 and IL-12 production. This indicates that T. congolense-induced activation of important signaling pathways leading to optimal immune response is mediated through TLR2 and may have an important role in regulating the outcome of the disease. Indeed, T. congolense-infected, TLR2-deficient mice on the usually relatively resistant C57BL/6 background developed uncontrolled parasitemia and died within 10 days of infection in contrast to their WT counterpart mice that controlled several waves of parasitemia and survived for more than 100 days. Altogether, these observations show that TLR2 plays a critical role in T. congolense recognition by macrophages and resistance to the parasite. However, it remains to be determined what parasite moiety is recognized by TLR, although the GPI, which anchors VSG to the membrane, is a prime candidate.

INTRACELLULAR SIGNALING PATHWAYS IN AFRICAN TRYPANOSOMIASIS

The major signaling pathways that are known to induce cytokine production in immune cells include MAPK pathway, JAK–STAT pathway, and NFκB pathway. MAPKs are a group of highly conserved serine/threonine protein kinases that mediate intracellular signaling events necessary for carrying out a variety of fundamental cellular processes, such as proliferation, differentiation, motility, stress response, apoptosis, and survival. Three major families of MAPKs are recognized including, extracellular signal-regulated kinases (ERK), p38 MAPKs, and c-Jun N-terminal kinase/stress-activated protein kinases (JNK-SAPKs) (74, 75). STATs were first described by Darnell et al. (76) as transcription factors induced by ligands in IFN-treated cells. Later, several other groups showed the critical role of STATs in signal transduction pathways by cytokines and growth factors (77). All STATs have seven well-defined domains, including an N-terminal conserved domain, dimerization domain, SH2 domain, and a C-terminal transactivation domain. The amino-terminal region prevents dimerization of STATs in their inactive state (78), and the SH2 domain is critical for the recruitment of STATs to activate receptor complexes and also for the interaction with Janus (JAK) and Src kinases. This region is the most conserved domain among STATs and plays an important role in STAT signaling by facilitating homodimerization and heterodimerization, which are crucial for nuclear localization and DNA-binding activities (79). The activation of MAPKs and STATs is important in regulating pro-inflammatory cytokine production in immune cells (80). Their activation initiates a cascade of intracellular signaling events culminating in the expression of various pro-inflammatory genes. Thus, MAPK and STAT family members coordinate and propagate multiple inflammatory immune responses (81, 82).

Nuclear factor kappa B is a family of transcription factors that play important roles in inflammation, immunity, cell proliferation, differentiation, and survival. In the inactive state, NFκB is complexed with the inhibitory protein IκBα. IκB kinase complex is activated by inducing stimuli, leading to the phosphorylation, ubiquitination, and degradation of IκB proteins. The degradation of IκB proteins releases NFκB dimers resulting in their translocation to nucleus, where they bind to specific DNA sequences and promote transcription of target genes. NFκB family is composed of five members in mammals, such as RelA/p65, RelB, c-Rel, p50, and p52. All the members are characterized by the presence of Rel homology domain (RHD), which is essential for dimerization and binding to cognate DNA elements (83).

Although infection with African trypanosomes leads to profound production of pro-inflammatory cytokines, the intracellular signaling pathways leading to the production of these cytokines are poorly studied. There are sporadic and inconsistent reports on the role of MAPK and STAT family proteins in trypanosome-induced pro-inflammatory cytokine production. Soluble VSG of T. brucei rhodesiense has been shown to initiate a cascade of ERK, p38, JNK MAPK, and NFκB pathways, eventually leading to the expression of various pro-inflammatory genes, such as TNF, IL-12, IL-6, and iNOS (84). Consistent with this, several protozoan infections, other than African trypanosomes, have also been shown to induce the phosphorylation of various MAPKs, leading to enhanced cytokine production. One study shows that ERK and p38 phosphorylation was triggered by T. cruzi (a close relative of African trypanosomes) GPI anchor, leading to the activation of NFκB and culminating in the activation of pro-inflammatory genes (67). Another report shows that the T. cruzi induces STAT1 phosphorylation, both at mRNA and protein levels, and this is associated with increased binding of STAT1 homodimers to gamma-activated site (GAS) elements, leading to NO production (85). In addition, another report showed that infection with Toxoplasma gondii leads to MAPK and STAT3 phosphorylation and subsequent production of inflammatory cytokines (86, 87). These studies suggest that MAPK and STAT family proteins may be involved in the induction of pro-inflammatory cytokine production by African trypanosomes.

Recent studies from our lab have provided strong evidence showing that MAPK and STAT proteins play a critical role in T. congolense-induced pro-inflammatory cytokine production in macrophages. Stimulation of immortalized macrophages and primary BMDMs with whole cell lysate of T. congolense leads to time-dependent phosphorylation of ERK, p38, JNK, STAT1, and STAT3 proteins, which was associated with a concomitant production of pro-inflammatory cytokines in vivo and in vitro. We confirmed the involvement of these pathways in T. congolense-induced pro-inflammatory cytokine production by showing that pretreatment of the cells with specific inhibitors of ERK (U0126), p38 (SB203580), JNK (SP600125), STAT1 (Fludarabine), and STAT3 (S31-201) cause a significant downregulation of IL-6 and IL-12 production in response to trypanosome stimulation1.

Given that the heterodimer consisting of p65 and p50 NFκB is critically important in the transcription of pro-inflammatory genes, we also assessed whether this key transcription factor is involved in T. congolense-induced pro-inflammatory cytokine production in macrophages. We found a time-dependent increase in the phosphorylation of NFκB p65 upon stimulation with T. congolense in macrophages, which corresponded with the production of IL-6 and IL-12. Collectively, our results show that the stimulation of macrophages with T. congolense extracts initiates intracellular signaling cascades, involving phosphorylation of MAPKs and STATs, leading to the eventual activation of the master transcription factor, of NFκB. The overall result is the transcription of pro-inflammatory genes and subsequent release of pro-inflammatory cytokines. However, it remains to be determined which innate receptor and adaptor molecules are involved in initiating these intracellular signaling events.

TRYPANOSOME-INDUCED SIGNALING IN RELATIVELY RESISTANT VERSUS HIGHLY SUSCEPTIBLE MURINE MACROPHAGES

Although macrophages are critical for clearing parasites in the blood following infection with African trypanosomes, their classical activation and production of pro-inflammatory cytokines (IL-6, IL-12, and TNF), nitric oxide, and increased expression of MHC class II and co-stimulatory molecules (15, 44, 88, 89) have also been shown to contribute to disease pathogenesis and severity. The degree of this activation and effector function of macrophages has some relationship to the degree of susceptibility of different inbred mouse strains to experimental trypanosomiasis. Indeed, we previously reported that several cytokine genes are differentially regulated in trypanosome-infected macrophages from the highly susceptible BALB/c and relatively resistant C57BL/6 mice (50). IFN-γ-primed primary BMDMs from BALB/c mice, when infected with T. brucei or T. congolense whole cell lysate, produced significantly higher IL-6 than cells from C57BL/6 mice. Similarly, although PBMCs from both highly susceptible Boran and relatively resistant N’Dama cattle infected with T. congolense showed increased levels of IL-6 mRNA, this rise occurred earlier and lasted longer in the Boran than in the N’Dama cattle (90). This suggested the possibility of using IL-6 as a predictive marker of disease severity in bovine trypanosomiasis. Recent findings from our lab suggest the involvement of ERK, JAK–STAT3 pathways in T. congolense-induced release of IL-6 by macrophages from both BALB/c and C57BL/6 mice.

In contrast to IL-6, macrophages from BALB/c mice produced relatively lower TNF and IL-12 than those from C57BL/6 mice following trypanosome stimulation. Similar observations have been made in monocytes from the relatively resistant and highly susceptible cattle breeds (91). TNF is one of the most crucial pro-inflammatory cytokines that confer immunity against African trypanosomiasis. Magez and colleagues (92) found that the inhibition of trypanosomiasis-associated pathology in C57BL/6 and BALB/c mice is correlated with the shedding of soluble p75 TNF-receptor during peak parasitemia stages. Indeed, infection-associated pathologies were strongly reduced in both T. brucei brucei-infected TNF−/− and TNF-R2−/− mice (92). Because TNF signals through both TNF-R1 (55 kDa) and TNF-R2 (75 kDa), it has been suggested that TNF-R2 signaling in trypanosomiasis mediates infection-associated pathology, whereas TNF-R1 signaling has little or no impact on the infection outcome (92).

In addition to the production of pro-inflammatory cytokines, macrophages also produce nitric oxide, which plays a critical role in resistance against African trypanosomes via its cytostatic and cytotoxic effects (93–95). This is not surprising, given that the intracellular signaling pathways that result in the production of pro-inflammatory cytokines also lead to the activation of the iNOS gene and subsequent production of nitric oxide (96). Recently, we showed that in an IFN-γ-enriched environment, T. congolense-treated immortalized macrophages and BMDMs from the relatively resistant and highly susceptible mice show differential phosphorylation of MAPKs and STATs, suggesting that African trypanosomes induce differential signaling events in macrophages from different strains of mice in vitro (96). In addition to differential MAPK and STAT phosphorylation, T. congolense induces significantly higher levels of NO production in IFN-γ-primed immortalized macrophages and BMDMs the relatively resistant than from highly susceptible mice (96). Interestingly, we found that nitric oxide production in macrophages occurred via the activation of MAPK (including p38, Erk1/2, and JNK), and this was significantly inhibited by specific MAPK inhibitors in BALB/c but not in C57BL/6 cells (96). In addition, T. congolense and IFN-γ-induced NO production was dependent on STAT1 phosphorylation and was totally suppressed by fludarabine (a specific STAT1 inhibitor). We further showed that T. congolense-induced differential iNOS transcriptional promoter activation in IFN-γ-primed cells is dependent on the activation of both GAS1 and GAS2 transcription factors in BALB/c but only on GAS1 in C57BL/6 cells (96). Collectively, these observations suggest coordinated, but differentially regulated, signaling pathways that lead to NO production in macrophages from the susceptible and relatively resistant mice following their interaction with T. congolense.

CONCLUDING REMARKS

It is clear from the experimental animal studies that susceptibility to African trypanosomiasis is related to immune hyperactivation, leading to the production of pathogenic pro-inflammatory cytokines. However, little is known about the intracellular signaling events and pathways involved in the production of these pro-inflammatory cytokines. Understanding these events could reveal novel and unexpected aspects of the parasite pathobiology that could provide new concepts for understanding host–parasite interactions, disease pathogenesis, and the major cause of susceptibility to the disease. Our recent studies clearly show the involvement of TLR2–MyD88-dependent pathway, leading to activation of MAPKs, STATs, and NFκB in T. congolense-induced pro-inflammatory cytokine production and resistance to the infection (Figure 1). The involvement of MAPKs and STATs in T. congolense-induced cytokine production suggests that targeting these pathways offer novel strategies for managing the disease in animals infected with African trypanosomes. Indeed, we have found that the beneficial effects of berenil (a trypanocide), may in addition to its trypanocidal effects, involve its ability to downregulate pro-inflammatory cytokine production via inhibiting intracellular signaling events, including p38, JNK MAPK, STAT1, and STAT3 phosphorylation (49, 97). Thus, targeting these pathways may be beneficial for treating disease process in animals infected with African trypanosomes. Although we have made an attempt to delineate some signaling mechanisms in macrophages, following their interaction with trypanosomal molecules, there are still important questions that remain unanswered and require extensive investigation. For example, are the host immune signaling mechanisms different in response to diverse Trypanosoma species and its components? How are complex signaling molecules and their interactions involved in either resistance or susceptibility of the host postinfection? What parasite antigens are recognized by TLR2, leading to activation of the innate immune system and immunity to T. congolense infection? Providing answers to these questions may pave the way for identification of novel targets that regulate intracellular events and pathways, leading to resistance and/or susceptibility to African trypanosomiasis.


[image: image1]

FIGURE 1 | Signaling pathways involved in Trypanosoma congolense-induced pro-inflammatory cytokine production in macrophages. The recognition of T. congolense by macrophages through toll-like receptor 2 (TLR2) results in the recruitment of the adaptor protein MyD88 and subsequent activation of several intracellular signaling molecules, including MAPKs and STATs. Activation of these molecules in turn leads to the activation of the transcription factor NFkB, which results in the production of IL-6, IL-12, TNF, and nitric oxide (NO). Stimulation of macrophages with T. congolense in the presence of IFN-γ produced by CD4+ T cells and other immune cells further enhances the activation of these pathways, leading to increased proinflammatory cytokine and nitric oxide production.
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No licensed human vaccines are currently available against any parasitic disease including leishmaniasis. Several antileishmanial vaccine formulations have been tested in various animal models, including genetically modified live-attenuated parasite vaccines. Experimental infection studies have shown that Leishmania parasites utilize a broad range of strategies to undermine effector properties of host phagocytic cells, i.e., dendritic cells (DCs) and macrophages (MΦ). Furthermore, Leishmania parasites have evolved strategies to actively inhibit TH1 polarizing functions of DCs and to condition the infected MΦ toward anti-inflammatory/alternative/M2 phenotype. The altered phenotype of phagocytic cells is characterized by decreased production of antimicrobial reactive oxygen, nitrogen molecules, and pro-inflammatory cytokines, such as IFN-γ, IL-12, and TNF-α. These early events limit the activation of TH1-effector cells and set the stage for pathogenesis. Furthermore, this early control of innate immunity by the virulent parasites results in substantial alteration in the adaptive immunity characterized by reduced proliferation of CD4+ and CD8+ T cells and TH2-biased immunity that results in production of anti-inflammatory cytokines, such as TGF-β, and IL-10. More recent studies have also documented the induction of coinhibitory ligands, such as CTLA-4, PD-L1, CD200, and Tim-3, that induce exhaustion and/or non-proliferation in antigen-experienced T cells. Most of these studies focus on viral infections in chronic phase, thus limiting the direct application of these results to parasitic infections and much less to parasitic vaccines. However, these studies suggest that vaccine-induced protective immunity can be modulated using strategies that enhance the costimulation that might reduce the threshold necessary for T cell activation and conversely by strategies that reduce or block inhibitory molecules, such as PD-L1 and CD200. In this review, we will focus on the polarization of antigen-presenting cells and subsequent role of costimulatory and coinhibitory molecules in mediating vaccine-induced immunity using live-attenuated Leishmania parasites as specific examples.
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INTRODUCTION

Visceral leishmaniasis (VL) has an annual incidence of 0.2–0.4 million cases globally and results in about 60,000 deaths (1). It has been reported that 0.7–1.2 million cases of cutaneous leishmaniasis (CL) occur around the globe (2). The disease currently affects 12 million people with 350 million people at risk of infection. The majority of patients with CL or VL develop a long-term protective immunity after cure from infection, which suggests that development of an effective vaccine against leishmaniasis is possible (3, 4). High frequency of asymptomatic infections, toxicity of currently available drugs, and increasing parasite resistance underline the need for an effective prophylactic vaccine against leishmaniasis (5).

Extensive studies in murine models that acquire resistance to Leishmania major infection have resulted in a broader understating of the mediators of protection, primarily a TH1-biased response (6). However, the principal determinants for inducing a strong TH1-type response following infection with virulent Leishmania parasites including expression of MHC-I/II, CD40, CD80/CD86, and cytokines, such as IL-12, by the antigen-presenting cells (APCs) [dendritic cells (DCs) and macrophages (MΦ)] are targets for alteration by the parasites (7, 8). Leishmania parasites can survive in a wide range of cell types. The parasites are phagocytosed by neutrophils first and are taken up by the MΦ and DCs without causing an overt immunological reaction (6). The multifarious interactions between Leishmania and the host APCs have profound effects on the final outcome of the interaction, either host resistance or susceptibility. MΦ are not only the primary host cell for Leishmania that permit parasite proliferation but also the major effector cells in eliminating the infection. The effective clearance of parasites by MΦ depends on the activation of an appropriate immune response usually initiated by the DCs (8).

REPROGRAMING OF MACROPHAGE/DC DIFFERENTIATION

Leishmania donovani resides predominantly in host MΦ where it enters by phagocytosis and establishes itself within parasitophorous vacuoles (9). Macrophage responses to parasites lead to discrete, stereotyped phenotypes, which are usually a combination of inflammatory and anti-inflammatory functions (8). This plasticity in macrophage function has been defined either as classically activated (M1 phenotype) representing leishmanicidal activity or an alternatively activated state (M2 phenotype) that confers susceptibility to infection (10).

Classically activated macrophages (CAM) are primed by TH1 (or pro-inflammatory) cytokines and triggered by microbial products to produce antimicrobial molecules, such as reactive oxygen species (ROS) and nitric oxide (NO), through the action of inducible nitric oxide synthase (iNOS) and subsequently acquire a heightened effector function (11–13). CAM activation is also characterized by the induction of an array of pro-inflammatory cytokines, such as tumor necrosis factor [TNFα, IL-1β, and interleukin (IL)-12], which amplify TH1 immune responses (14–16). Specifically, IL-12 is a pivotal cytokine required for CD4+ TH1 development and production of IFN-γ (17). Since CAMs acquire properties necessary for the destruction of invading pathogens and priming the innate immune response, Leishmania parasites have evolved mechanisms to subvert microbicidal functions of the CAMs through depletion of antimicrobial molecules, such as ROS and NO (18–20), thereby reprograming the infected MΦ to an alternative activation state (21). Alternative macrophage activation is mainly induced by TH2 cytokines (22, 23) that antagonize the microbicidal properties of CAMs (8).

The enhanced TH2 response during virulent Leishmania infection leads to enhanced arginase activities in the MΦ, a prototypic alternative activation marker in mouse MΦ that allows parasite survival (22–24). Of the TH2 cytokines, IL-10 has emerged as the principal cytokine responsible for disease pathogenesis (25). IL-10 induced during Leishmania infection inhibits microbicidal activity of MΦ by attenuating the generation of NO and pro-inflammatory cytokines (26). Therefore, reprograming of the MΦ enables Leishmania parasites to evade the antimicrobial innate immune response and to proliferate within the phagolysosome of the macrophage.

The critical balance between host-protective TH1 (or pro-inflammatory) versus disease-promoting TH2 (or anti-inflammatory) effector responses determines the outcome of infection in leishmaniasis. This outcome is dictated by the relative levels of IL-12 and IL-10 produced by the classical/M1 and alternative/M2 MΦ, respectively (8, 16, 21). Previous studies have also shown that the MΦ are able to regulate immunologic outcomes on their own via directing the T cell response (27, 28). For example, infection of MΦ with virulent Leishmania induces a parasite-favoring TH2 response instead of a host-protective TH1 response (29). Interestingly, studies have shown that classical/pro-inflammatory/M1 MΦ have a direct role in the induction of TH1-polarized response (16, 27, 28, 30). Such M1 macrophage-induced T cell polarization was further linked with an induction of protection in several vaccine studies including recombinant BCG, attenuated West Nile virus (WNV), and live-attenuated measles virus (31–33). These recent studies demonstrated that the vaccine antigens, indeed, reprogram the MΦ to induce a pro-inflammatory response and result in improved protective immunity. Likewise, our studies with genetically modified live-attenuated L. donovani parasites revealed that these attenuated parasites induce classical activation of MΦ that direct host-protective TH1 response in mice (21). A recent study has also reported that M2 polarization of monocytes–macrophages is a hallmark of post kala-azar dermal leishmaniasis that sustains chronic lesions (10). Additionally, repolarization of the monocytes to M1 type by antileishmanial drugs as stated above suggests that switching from M2 to M1 phenotype might also be important in a therapeutic setting similar to what our studies indicated with prophylactic vaccination (21).

Although an effective clearance of parasites involves antimicrobial activity of the MΦ, the main host cell for Leishmania parasites, it also requires the activation of an appropriate immune response that is initiated by DCs (7, 8). Since MΦ are not the major producers of IL-12, potentiation of adaptive immune response depends primarily on the DC-derived IL-12 (34). In addition, parasite-infected MΦ are incompetent in priming naive CD4+ T cells as well as stimulating antigen (Ag)-specific CD4+ T cells (35). Thus, DCs play a crucial role in coordinating immune responses in leishmaniasis by providing the IL-12 necessary for the induction of protective TH1 response (36, 37). In both L. major and L. donovani mouse studies, the central role of DCs in determining the TH1/TH2 balance as well as the outcome of disease is demonstrated (36, 38). Specifically, L. donovani infection is shown to cause DCs to produce IL-12 that leads to NK cell activation (36). In the spleen, interaction between DCs and T cells occurs in the periarteriolar lymphoid sheath (PALS) into which DC and T cells migrate from the marginal zone (MZ) along chemokine gradients, especially CCL19/21, and this interaction between DCs and the T cells is necessary to produce protective immunity against L. donovani (39). Leon et al. also reported that monocyte–DCs formed at the infection site control the induction of protective TH1 responses against Leishmania (37). Nevertheless, infection with virulent Leishmania parasites is shown to prevent development of protective TH1 immunity by dysregulating DC function (7, 40). Additionally, Moll et al. reported that L. major parasites inhibit TH1 polarizing functions of epidermal-derived DCs (Langerhans cells) by upregulating IL-4 receptor expression along with concomitant downregulation of IL-12p40 production (41). Of interest, virulent Leishmania interferes with intracellular signaling in DCs, which affects their antigen-presenting functions, and hence, their ability to induce optimal cell-mediated immunity against the parasite (7, 42). DCs infected with intracellular pathogens, such as Leishmania, have been shown to elicit an MHC class-I-dependent CD8+ T-cell response, a process referred to as cross-presentation (43). Further studies have demonstrated the role of Leishmania-induced cleavage of proteins, such as SNAREs, that mediate the fusion of phagosomes with lysosomes, a key process in the antigen processing and presentation to the T cells (44, 45).

The role of DCs in priming a protective TH1 response is also illustrated by DC vaccination studies where exogenous administration of antigen-loaded DCs showed promising results in the treatment of different forms of leishmaniasis (46, 47). Curiously, adoptive transfer of DCs pulsed ex vivo with soluble L. donovani Ags (SLDA) to naive mice induced the Ag-specific production of IFN-γ and increased the percentage of activation markers on spleen lymphocytes. Moreover, SLDA-pulsed DCs engineered by retroviral gene transfer techniques to secrete high levels of biologically active murine-IL-12 augmented this immune response, further indicating the central role of DC secreted IL-12 in potentiating a protective response (48). Additionally, Schnitzer et al. have reported that DCs pulsed ex vivo with L. major antigen-induced protection in otherwise susceptible mice against subsequent challenges with the parasites (49). While it is well documented that antigen-loaded DC-based vaccines can induce protective immunity against Leishmania pathogenesis (50), live-attenuated parasites might be more practical in inducing protective immunity by modulating the DC function as illustrated by studies performed using DC-based vaccines. Taken together, these studies indicate that for an antileishmanial vaccine to induce protective immunity, TH1 favoring conditions in the DCs is a necessary requirement and live-attenuated parasite vaccines might be able to set in those conditions.

DETERMINANTS OF T CELL IMMUNITY

An effective long-term protection requires activation of adaptive immunity mediated by T lymphocytes. APCs, primarily DCs, present processed antigens in combination with major histocompatibility complex to naive T cells displaying the corresponding T cell receptor. However, this presentation also requires additional signals arising from positive and negative coreceptors, i.e., costimulatory and coinhibitory molecules. The response of the T cell thus activated requires an amalgam of signals from the immunological synapse, and T cell activation can only occur when the stimulatory/inhibitory signals are able to overcome a certain threshold (51). Of the stimulatory signals, CD28 is the best-studied costimulatory molecule. Involvement of CD28 in the immunological synapse decreases the amount of antigen necessary to elicit T cell activation. Importantly, inflammatory signals regulate expression of CD28-binding partners, such as B7-1 (CD80) and B7-2 (CD86). Previous studies have identified suppression of costimulatory signals in DCs infected with virulent Leishmania parasites that results in poor IL-12 production and CD4+ T cell priming (36, 52–54). A TH2-polarized response was observed in CD40−/− mice as indicated by excessive IL-4 and low IFN-γ. A direct role for CD40:CD40L ligation was shown not only in production of IL-12p70 but also in activation of T cells by the DCs (55, 56). Deficient expression of costimulatory CD80 was observed in L. donovani-infected MΦ (57). Similarly, CD86 has been shown to orchestrate either a TH1 or TH2 type response depending on the relative contribution of CD80 (58). More recently, several immune inhibitory mechanisms have been explored, which control exacerbated immune response of the host to prevent self-damage from unchecked inflammation (59). These mechanisms not only control the effector function of immune cells but also reprogram them for their alternate functions, such as humoral immunity and tissue remodeling, to maintain homeostasis between an immune response and immune tolerance. The interplay between signals arising from costimulatory molecules and coinhibitory molecules has been identified as a critical determinant in T cell activation. It has been hypothesized that costimulatory signals may act like a “rheostat” to modulate T cell activation in that costimulatory molecules reduce the TCR signaling threshold necessary for T cell activation, whereas inhibitory molecules restrict T cell activation (60).

Although there is considerable debate over the requirements for maintaining protection against reinfection in Leishmania, studies have shown that antigen-specific memory T cells are a principal component of protective immunity to intracellular pathogens, such as L. major (61–65). The memory T cells are distinguished by their ability (i) to survive long term in secondary lymphoid tissues and (ii) to undergo rapid and robust proliferation upon reinfection and acquisition of effector function. Yet, our understanding of T cell differentiation and memory formation is mainly derived from models of acute viral and bacterial infections, such as Lymphocytic Choriomeningitis Virus, Vaccinia virus, and Listeria monocytogenes. Persistent infections, such as Leishmania, may differ in significant ways from these models in the T cell response dynamics. Several dysfunctions including severe limitation in T cell expansion, delay in peak T cell expansion, anergy, and expression of exhaustion markers in chronic infections have been reported (66–69).

In an acute infection, the T cell response typically follows three phases: expansion, contraction, and memory. During the first phase, upon presentation of antigens by DCs, naive T cells divide and differentiate into effector cells that acquire the ability to produce the pro-inflammatory cytokines IFN-γ and TNF, as well as cytotoxic proteins such as granzymes and perforin. This cascade of events by which T lymphocytes undergo differentiation and clonal expansion is regulated by signaling via antigens, costimulation, and cytokine receptors that induce the expression of transcription factors that dictate the fate of the T cells to acquire either an effector function or memory precursors (70). In case of CD8+ T cells, the cell fates are controlled by a coordinated set of changes in the expression of the transcription factors Id2, T-bet, and Blimp-1, which promote terminally differentiated effector cells, and Foxo1, TCF-1, Eomes and Bcl-6, which promote development of memory precursors (71–73). Earlier studies in L. donovani demonstrated the role of CD8+ T cells in the resolution of infection (74). In virulent L. donovani infection of mice, induction of exhausted CD8+ T cells has been demonstrated (66). More recent studies have shown a role for the transcription factor IRF-5 in regulating the antigen-specific CD8+ T cells responses during murine L. donovani infection (75). Inflammatory response generated by IRF-5 is shown to induce the expression of HIF-α in DCs and to limit CD8+ T cell expansion (75). Development of CD4+ T cells responses following either a chronic infection in comparison are less well studied (76). However, the dynamics of T cell effector/memory responses in a prophylactic vaccine setting are less well understood. It may be argued that in contrast to virulent parasites, prophylactic vaccines are composed of attenuated parasites due to their inherent immunomodulatory attributes may be able to induce conditions optimal for the immune system to generate memory cells that confer protection against subsequent infection (Figure 1). On the other hand, recombinant antigens may, and often, require adjuvants to enhance T cell responses. More systematic studies with prophylactic candidate vaccines are necessary to reveal the necessary conditions that must precede a strong protective response.
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FIGURE 1 | A schematic diagram describing the differential modulation of antigen-presenting cells in the early innate response and role of coinhibitory molecules in adaptive immunity in Leishmania pathogenesis is shown. (A) Virulent Leishmania donovani parasites are known to suppress antigen-presenting activity of DCs and macrophages. This is shown to be accompanied by reduction in the inflammatory cytokines as compared to infection with live-attenuated L. donovani parasites. These differences in the early interaction with the host APCs by the parasites determine the outcome, i.e., host susceptibility in case of virulent parasites or host resistance in case of attenuated parasites. (B) Previous studies have shown the role of coinhibitory molecules, such as CTLA-4, PD-L1, and CD200, in facilitating the parasite survival by inducing a restrained pro-inflammatory (TH1) environment. The role of Tim-3 in Leishmania pathogenesis remains to be explored. The role of coinhibitory molecules in shaping the T cell immunity suggests that attenuated parasites might downregulate these pathways compared to virulent parasites in order to induce protective immunity. Blockade of the coinhibitory signals during priming by use of adjuvants might show potential improvement in the vaccine-induced immunity.



COINHIBITORY MOLECULES IN PATHOGENESIS AND VACCINE IMMUNITY

In a chronic infection, it is essential that the host immune response be appropriately controlled to respond to and remove pathogens while avoiding excessive production of inflammatory cytokines and chemical mediators, such as ROS. The immune inhibitory signals, therefore, can dampen the effects of excessive immune reactions, which can lead to increased tissue damage and morbidity and mortality. In the following sections, we describe the role of various coinhibitory molecules and discuss their potential roles in inducing protective immunity with implication to live-attenuated vaccines.

CTLA-4

B7 molecules expressed by DCs and MΦ are upregulated following activation. These B7 molecules B7-1 (CD80) and B7-2 (CD86) have dual specificity for receptors CD28 and CTLA-4 on T cells (77). CTLA-4 is an inhibitory coreceptor that is induced rapidly by activated T cells (78). Because of its higher affinity to CD80/86 than CD28, CTLA-4 often outcompetes and excludes CD28 from the immunological synapse, thereby causing suppression of T cell activation. In symptomatic VL, both the splenic aspirates and PBMCs from L. donovani-infected humans showed higher level of CTLA-4 expression (69). Higher CTLA-4 expression was also observed in PKDL lesions suggesting an association with persistence of parasites (79). Higher frequencies of CTLA-4+ CD4+ T cells have been identified in HIV-Leishmania coinfections that are associated with a poor immunological profile that might explain the persistence and relapse of the Leishmania infection (80). However, treatment with anti-CTLA-4 has shown mixed results. Blockade of CTLA-4 resulted in enhanced granuloma maturation indicating parasite-killing activity in the liver; however, in splenic aspirate cultures of human VL samples, CTLA-4 blockade did not show an increase in IFN-γ production (69, 81). The role of CTLA-4 in T cell activation has not been studied in a Leishmania vaccine setting. Reports have shown that preventing CTLA-4 interactions can improve T cell activation in other vaccine models. For example, in vivo blockade of CTLA-4 enhances antigen-specific CD4+ T cell responses after peptide immunization in complete Freund’s adjuvant for cryptococcal infection (82). Transient CTLA-4 blockade increased the number of memory CD8+ T cells during low-dose Listeria infection in mice, and CTLA-4 blockade enhanced the response of memory CD8+ T cells (83). The mechanism by which blockade of CTLA-4 might exert its functions is not completely understood. It has been proposed that blocking CTLA-4 might dampen the IL-10-mediated suppressive effects since CTLA-4 is very highly expressed on Treg cells (84). CTLA-4 plays an important role in the homeostasis and function of a population of suppressive activities of Treg cells (85). A direct role for CTLA-4 in T cell activation is suggested by studies that showed removal of B7 molecules from the surface of APCs by blocking CTLA-4 and, thus, increase the signal threshold necessary for T cell activation (86). Taken together, these studies suggest that CTLA-4 might be a potential target for modulation by prophylactic vaccines because of its effects first on T cell activation by its effects on B7 molecules and second by its ability to affect Treg cells.

PROGRAMED DEATH-1

Programed death-1 (PD-1) is an inhibitory receptor that is inducibly expressed on stimulated CD4+ T cells, CD8+ T cells, B cells, and monocytes (66, 68, 87). PD-1 modulates T cell receptors and CD28 signaling through recruitment of the phosphatase SHP2. PD-1 binds to B7 family ligands, PD-L1 (B7-H1/CD274) and PD-L2 (B7-DC/CD273) (88). PD-L1 expression occurs on a wide variety of cells, whereas PD-L2 expression is restricted to APCs (DCs, monocytes, and some B cell subsets). Expression of both PD-1 ligands is modulated by cytokines, such as IL-2, IL-7, IL-15, IL-21, and IFN-γ (87, 89). Expression of PD-1 is induced by antigen receptor ligation and is dampened after resolution of infection in the absence of TCR signaling (90). However, sustained PD-1 expression is reported in several chronic disease models, including leishmaniasis, malaria, and Chagas (91–95). Specific parasite molecules (LPG from Leishmania mexicana) have also been shown to induce PD-1 expression in CD8+ T cells and PD-L2 in MΦ (96). Sustained PD-1 expression is maintained primarily due to continuous TCR ligation, and PD-1 ligation dramatically shifts the dose-response curve, making T cells much less sensitive to T-cell receptor-generated signals (97). TCR signals promote demethylation of regulatory regions of the PD-l locus. Additionally, transcription factor T-bet binds upstream of the PD-1 gene and represses its transcription. Since T-bet expression is downregulated in persistent TCR stimulation, low T-bet expression enables PD-1 transcription (98). Elevated expression of T-bet and PD-1 in CD4+ T cells in the patients of tuberculosis was also reported (99). In addition, recent studies have also identified transcriptional factors, hypoxia-inducible factor (HIF)-1α and signal transducer and activation of transcription 3 (STAT-3), that act on the promoter of PD-L1 to regulate its expression. In addition, microRNAs, including miR-570, miR-513, miR-197, miR-34a, and miR-200, negatively regulate PD-L1 (100).

Sustained PD-1 expression is a hallmark of dysfunctional T cells and commonly found in chronic infections. Importantly, several studies have shown that interfering with the PD-1 pathway rescues function in exhausted T cells including Leishmania and Plasmodium infections (66, 68, 87, 93, 101). Similar observations were also described in hepatitis C virus-infected patients that interfering with the PD-1/PD-L1 pathway during the early stage of immune responses can result in improved T cell responses (102). PD-L1 blockade during acute herpes simplex virus (HSV)-1 infection is shown to increase the magnitude and polyfunctionality of the HSV-specific CD8+ effector responses (103).

An important role as a clinical intervention for the PD-1 pathway in T cell exhaustion was first shown in LCMV infection in mice (104) and later demonstrated to occur in a diverse range of clinically relevant chronic human infections, such as HIV infection, hepatitis B and hepatitis C virus infections, and cancer (105–107). Several studies also tested combination of PD-1 and other ligands in blockade therapies (108, 109). Compared to clinical advances in treating cancer, blockade of inhibitory receptors as a strategy to treat chronically infected patients has lagged behind.

In addition to the role of PD-L1/PD-1 in regulating T cell function, it has been proposed that PD-L1/PD-1 interaction through the regulation by IFN-γ might allow for recognition of minor epitopes that otherwise would not be selected. This is consistent with the observation that PD-1 engagement preferentially inhibits low-avidity antigen receptors and thus allows expansion of immunodominant clones (89). In addition, in the absence of PD-L1/PD-1 interactions, APCs provide stronger stimulation to T cells. This is supported by experiments showing a significant enhancement of HIV-specific T cell responses by blocking PD-L1 (110). As a result, blockade of the PD-1 pathway has more significant effects in promoting T cell activation during conditions of suboptimal antigen presentation, such as with low antigen dose or with weak or low numbers of APCs (89).

Taken together, these studies suggest that PD-1 pathway blockade is an attractive strategy to improve prophylactic vaccination by allowing for better antigen selection and better T cell functional responses. Even though PD-1 pathway blockade is an attractive strategy to improve prophylactic vaccination, few studies have focused on the PD-1 pathway during early stages of T cell responses. Most importantly, PD-1 blockade has been studied in assessing CD8+ T cell responses, whereas the role of the PD-1 pathway on CD4+ T cell differentiation, an important mediator of antileishmanial immunity, has been relatively neglected.

CD200R

CD200R is an inhibitory receptor expressed in the cells of lymphoid lineage, such as NK cells, CD4+, and CD8+ T cells, especially upon stimulation (59). Its ligand, CD200 (OX2), is a glycoprotein expressed on a broad number of cell types, including solid tumors and hematologic malignancies. Studies have also shown differential expression of CD200R on T cell subsets in mice and humans including effector and central memory T cells (111).

CD200R1 is an Ig superfamily transmembrane glycoprotein expressed on the surface of myeloid cells; it can also be induced in certain T-cell subsets (112, 113). CD200R1 interacts with CD200, which is also an Ig superfamily transmembrane glycoprotein, to downregulate myeloid cell functions. CD200 is expressed on the surface of a variety of cells including neurons, epithelial cells, endothelial cells, fibroblasts, lymphoid cells, and astrocytes (112, 114–116). The regulation of CD200R1 signaling can occur by posttranslational modifications mainly by phosphorylation of tyrosine residues in the CD200R1 cytoplasmic tail or by the inducible expression or the downregulation of either CD200R1 or CD200. Each of these mechanisms can be exploited by pathogens.

Unlike most immune inhibitory receptors, CD200R1 does not contain an immunoreceptor tyrosine-based inhibitory motif (ITIM). Stimulation by CD200 leads to the phosphorylation of these tyrosines by Src kinases, which recruit the adapter protein downstream of tyrosine kinase (Dok2) through its PTB domain (117). Dok2 serves as the major initiator of signaling through CD200R1, beginning with binding to Ras-GTPase-activating protein (RasGAP) and is required for CD200R1 function (117). This is in contrast to ITIM containing inhibitory receptors, which utilize SHPs and SHIP-1 as the major initiator proteins and Dok proteins as secondary modulators of downstream signaling (117, 118).

Compared to other inhibitory molecules, CD200 is less well studied in parasitic infections. Leishmania amazonensis, which causes severe disease in both humans and mice, induces CD200 expression in bone marrow MΦ from wild-type mice (119). Induction of CD200 upon infection was essential for the parasite virulence and development of systemic Leishmaniasis. Addition of CD200-Fc restored the virulence of L. amazonensis in mice lacking CD200. Distinct differences in CD200 signaling have been identified with other Leishmania species. L. major, which causes only localized cutaneous lesions, does not induce CD200 in MΦ. Interestingly, however, treatment with CD200-Fc of L. major-infected mice caused the parasite to disseminate into a systemic infection similar to that of L. amazonensis (119). L. amazonensis has evolved to utilize CD200 expression as a mechanism for inhibiting both NO production and induction of iNOS during infection. Interestingly, L. amazonensis increased CD200 expression on MΦ. MΦ have generally been found to express CD200R1, which can then interact with non-myeloid cells expressing CD200. Interestingly, mice lacking CD200 induced robust antiviral immunity including virus-specific CD4+ T cell responses (120). In two chronic infection models including Salmonella and Schistosoma, upregulated CD200R expression has been shown to result in poor multifunctional CD4+ T cell responses (112). Upregulated CD200R expression was associated with the development of TH2-type response. These results indicate that CD200 could be a candidate target for investigation as a regulator of T cell immunity in prophylactic antileishmanial vaccines since multifunctional CD4+ T cells have been shown to be correlated with protection in several Leishmania vaccine studies (Figure 1) (121, 122).

TIM-3

The Tim-3 protein is a member of the T cell immunoglobulin and mucin domain (Tim) family, which encompasses a group of type-I transmembrane proteins expressed by both innate and adaptive cell types within the immune system. All Tim proteins are expressed on the cell surface and have been shown to function as receptors for soluble or cell-associated ligands. Additionally, certain Tim proteins can be shed from the cell surface and be found in soluble forms, suggesting a role as cell-free ligands. To date, the IgV domain of Tim-3 has been shown to interact with phosphatidylserine (PS) displayed on the surface of apoptotic cells, the alarmin protein high mobility group box 1 (HMGB1), and Galectin-9, a widely expressed soluble protein with specificity for carbohydrate chains containing β-galactoside sugars. Of the several ligands, the interaction between Tim-3 and Galectin-9 has been shown to impact CD4+ T cell functions. Addition of Galectin-9 to cultured Tim-3 TH1-type CD4+ T (TH1) cells induced apoptosis and necrosis, while injection of Galectin-9 into mice blunted immune responses driven by antigen-specific TH1 cells. These studies indicated that binding of Galectin-9 to Tim-3 results in the suppression of T cell responses, which supports the notion that Tim-3 functions as an inhibitory receptor for T cells.

A role for Tim-3 in regulating responses by CD4+ T cells has been suggested based on studies where addition of Galectin-9 induced the death of Tim-3+ TH1 cells in vitro. Other studies using autoimmune disease models suggest that ligation of Tim-3 by Galectin-9 leads to suppression of TH1-dependent immune responses. Studies of microbial infections also sought to investigate how Tim-3 and Galectin-9 influence CD4+ T cell responses. Tim-3 overexpression was observed on T cells that were senescent and dysfunctional in HCV infection, and blockade of Tim-3 rescued dysfunctional CD4+ and CD8+ T cells (123). In contrast, active tuberculosis patients exhibited increased numbers of Tim-3-expressing CD4+ and CD8+ T cells, which preferentially displayed polarized effector memory phenotypes. Tim-3+ CD4+ and CD8+ T cell subsets showed greater effector functions for producing Th1/Th22 cytokines and CTL effector molecules than those lacking Tim-3 expression, and Tim-3+ T cells controlled intracellular Mtb replication in MΦ (124). Overall, these findings suggest that Tim-3 can promote CD4+ T cell responses mounted against Mtb infection. This conclusion contrasts with other studies that showed Tim-3 expression correlated with T cell exhaustion. Taken together, these findings raise the possibility that Tim-3 function is influenced by context and that Tim-3 may inhibit or promote CD4+ T cell responses depending upon the microbe involved and the characteristics of the immune response elicited by the infection. Elevated expression of Tim-3 expression on T cells from HIV-1-infected individuals correlated positively with HIV-1 viral load and CD38 expression and inversely with CD4+ T cell count. In progressive HIV-1 infection, Tim-3 expression was upregulated on HIV-1-specific CD8+ T cells (125). Blocking the Tim-3 signaling pathway restored proliferation and enhanced cytokine production in HIV-1-specific T cells (125). In addition, blocking of Tim-3 rescued macrophage and T cell function in HIV positive tuberculosis patients (126). Persistence of HCV was associated with lower frequencies of IL-21-producing CD4+ T cells, reduced proliferation, and increased expression of the inhibitory receptors Tim-3, PD-1, and CTLA-4 on HCV-specific CD8+ T cells. Progression to persistent infection was accompanied by increased plasma levels of the Tim-3 ligand Galectin-9 and expansion of Gal-9 expressing regulatory Treg cells (127). Thus, studies in a diverse pathogen models suggests a net negative impact of Tim-3 expression on T cell-dependent antiviral immune responses. However, studies in Mtb point out that the Tim-3 expression and T cell function may be pathogen-specific. Consistent with this, in murine malaria, expression of both Tim-3 and Galectin-9 were associated with liver damage and acute lung injury (128, 129), suggesting a role in pathogenesis. It would be of interest to study if Tim-3 signaling has any role in prophylactic parasite vaccines.

CONCLUSION

Chronic infections with intracellular parasites have been shown to induce several inhibitory molecules that subvert the development of protective immunity in the host and favor the survival of the parasite by mainly preventing the development of functional T cell immunity. While the role of these coinhibitory signals in virulence is being explored, important questions regarding their roles in shaping the protective immunity in a prophylactic vaccine setting are being recognized. The role of inhibitor signals in not only regulating T cell functions but modifying the adaptive immunity suggests that these molecules could be potential targets for modulation by candidate vaccines. Importantly, studies using blockade of ligands, such as PD-L1 and CTLA-4, have revealed important insights as to the clinical importance of such interventions.
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Giardia lamblia, Cryptosporidium sp., and Entamoeba histolytica are important pathogenic intestinal parasites and are amongst the leading causes worldwide of diarrheal illness in humans. Diseases caused by these organisms, giardiasis, cryptosporidiosis, and amoebiasis, respectively, are characterized by self-limited diarrhea but can evolve to long-term complications. The cellular and molecular mechanisms underlying the pathogenesis of diarrhea associated with these three pathogens are being unraveled, with knowledge of both the strategies explored by the parasites to establish infection and the methods evolved by hosts to avoid it. Special attention is being given to molecules participating in parasite–host interaction and in the mechanisms implicated in the diseases’ pathophysiologic processes. This review focuses on cell mechanisms that are modulated during infection, including gene transcription, cytoskeleton rearrangements, signal transduction pathways, and cell death.
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INTRODUCTION

Intestinal infection is the most common cause of diarrhea in humans worldwide and although presenting low mortality rates, complications are not uncommon, with some cases requiring hospital care. Diarrhea may be caused by viruses, bacteria, helminths and protozoa, most of which are disseminated with feces-contaminated water and food. Amongst protozoan parasites, Giardia lamblia, Cryptosporidium parvum, and Entamoeba histolytica are the three most common etiological agents of diarrhea and other related diseases (giardiasis, cryptosporidiosis, and amoebiasis, respectively) characterized as acute and self-limited dysentery. Nevertheless, in some patients disease may become chronic with long-term effects such as malnutrition, growth delays, and cognitive impairment.

Diarrhea is an increase in the volume or liquidity of stool and it may or may not be accompanied by frequent evacuations (Viswanathan et al., 2009). Disorders of both the small and large intestines can result in diarrhea which, based on the duration, may be classified as acute (≤14 days), persistent (from 15 to 29 days) or chronic (≥30 days). This classification is clinically important to determine the etiological agent for diagnostic and treatment purposes (Guerrant et al., 2001). Diarrhea may also be classified into five categories based on the pathophysiological mechanisms as osmotic, secretory, exudative, inflammatory and resulting from motility disturbances (Field, 2003). Osmotic diarrhea is triggered when healthy individuals (with normal gut functions) ingest large amounts of poorly absorbed substrates, usually carbohydrates (polyethylene glycol, mannitol, lactulose) and divalent ions (MgSO4, MgOH2; Hammer et al., 1989; Izzo et al., 1994). An increase in intraluminal unabsorbed nutrients associated with epithelial damage and reduction of the intestinal absorptive surface also characterizes osmotic diarrhea. Secretory diarrhea results from overstimulation of intestinal tract secretory capacity. Exposure to enterotoxins from several types of bacteria (e.g., Escherichia coli heat-labile toxin, Cholera toxin), excessive bile acid synthesis, low levels of short-chain fatty acids and intestinal inflammation (seen in autoimmune diseases like inflammatory bowel disease and celiac disease) can trigger this type of diarrhea (Sullivan et al., 2009; Walters et al., 2009; Binder, 2010). When the intestinal barrier is compromised due to loss of epithelial cells or disruption of tight junctions (TJs), diarrhea is referred as exudative. Finally, increased or decreased propulsion of stools relates to diarrhea caused by motility problems (Field, 2003).

In many gastrointestinal infectious diseases, more than one of the five pathophysiological mechanisms is involved in the development of diarrhea. This is the case for giardiasis, cryptosporidiosis, and amoebiasis that, in spite of sharing similar pathophysiological mechanisms of diarrhea, have different initiating events. The early events triggered by the interaction of these three protozoans with their respective hosts are the focus of this review, with special attention to gene transcription, signal transduction pathways, cytoskeleton rearrangements, and cell death in host cells (Figure 1).
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FIGURE 1. Illustration representing the interaction of G. lamblia, C. parvum and E. histolytica with the intestinal epithelium and the host cells responses.



Giardia lamblia AND GIARDIASIS

The genus Giardia comprises many species that inhabit the intestinal tract of a series of vertebrate hosts including domestic animals, rodents, dogs, cats, livestock, and wildlife. However, one species, G. lamblia (synonyms G. duodenalis and G. intestinalis), is known to infect and cause giardiasis in humans and mammals, suggesting a zoonotic transmission (Ryan and Cacciò, 2013).

Giardia lamblia has a simple lifecycle comprising two morphogenetic stages, the infectious and environmentally resistant cyst stage and the vegetative trophozoite stage, which colonizes the small intestine epithelium and causes the disease. Infection initiates when a host ingests viable cysts directly or with contaminated water and food (the infective dose for a symptomatic infection is about 10–100 cysts). After passing through the stomach, cysts begin excysting (excystation process), releasing two trophozoites in the upper part of the small intestine where they adhere to the cells lining the intestinal lumen (enterocytes) through an adhesive ventral disk and multiply by binary fission. Under suitable environmental conditions (i.e., increased bile salt concentration and cholesterol deprivation), trophozoites transform into cysts (encystation process) that are excreted and passed with the feces, thus completing their lifecycle (Gillin et al., 1988; Luján et al., 1996).

Host Cell Transcription during Giardia lamblia Infection

As mentioned, G. lamblia trophozoites are confined to the lumen of the intestinal tract of humans and animals. To cause disease they must “swim” through the intraluminal fluid flow, overcome peristaltic motions, evade host immunological defense mechanisms and replicate attached to the small intestine mucosal surface. Colonization of the host intestinal epithelium by trophozoites is mediated by an adhesive, microtubule-based organelle denominated the ventral disk (Holberton, 1973; Adam, 2001; Schwartz et al., 2012). Specific molecular mechanisms may be involved, with a range of Giardia cell-surface constituents, including lectins and saccharides, being described as ligands for host cell attachment (Farthing et al., 1986; Inge et al., 1988; Ward et al., 1988; Céu Sousa et al., 2001). Membrane rafts present at the surface of trophozoites are also implicated in trophozoite adhesion to human enterocyte-like cells, as parasite treatment with methyl-β-cyclodextrin (a lipid raft disorganizing agent) resulted in diminished attachment of G. lamblia to Caco-2/TC7 cells (Humen et al., 2011). Independent of whether adhesion results from a mere mechanical adhesion through the ventral disk or involves ligand–receptor interactions, the host cells are not passive recipients for Giardia attachment but are active participants, having evolved specialized strategies to resist infection. These include, for example, the amplification and regulation of the expression of genes, many of which are involved in the immunological defense of host cells to Giardia (Ferella et al., 2014). The importance of the early transcription of genes coding for components of intestinal mucosal immunity can be appreciated by studies using animal models. For example, it has been shown that infection of C57BL/6 mice with G. muris induces upregulation of interleukin 17A starting 1 week post-infection (Dreesen et al., 2014). The immune-modulating cytokine interleukin-6 (IL-6) is also involved in the control of G. lamblia infection, as IL-6-deficient mice were not able to handle the acute phase of the disease and developed chronic giardiasis (Zhou et al., 2003). Importantly, reverse transcription-PCR-based quantitation of cytokine mRNA levels in peripheral lymph node cells exhibited a short-term upregulation of IL-4 expression in IL-6-deficient mice that seemed to be associated with failure to control the parasite population (Zhou et al., 2003).

Recently, host gene expression of mice whole small intestinal tissue following G. lamblia infection has been analyzed using oligonucleotide arrays (Tako et al., 2013). The results from this analysis indicated that genes associated with antibodies, mast cell proteases and matrix metalloprotease 7 (Mmp7) were upregulated (Tako et al., 2013). The role of Mmp7 was then confirmed in vivo, as Mmp7-deficient mice presented increased numbers of trophozoites in the small intestine when compared to control animals (Tako et al., 2013). In mice, the Mmp7 gene encodes the processing proteinase of murine Paneth cell defensins, a class of antimicrobial peptides important in the innate immune response of the small intestines (Ostaff et al., 2013). G. lamblia trophozoites are lyzed by α-defensin peptides in vitro (Aley et al., 1994), making it plausible to consider that Mmp7-deficient mice were unable to clear the infection with Giardia probably due to their inability to release or to process antimicrobial defensins from intestinal epithelia.

In vitro as well as in vivo models for genome-wide analysis of gene expression have also contributed to understanding the epithelial cell response to G. lamblia infection. Using differentiated Caco-2 human cell line as a model of the intestinal epithelium, Roxström-Lindquist et al. (2005) demonstrated that co-incubation of cells with G. lamblia resulted in the upregulation of genes coding for chemokines (CCL2, CCL20, CXCL1, CXCL2, CXCL3) and stress-induced genes like c-Fos, c-Jun and immediate-early response 3 (IER3), to cite a few examples. In addition, genes involved in cellular proliferation (G0S2, PCNA, ORC5L, MCM2, MCM3) had their expression reduced after 6 and 18 h of co-incubation of host cells with trophozoites. Therefore, it appears that infection with Giardia interferes with the transcription of host genes involved in innate immunity and prevents cell turnover, probably to maintain a stable niche for colonization as suggested by Stadelmann et al. (2012).

Giardia lamblia Infection and Host Cell Death

At a certain point, the physical attachment of trophozoites to epithelial cells may target specific signaling networks, provoking downstream events that impair normal organ function and lead to associated signs and symptoms of giardiasis. In this scenario, the most striking outcome of Giardia–host interaction may be considered the activation of cell death mechanisms such as apoptosis. Apoptosis is described as a regulated and controlled process of autonomous cell death that avoids eliciting inflammation (Elmore, 2007). It can be activated extrinsically by receptor-mediated signaling (through death receptor ligation and DISK assembly) or intrinsically by disruption of the mitochondria. In the first case, the major effectors of apoptosis are a family of aspartic acid-specific proteases known as caspases (Thornberry and Lazebnik, 1998). These are normally synthesized as inactive precursors, but become activated at the onset of apoptosis by activation signals. At the initiation of apoptosis, different sets of caspases are activated depending on whether cell death was triggered extrinsically (caspases 8 and 10) or intrinsically (caspases 9 and 2). However, propagation of the apoptosis signal relies on the direct cleavage of a downstream effector caspase such as caspase-3 that, in turn, cleaves key substrates, producing many of the cellular and biochemical events of apoptosis (Thornberry and Lazebnik, 1998; Slee et al., 2001; Elmore, 2007).

In the gastrointestinal tract, epithelial cells are organized as a single cell layer that covers the entire tissue. They are originated at the crypt and migrate up to the villous tip where they are constantly renewed by extrusion to the lumen. At this point, the turnover of cells is extremely fast (5–7 days) and crucial for the maintenance of normal organ morphology and function. A number of studies have demonstrated that this process is highly regulated and can only be maintained by balancing the levels of cell death and proliferation (Günther et al., 2013). In the gut, cell death occurs through the activation of apoptosis and, although important for gut homeostasis, excessive enterocyte death has been associated with different disorders of the gastrointestinal tract including ulcerative colitis, celiac disease and Crohn’s disease (Ciccocioppo et al., 2001; Di Sabatino et al., 2003; Turner, 2009). Infection of human ileocecal adenocarcinoma cell line HCT-8 with G. lamblia can also induce host cell apoptosis. In this case, signs of chromatin condensation were observed within the nuclei of intestinal cell monolayers exposed to different G. lamblia assemblages (A, B, and E) or with a combination of these assemblages (Koh et al., 2013). In addition, caspase-3 activation was found to occur in G. lamblia-induced apoptosis, as nuclear fragmentation and cell death was effectively suppressed by a caspase-3 inhibitor (Koh et al., 2013). Interestingly, the apoptotic response elicited by Giardia was not dependent on co-incubation of host cells with live trophozoites, as sonicated parasites induced caspase-3-dependent apoptosis of non-transformed human duodenal epithelial cell line (SCBN; Chin et al., 2002). Confirming these data, morphological changes consistent with apoptosis and activation of caspase-3 were also observed by others (Panaro et al., 2007). The results from this work indicated that initiation of apoptosis occurred through the activation of caspase-8 and caspase-9, demonstrating that both the intrinsic and extrinsic pathways were triggered during Giardia infection (Panaro et al., 2007). At the same time, a significant downregulation of Bcl-2 and increased expression of the pro-apoptotic protein Bax were observed, being the first demonstration of the participation of members from the Bcl-2 family in the induction of enterocyte apoptosis during Giardia–host cell interaction (Panaro et al., 2007). Bcl-2 family proteins, which have either pro-apoptotic (Bax and Bak) or anti-apoptotic activities (Bcl-2, Bcl-XL, and induced myeloid leukemia cell differentiation protein 1 or Mcl-1), are critical regulators of caspase activation and apoptosis (Adams and Cory, 1998, 2001). In mammalian cells, overexpression of Bax was associated with loss of mitochondrial membrane potential, cytosolic accumulation of cytochrome c, caspase activation, cleavage of poly(ADP-ribose)-polymerase (PARP), DNA fragmentation, and cell death (Oliver et al., 1998). Interestingly, during host cell infections with G. lamblia, cleavage of PARP occurred upon activation of caspase-3 (Panaro et al., 2007). Taken together, these data indicate that downregulation of Bcl-2 and upregulation of Bax is associated with the activation of both the intrinsic and extrinsic apoptotic pathways during G. lamblia infection. In this scenario, the activated initiators caspase-8 and caspase-9 trigger executioner caspase-3, leading to the proteolytic cleavage of PARP and induction of apoptosis (Panaro et al., 2007).

While the critical role of apoptosis in the pathophysiology of giardiasis is well-documented, host responses to prevent cell death during Giardia infection remain poorly understood. In an attempt to shed light on this issue, some authors postulated that inhibition of apoptosis in Giardia-infected cells would involve the upregulation of sodium-dependent glucose cotransporter (SGLT)-1 as demonstrated by bacteria. In this work, Yu et al. (2005) described that activation and enhanced glucose uptake into enterocytes rescued cells from lipopolysaccharide (LPS)-induced apoptosis via SGLT-1. In G. lamblia infections, it was shown that, when SGLT-1-transfected Caco-2 cells were exposed to trophozoite products in high (25 mM) glucose media, host cell apoptosis was abolished (Yu et al., 2008). In addition, a soluble proteolytic fraction of G. lamblia was found to upregulate SGLT-1-mediated glucose uptake in association with increased apical SGLT-1 expression in epithelial cells (Yu et al., 2008). These findings indicated that SGLT-1-dependent glucose uptake might represent a novel epithelial cell rescue mechanism against G. lamblia-induced apoptosis.

Disassembly of Tight Junctions and Cytoskeleton Reorganization during Giardia lamblia Infection

The intestinal epithelium is formed by a single layer of epithelial cells that function as a physical barrier between the lumen and the subepithelial tissue. It prevents the entrance of microorganisms, luminal antigens, and toxins to the mucosal tissue; controls the paracellular movement (transport in the space between epithelial cells) of water, solutes, and macromolecules; and regulates cell proliferation, polarization, and differentiation (Turner, 2009). Within the barrier, epithelial cells are held together by complex structures of tetraspan (claudins, occludins, and tricellulin) and single-span transmembrane proteins known as TJs or zonulae occludentes (ZOs; Balda and Matter, 2008; Turner, 2009). TJs form a continuous belt-like structure that completely encircles the cell at the apical region of the plasma membrane. They also work as signaling platforms, as junctional proteins like ZO-1 interact with cytoskeleton actin through a plaque of cytoplasmic proteins localized under the junction (Matter and Balda, 2003; Turner, 2009). Due to their importance in providing adhesive contacts between neighboring cells and in controlling the permeability of the intestinal barrier, it is not surprising that disruption or reduced expression of TJ proteins and loss of epithelial barrier function have been associated with many intestinal disorders including giardiasis (Teoh et al., 2000; Buret et al., 2002; Chin et al., 2002; Müller and von Allmen, 2005; Buret, 2007; Troeger et al., 2007; Koh et al., 2013). Indeed, some in vitro studies demonstrated that co-incubation of different cell lines (SCBN and HCT-8) with trophozoites results in the disruption of the TJ protein ZO-1 which, in some cases, leads to increased cell permeability (Buret et al., 2002; Chin et al., 2002; Koh et al., 2013). Disruption of ZO-1 by Giardia was associated with caspase-3-dependent apoptosis, as the loss of this protein was abolished in cells treated with caspase-3 inhibitors prior to infection (Chin et al., 2002; Koh et al., 2013). In line with these observations, apoptosis has been observed in many diseases involving TJ disruption (Zeissig et al., 2007; Su et al., 2013). However, whereas in some of these diseases apoptosis is a downstream response to loss of junctional proteins, in giardiasis this fact has yet to be determined.

In recent years, a body of evidence has indicated that loss of TJs may result not only from reduced expression of junctional components but also as a consequence of their relocation/reorganization within cells. For example, in Alzheimer’s disease, it was shown that endothelial cells exposed to β-amyloid peptide (Aβ) display a disrupted plasma membrane pattern of claudin-5 and ZO-2, which are relocated to the cytoplasm (Marco and Skaper, 2006). During enteropathogenic E. coli infections, loss of occludin association with claudin-1 and ZO-1 was observed to occur due to the translocation of apically localized TJ proteins to the lateral membrane (Muza-Moons et al., 2004). In this case, the E. coli-induced reorganization of junctional complexes resulted in decreased transepithelial electrical resistance (TEER) and disruption of the intestinal barrier (Muza-Moons et al., 2004). In G. lamblia infections, relocation of TJ proteins ZO-1 and claudin-1 from the cell–cell contact region to the cytoplasm were shown to occur during co-incubation of Caco-2 cells with trophozoites. Moreover, F-actin was retracted and concentrated near cellular contacts, resulting in microvillous atrophy as observed by scanning electron microscopy (Maia-Brigagão et al., 2012). This is in accordance with previous observations describing that infections of colonic cells with Giardia induced localized condensation of F-actin, loss of perijunctional α-actinin and increased cell permeability (Teoh et al., 2000). The mechanism by which epithelial TJs and cytoskeleton were disassembled involved the post-translational modification of the myosin light chain (MLC) of myosin II by MLC kinase (MLCK), as exposition of cells with Giardia triggered MLC phosphorylation (Scott et al., 2002). The importance of MLCK in TJ and cytoskeleton disassembly was further reinforced by the observation that co-incubation of cells with a specific MLCK inhibitor blocked the effects of Giardia on epithelial permeability, F-actin, and ZO-1 (Scott et al., 2002).

The hypothesis that TJ disruption, either by reduced expression or relocalization of junctional components, has an important role in barrier function in giardiasis is supported by in vivo data. In this case, analysis of duodenal biopsy specimens from patients with chronic giardiasis has shown reduced claudin-1 expression and serious villous shortening (Troeger et al., 2007). These were accompanied by a decrease in the absorptive capacity of the duodenum and active anion secretion as evidenced by reduced Na2+-coupled D-glucose absorption and electrophysiological measurements, respectively (Troeger et al., 2007).

Therefore, it can be concluded that the activation of the MLCK signaling pathway during giardiasis relates to loss of TJ proteins, cytoskeleton rearrangement and barrier dysfunction, which can contribute to the pathophysiological mechanisms underlying diarrhea such as electrolyte secretion and malabsorption. A summary of the studies about the pathophysiology of Giardia infections is listed in Table 1.

TABLE 1. Summary on studies describing the effect of Giardia lamblia infection on host cell responses.
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Cryptosporidium parvum

Cryptosporidium parvum is an obligatory intracellular intestinal parasite of humans and animals and is responsible for many cases of cryptosporidiosis worldwide. Cryptosporidiosis is characterized as a watery diarrhea and is a potentially life-threatening disease in both immunocompetent and immunosuppressed hosts. The parasite exists in the environment as an oocyst that contains four sporozoites. When ingested by a host (by fecal-oral contact or by contaminated drinking or recreational water), the oocyst travels through the gut lumen to the small intestine where the sporozoites are released by excystation. Motile sporozoites then attach to the intestinal epithelium and are enveloped by the host cell apical membrane forming an extracytoplasmic parasitophorous vacuole inside which the parasite undergoes asexual multiplication. The sporozoites then enter a sexual reproductive stage and develop into female macrogamonts and male microgamonts. After fertilization, the zygote can develop into two types of oocysts: (a) a thick-walled oocyst that is excreted into the environment or (b) a thin-walled oocyst that can auto-infect the host (Petersen, 1993).

Cryptosporidiosis is characterized by watery diarrhea, malabsorption and wasting. The pathophysiology of cryptosporidiosis is multifactorial, and three pathophysiological mechanisms have been proposed to occur during infection: first, infiltration of the lamina propria by host immune cells (lymphocytes, macrophages, and neutrophils), responsible for inflammatory diarrhea; increased transepithelial permeability, villous atrophy, crypt hyperplasia and cell death, characteristic of exudative diarrhea; and malabsorption due to loss of the intestinal architecture relating to osmotic diarrhea. In the following section, the events preceding the development of diarrhea during C. parvum infection are described.

Host Cell Transcription during Cryptosporidium Infection

As a member of the phylum Apicomplexa, which also includes Plasmodium and Toxoplasma sp., C. parvum is equipped with a specialized apical apparatus named the apical complex. This complex is composed of secretory organelles such as rhoptries, micronemes and dense granules, which play distinct roles during Cryptosporidium–host cell interaction. As an obligatory intracellular parasite, invasion of cells by Cryptosporidium is mandatory and is preceded by the adhesion of parasites to intestinal epithelial cells. Adherence allows the parasite to anchor itself to the epithelial layer, and this process has been shown to be mediated by the presence of adhesins like thrombospondins (TSPs) and thrombospondin-related adhesive protein (TRAP)-C1, and glycoproteins such as mucins and mucin-like proteins (GP900), to cite a few examples (Wanyri and Ward, 2006). Following adherence, parasites are internalized, resulting in subtle changes of host cell gene expression such as the development of a mechanism for evading the host cell immune response. Indeed, several studies have described changes in certain selected host cellular genes due to Cryptosporidium infection (Castellanos-Gonzalez et al., 2008; Zhou et al., 2009). For example, microarray analysis of human ileal mucosa explants infected with C. parvum or C. hominis demonstrated increased expression of osteoprotegerin (OPG) mRNA compared to uninfected cells (Castellanos-Gonzalez et al., 2008). The relevance of this finding was further extended, as jejunal biopsy specimens obtained from a volunteer (before and after experimental infection with C. meleagridis) displayed a 1281-fold increase in OPG mRNA post-infection (Castellanos-Gonzalez et al., 2008). OPG is a soluble glycoprotein produced by osteoblasts, intestine cells, hematopoietic and immune cells (dendritic cells and lymphocytes; Simonet et al., 1997; Vidal et al., 2004). It is a member of the TNF superfamily which includes proteins such as TNF-α, Fas/FasL and TRAIL, which are involved in cell differentiation, proliferation, survival, apoptosis and in immune responses (Simonet et al., 1997). Various human intestinal epithelial cell lines were reported to constitutively express OPG, especially during inflammation, suggesting that it may play an important role as a mucosal immunoregulatory factor (Vidal et al., 2004). Whether OPG exerts its biological effect in response to cell inflammation during C. parvum infection remains to be elucidated. Nonetheless, data obtained by Castellanos-Gonzalez et al. (2008) demonstrated that OPG is produced during the early stages of C. parvum infection blocking TRAIL-mediated apoptosis of host cells, indicating OPG as a protective factor in cryptosporidiosis.

Cytokines and chemokines are proteins that regulate inflammation and modulate cellular activities such as growth, survival and differentiation (Zlotnik, 2000; Dinarello, 2007). They may act as pro- or anti-inflammatory factors (cytokines) or as chemotactic attractants (chemokines) to leukocytes and in trafficking of immune cells (Dinarello, 2007). They can be produced by a series of cells such as T helper cells (Th) and macrophages but also by intestinal epithelial cells (Stadnyk, 2002). Reports on the pathogenesis of cryptosporidiosis have shown increased mRNA levels for cytokines (IL-1β, IL-4, IL-8, IL-14, IL-15, IFN-γ, TGF-β) and chemokines (C-C and C-X-C subfamilies) in human and murine intestinal cells and xenografts infected with C. parvum (Laurent et al., 1997; Seydel et al., 1998b; Robinson et al., 2000, 2001; Lacroix-Lamandé et al., 2002; Deng et al., 2004; Tessema et al., 2009). These results are consistent with previous observations showing the recruitment of effector cells to the site of inflammation in the intestinal lamina propria from Cryptosporidium-infected patients (Robinson et al., 2001), as chemokines may control the localization of immune cells throughout the body (Griffith et al., 2014). Therefore, these data suggest that expression of multiple cytokines and chemokines by host cells may play an important role in the control of inflammation during Cryptosporidium infections. More recently, fractalkine or CX3CL1, a membrane-bound chemokine of the CX3C family, was shown to be upregulated in human biliary epithelial cells following C. parvum infection. Induction of CX3CL1 expression involved downregulation of microRNAs (miR-424 and miR-503) both known to target the CX3CL1 3′ UTR, suppressing its translation and inducing RNA degradation (Zhou et al., 2013). MicroRNAs are non-coding, single-stranded RNAs that negatively regulate gene expression through interactions with 3′ UTRs of the target mRNA (Bartel, 2009).

Defensins are a family of antimicrobial peptides expressed by different cells including Paneth cells in the epithelium of the small intestine. They are subdivided into two families, the α-defensins (also known as cryptdins in mice) and the β-defensins, both displaying microbicidal activity (Bevins and Salzman, 2011). Experiments with human colonic (HT29) and murine rectal adenocarcinoma (CMT-93) cell lines infected with C. parvum have shown differential β-defensin gene expression (Zaalouk et al., 2004). Indeed, using reverse transcription-PCR, a reduction in human-defensin-1 (hBD-1) and induction of hBD-2 were observed in Cryptosporidium-infected colonic cells. Furthermore, enterocytes infected with C. parvum and treated with recombinant hBD-1 and hBD-2 showed a reduction in the percentage of viable sporozoites, indicating that these peptides may have an important role in the host’s innate response against infection (Zaalouk et al., 2004). Upregulation of inducible nitric oxide synthase (iNOS) was also shown to occur in neonatal piglets during acute C. parvum infection. Curiously, expression of iNOS was not restricted to infected cells, possibly indicating a non-specific response against Cryptosporidium infection, although the importance of iNOS in the control of tissue parasitism was further confirmed, as inhibition of iNOS activity resulted in increased parasite burden in intestinal epithelial cells (Gookin et al., 2006). Finally, iNOS induction was shown to be NF-κB dependent, as iNOS activity was abolished when infected cells were incubated with lactacystin (a proteasome inhibitor that prevents degradation of IκBα; Gookin et al., 2006). These data, together with the demonstration that iNOS expression by macrophages and other cell types occurs in tissues from patients with a wide variety of infectious diseases (Bogdan, 2001), may suggest a protective role for nitric oxide in cryptosporidiosis. Further experiments are needed to confirm this hypothesis in the human disease.

Cryptosporidium parvum Infection and Host Cell Death

The first report on the occurrence of apoptosis in C. parvum-infected human biliary epithelial cells (H69 cells) was issued by Chen et al. (1998). Later, nuclear condensation and DNA fragmentation (as markers of apoptosis) during C. parvum infection were shown to be caspase-dependent and induced by Fas/FasL, as caspase inhibitors or neutralizing antibodies to either the Fas receptor (Fas) or Fas ligand (FasL) blocked these events (Chen et al., 1999; Ojcius et al., 1999). Cryptosporidium-induced apoptosis was documented to occur independent of cell line (CaCo-2, MDBK, and HCT-8 cells) and resulted in impaired C. parvum development in vitro, suggesting a host–cell mechanism to control the spread of infection (Widmer et al., 2000). Further studies, however, demonstrated that apoptotic changes of intestinal epithelial cells were modulated by the C. parvum development stages and displayed biphasic activation with early inhibition (at the trophozoite stage) and late moderate promotion (at the sporozoite and merozoite stages; Mele et al., 2004; Liu et al., 2009). On the basis of these data, it has been suggested that Cryptosporidium precisely regulates host cell apoptosis to favor its growth and development at initial stages of infection, and to promote its propagation later on.

In line with this hypothesis, namely that Cryptosporidium can exert control on the processes that regulate apoptosis in the host, Chen et al. (2001) have shown that C. parvum-infected biliary cells activated the NF-κB signaling cascade, leading to secretion of the pro-inflammatory cytokine IL-8 and inhibition of cell apoptosis. Moreover, these events were restricted to infected cells given that C. parvum-induced apoptosis was limited to bystander uninfected cells (Chen et al., 2001). Inhibition of host cell apoptosis during Cryptosporidium infection has also been reported to involve the expression of members of the IAP family (inhibitors of apoptosis proteins) such as c-IAP1, c-IAP2, XIAP, and survivin. In this case, it was demonstrated that knockdown of survivin (but not that of c-IAP1, c-IAP2, or XIAP) by siRNA enhanced caspase-3/7 activity and resulted in increased host cell apoptosis and decreased C. parvum infection (Liu et al., 2008). The role of IAPs in the control of cell death in cryptosporidiosis is reinforced by a study showing that XIAP mediated proteasome-dependent inhibition of activated caspase-3 in C. parvum infection (Foster et al., 2012).

Disassembly of Tight Junctions during Cryptosporidium Infection

Dysfunction of the epithelial barrier during in vivo intestinal infections with Cryptosporidium has been documented in humans and animals. Villous atrophy, hyperplasia of the crypt epithelium and increased transepithelial permeability are some of the abnormalities reported in cryptosporidiosis (Genta et al., 1993; Adams et al., 1994; Gookin et al., 2002). In vitro studies on Cryptosporidium andersoni-infected human (Caco-2) and bovine (MDBK and NBL-1) epithelial cells reported disruption of ZO-1 and nuclear fragmentation during infection (Buret et al., 2003). Interestingly, both events were reversed by pretreatment of host cells with recombinant human epidermal growth factor (rhEGF), and significantly reduced infection rates in bovine and human enterocytes (Buret et al., 2003). The relationship, if any, between C. andersoni-induced ZO-1 disruption and loss of barrier function is still unknown. Moreover, how EGF exerts its biological effect during Cryptosporidium infection deserves further investigation. Table 2 summarizes work on Cryptosporidium.

TABLE 2. Summary on studies describing the effect of Cryptosporidium infection on host cell responses.

[image: image]

Entamoeba histolytica

Entamoeba histolytica is a protozoan parasite that colonizes the large intestine of humans causing amoebiasis. Although most infections with E. histolytica are asymptomatic, some patients may experience clinical manifestations of invasive amoebiasis such as amoebic colitis and amoebic liver abscess (Marie and Petri, 2014).

Entamoeba histolytica has a simple lifecycle that involves two distinct morphogenetic stages, the amoeboid and proliferative trophozoite, and the infectious cyst form. Human infections begin with ingestion of the viable cysts in food or water that has been contaminated by feces. Excystation occurs in the small intestine, and released trophozoites migrate to the colon where they multiply by binary fission. In the end, trophozoites encyst, completing the lifecycle when they are excreted into the environment in stool (Marie and Petri, 2014). Trophozoite adhesion to colonic mucus and epithelial cells is a critical step in the colonization of the large intestine by E. histolytica and a Gal/GalNAc lectin (260 kDa) expressed at the parasite surface was shown to mediate its binding to host mucins and cell surface carbohydrates (Frederick and Petri, 2005).

Host Cell Transcription during Entamoeba histolytica Infection

It is well-known that infection with the protozoan parasite E. histolytica results in significant inflammatory responses that contribute to tissue damage and invasion. In vitro studies using co-culture of human epithelial and stromal cells and cell lines (HeLa, HT29, and T84) demonstrated an upregulation of IL-8 transcripts during E. histolytica infections that correlated with increased secretion of this pro-inflammatory cytokine and others such as GROα, GM-CSF, IL-6, and IL-1α (Eckmann et al., 1995). Increased mRNA for both IL-1β and IL-8 were also reported to occur in vivo when mouse–human intestinal xenografts (SCID-HU-INT) were infected with E. histolytica trophozoites (Seydel et al., 1997). The relevance of these findings was further reinforced when intraluminal administration of an antisense oligonucleotide (to block the production of IL-1β and IL-8) inhibited the gut inflammatory response to E. histolytica infection (Seydel et al., 1998a).

In human patients with acute or convalescent amoebiasis, gene expression profiles obtained by microarray analysis of intestinal biopsies clearly demonstrated upregulation of REG1A and REG1B genes (Peterson et al., 2011). REG1A and REG1B belong to the regenerating islet-derived (REG) gene family encoding for C-type lectin-like proteins (Parikh et al., 2012). They are involved in the proliferation and differentiation of diverse cell types and are well-known to be highly expressed in some pathologies as inflammatory diseases, cancer and diabetes (Parikh et al., 2012). One member of this family, the REG1α protein, was also shown to mediate the anti-apoptotic effect of STAT3 in cancer cells (Sekikawa et al., 2008). During E. histolytica infections, expression of REG1α and REG1β were shown to inhibit parasite-induced apoptosis in vitro as REG1-/- mice were found to be more susceptible to cell death.

Entamoeba histolytica Infection and Host Cell Death

As the name suggests, E. histolytica (histo: tissue and lytica: destroyer) is a tissue-destroying amoeba (Pinilla et al., 2008) and host cell apoptosis is one of the most common events associated with infections with this parasite (Huston et al., 2000; Christy and Petri, 2011; Marie and Petri, 2014). The mechanisms leading to host cell death in E. histolytica infections are not completely understood. However, apoptosis and trogocytosis have been reported to occur in amoebiasis without parasite penetration within host cells. Apoptosis was first suggested to occur during E. histolytica infections as DNA fragmentation was observed after trophozoite adhesion to a murine myeloid cell line (FDC-P1; Ragland et al., 1994). Cell killing by E. histolytica was further shown to occur via a Bcl-2-independent mechanism, as FDC-P1 cells transfected with a retrovirus construct to express the Bcl-2 protein were susceptible to amoeba contact-dependent killing (Ragland et al., 1994). Later, using Jurkat cells it was demonstrated that infection with E. histolytica rapidly activated caspase-3, independently of caspase-8 and -9 activation (Huston et al., 2000). Interestingly, E. histolytica activation of caspase-3 was followed by phagocytosis of host cells, suggesting that cell killing precedes ingestion by trophozoites (Huston et al., 2003). Over the past years, diverse studies have tried to elucidate the pathways explored by E. histolytica to trigger host cell apoptosis. For example, in hepatocytes, live E. histolytica was shown to induce an apoptosis-like death without the participation of both Fas and TNF-α pathways (Seydel and Stanley, 1998). Teixeira and Mann have observed that adhesion of E. histolytica trophozoites to Jurkat cells induced a contact-dependent protein dephosphorylation by host cell protein tyrosine phosphatases (PTPs) such as SHP-1 and SHP-2 (Kim et al., 2010), since pretreatment of cells with a PTP inhibitor inhibited amoeba-induced dephosphorylation and cell apoptosis (Teixeira and Mann, 2002). Activation of host cell PTP occurred through a calcium-dependent calpain protease responsible for PTP1B cleavage that led, at last, to cell death (Teixeira and Mann, 2002). Reinforcing these data, activation of host cell calpain by E. histolytica was also observed by others (Kim et al., 2007; Jang et al., 2011) and was shown to modulate the degradation of STAT proteins (STAT3 and STAT5) and NF-κB (p65) in Caco-2 cells (Kim et al., 2014). Furthermore, pretreatment of Caco-2 cells with calpeptin (a calpain inhibitor) or calpain silencing partially reduced Entamoeba-induced DNA fragmentation (Kim et al., 2014).

In recent years, a number of studies have shown that oxidative stress could cause cellular apoptosis via both the extrinsic and intrinsic pathways in health and pathological conditions (Lin and Beal, 2006). In amoebiasis, for example, incubation of human neutrophils with E. histolytica trophozoites triggered NADPH oxidase-dependent production of reactive oxygen species (ROS) and cell apoptosis (Sim et al., 2005). The mechanism involved in Entamoeba-induced ROS generation and apoptosis was associated with ERK1/2 activation, possibly through β2-integrin, as cells pretreated with a MEK1 inhibitor (PD98059) and with a monoclonal antibody to CD18 (anti-integrin β2 subunit) prevented cell apoptosis (Sim et al., 2005, 2007). Phosphatidylinositol-3-kinase (PI-3-kinase) was also involved in ROS production and apoptosis during Entamoeba infection, suggesting that signaling molecules may be key factors in E. histolytica-induced, ROS-dependent apoptosis (Sim et al., 2007). Similar results were reported in colonic Caco-2 and HT-29 cells, as increased levels of intracellular ROS were reported to occur through NOX1 oxidase after cell exposure to trophozoites (Kim et al., 2011, 2013). In this case, cell death was shown to be caspase-independent and the signaling cascade activated during this event is still unknown.

The historical concept that E. histolytica kills cells by apoptosis was recently challenged by Ralston et al. (2014). Using both Caco-2 and Jurkat cells, the authors demonstrated that, immediately after contact with human cells, E. histolytica ingests small fragments of the cell membrane, some containing cellular components like cell cytoplasm and mitochondria (Ralston et al., 2014). Surprisingly, host cells were alive when ingestion of fragments was initiated, and resulted in the elevation of the intracellular amount of calcium before the eventual death of cells as trophozoites detached from corpses. The internalization of cell fragments by E. histolytica was named as amoebic trogocytosis (from the Greek trogo, for nibble) and only occurred with live cells as pre-killed cells are ingested intact (Ralston et al., 2014).

On the whole, the results of these studies demonstrated that E. histolytica infections might result in cell death both by apoptosis and trogocytosis, and that these events might contribute to tissue invasion by the parasite.

Disassembly of Tight Junctions during Entamoeba Infection

It is widely accepted that tissue invasion by E. histolytica is preceded by the interaction of trophozoites with intestinal epithelial cells, and a series of studies have shown that this interaction impacts cell morphology, intercellular contacts and regulation of paracellular transport of molecules across the intestinal epithelium. Indeed, in vitro studies have shown a rapid decrease in transepithelial resistance (TER) and increased mannitol flux during trophozoite interaction with polarized human intestinal Caco-2 and T84 cells (Martinez-Palomo et al., 1985; Li et al., 1994; Leroy et al., 2000). Apical injury of host cells such as loss of brush border in regions of contact between epithelial cells and amoebae was also reported. Importantly, these changes were only observed when Caco-2 cells were co-incubated with live trophozoites but not with amoeba lysates or conditioned medium, indicating that they were not mediated by soluble amoebic cytotoxins (Li et al., 1994; Leroy et al., 2000). In human enteric T84 cells co-cultured with amoebae, decreased TER was associated with changes in TJ proteins like release of ZO-1 from ZO-2, degradation of ZO-1 and dephosphorylation of ZO-2 (Leroy et al., 2000).

Besides E. histolytica-host cell contact, amoebic products also have been shown to be crucial for cellular barrier dysfunctions during parasite infections. For example, prostaglandin E2 (PGE2) secreted by E. histolytica was shown to alter the spatial localization of claudin-4 that resulted in increased sodium ion permeability through TJs (Lejeune et al., 2011). EhCP112, an E. histolytica-secreted cysteine protease, has been shown to digest gelatin, collagen type I, fibronectin, hemoglobin and, most importantly, to destroy MDCK cell monolayers (Ocádiz et al., 2005). When complexed with EhADH112 adhesin, the formed EhCPADH112 complex was shown to co-localize with claudin-1 and occludin at the TJs after the incubation of epithelial MDCK cells with trophozoite extracts. Furthermore, EhCPADH112 induced progressive disruption of the paracellular barrier as measured by TER. Importantly, these effects were reversed when co-cultures were incubated with a protease inhibitor cocktail or a monoclonal antibody against the EhCPADH112 complex (Betanzos et al., 2013). Cysteine proteases are important virulence factors in E. histolytica, and 20 genes encoding for these proteases have been identified on the genome (Bruchhaus et al., 2003). Their role in parasite loss of host cell integrity is highlighted in a study showing that calpain (a calcium-dependent cysteine protease) activation resulted in degradation of paxillin, Cas, vimentin, vinculin, talin, and α- or β-spectrin in Jurkat T cells infected with E. histolytica (Lee et al., 2011). In addition to proteases, Goplen et al. (2013) have shown that E. histolytica expressed a cognate “occludin-like” protein of the host, as revealed by confocal microscopy using antibodies for human occludin. Apical administration of “occluding-like” protein to T84 human colonic epithelial cells resulted in epithelial disruption and decreased TER, suggesting the involvement of this protein in the pathophysiology of amoebiasis. The exact mechanism by which “occluding-like” protein exerts its effects is not completely understood but the authors suggested that it might compete for epithelial occludin–occludin interactions, a hypothesis that needs further investigation. Studies on E. histolytica are summarized in Table 3.

TABLE 3. Summary on studies describing the effect of Entamoeba histolytica infection on host cell responses.
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GIARDIASIS, CRYPTOSPORIDIOSIS, AND AMOEBIASIS: MECHANISTIC SIMILARITIES AND DIFFERENCES

The pathophysiology of diarrhea caused by G. lamblia, Cryptosporidium sp., and E. histolytica is multifactorial and, despite depending on the microbiological agent causing it, these diseases share some mechanistic features (Table 4).

TABLE 4. Pathophysiological mechanisms implicated in diarrhea caused by G. lamblia, Cryptosporidium sp., and E. histolytica.
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The exact mechanism leading to giardiasis is unknown, although research points to a combination between osmosis, active secretion, exudation, inflammation and altered motility as drivers of Giardia-induced diarrhea. In molecular terms, disruption, reduced expression and/or relocation of TJ and cytoskeleton proteins (such as ZO-1, claudin-1, F-actin, and α-actinin) were shown to result in increased intestinal permeability and a drop in TER, indicating that infection can cause paracellular leakage (exudative diarrhea). The events leading to this class of diarrhea are similar to cryptosporidiosis and amoebiasis. Accordingly, disruption of ZO-1 was reported in colonic cells infected with Cryptosporidium (Buret et al., 2003) while in cells infected with E. histolytica, contact-dependent degradation of TJ proteins ZO-1 and ZO-2, dephosphorylation of ZO-2, relocation of claudin-4 and reduction in TER were shown to underlie exudative diarrhea (Leroy et al., 2000; Lejeune et al., 2011). However, while Giardia causes TJ disruption without penetrating the epithelium, E. histolytica kills (through apoptosis and trogocytosis), invades and destroys host tissues. In cryptosporidiosis, further studies are needed to assess whether cell invasion or parasitic products initiate these alterations.

Tight junction alterations were also observed to indirectly increase the luminal Cl- concentration (secretory diarrhea) as a consequence of the loss of absorptive function (villous shortening, microvilli atrophy and increased cell death) and/or increased secretion (destruction of the epithelial barrier) in Giardia-infected cells (Troeger et al., 2007; Maia-Brigagão et al., 2012). Similarly, damage to the absorptive villi and enhanced fluid secretion from the crypts have been documented in cryptosporidiosis, supporting diarrhea by active secretion (Guarino et al., 1995, 1997). In amoebiasis, increased mannitol flux and movement of sodium ions into the intestinal lumen were reported (Leroy et al., 2000; Lejeune et al., 2011).

As digestion of nutrients in the small intestine depends on hydrolytic enzymes (disaccharidases such as sucrose, maltase, lactase, and peptidase) produced by the brush border membrane of microvilli, dysfunctional microvilli may interfere significantly with the absorption of nutrients. In giardiasis, loss of microvilli brush border, combined with villous atrophy, is responsible for disaccharidase insufficiencies and malabsorption of nutrients, ultimately causing osmotic diarrhea (Buret, 2007, 2008; Troeger et al., 2007). Likewise, in enteric cryptosporidiosis, villous atrophy and crypt hyperplasia were shown to account for impaired monosaccharide and glucose-Na+ absorption while lactose malabsorption was described in individuals infected with E. histolytica (Rana et al., 2004).

In some diarrheal infections, the association between impaired absorption and increased secretion may contribute to accelerated intestinal transit. Indeed, in giardiasis and cryptosporidiosis, increased motility was reported, which in turn may contribute to the exacerbation of weight loss observed in Giardia-infected patients. On the contrary, whether motility dysfunction occurs and its importance on the development of amoebiasis it are unclear. However, it cannot be ruled out, as increased secretion and malabsorption are triggered by E. histolytica infection.

Despite the similarities in the events leading to osmotic, secretory and exudative diarrhea, there are some differences between giardiasis, cryptosporidiosis, and amoebiasis when considering the immunological and inflammatory response of the host (inflammatory diarrhea). For example, while several lines of evidence support the hypothesis that infections with Giardia are rarely accompanied by inflammation (Hanevik et al., 2007; Morken et al., 2008), a parasite extract was shown to be a poor cytokine inducer (inducing only small amounts of IL-6 and TNF-α; Zhou et al., 2003, 2007). On the contrary, a hallmark of amoebiasis and cryptosporidiosis is acute intestinal inflammation dominated by NF-κB-mediated secretion of inflammatory cytokines produced by host cells (Eckmann et al., 1995; Seydel et al., 1997; McCole et al., 2000; Chen et al., 2001; Hou et al., 2010). For example, IL-1β, IL-6, IL-8, TNF-α, and IFN-γ are key factors in the inflammatory response elicited by host cells after contact with amoebae (Eckmann et al., 1995; Seydel et al., 1997; Hou et al., 2010). However, whether production of pro-inflammatory cytokines influences the permeability of epithelial cell TJs and gut absorption is not known. Similar to amoebiasis, upon Cryptosporidium infection, epithelial cells release pro-inflammatory cytokines (IL-1β, IL-8, TNF-α, IFN-γ) and chemokines (C-X-C and fractalkine) to the site of infection, which in turn may contribute to increased epithelial permeability, impaired intestinal absorption and enhanced secretion (Seydel et al., 1998a; Farthing, 2000; Lacroix-Lamandé et al., 2002).

Collectively, these observations suggest that malabsorption, secretion of electrolytes and impairment of TJs may underlie luminal fluid accumulation during G. lamblia infection. Marked mucosal inflammation, decreased absorptive surface and malabsorption are thought to contribute to the pathogenesis of Cryptosporidium-induced diarrhea, while in E. histolytica-infected cells, epithelial destruction and inflammation infection appears to be the basis of the disease.

CONCLUDING REMARKS

Intestinal parasitism is extremely common, with G. lamblia, C. parvum, and E. histolytica being the most important intestinal protozoan parasites of humans worldwide. Infections begin when a person ingests the infective stage of the parasite with contaminated food or water. Once inside the host, parasites lodge in the intestinal tract causing acute and self-limited diarrhea. However, in some patients, the disease can progress to chronic diarrhea and related complications such as malnutrition, growth delays and cognitive impairment.

Significant progress has been made in understanding the processes by which G. lamblia, C. parvum, and E. histolytica trigger diarrhea and how the host cell responds to infection. Disruption of TJ barrier function, alterations of host cell architecture, and transcription of genes involved in host immunity and cell death are some of the events elicited in the host cell when interacting with these parasites.

Future elucidation of the processes that integrate these events and eliminate the disease may lead to novel therapeutic approaches for diarrhea caused by enteropathogenic parasites.
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Staphylococcus epidermidis biofilm formation on indwelling medical devices is frequently associated with the development of chronic infections. Nevertheless, it has been suggested that cells released from these biofilms may induce severe acute infections with bacteraemia as one of its major associated clinical manifestations. However, how biofilm-released cells interact with the host remains unclear. Here, using a murine model of hematogenously disseminated infection, we characterized the interaction of cells released from S. epidermidis biofilms with the immune system. Gene expression analysis of mouse splenocytes suggested that biofilm-released cells might be particularly effective at activating inflammatory and antigen presenting cells and inducing cellular apoptosis. Furthermore, biofilm-released cells induced a higher production of pro-inflammatory cytokines, in contrast to mice infected with planktonic cells, even though these had a similar bacterial load in livers and spleens. Overall, these results not only provide insights into the understanding of the role of biofilm-released cells in S. epidermidis biofilm-related infections and pathogenesis, but may also help explain the relapsing character of these infections.

Keywords: S. epidermidis, biofilms, biofilm-released cells, splenocytes transcriptome, pro-inflammatory cytokines, tissue colonization

INTRODUCTION

Staphylococcus epidermidis is one of the most important etiological agents of device-associated infections due to its ability to adhere and form biofilms on the surface of indwelling medical devices (Vuong and Otto, 2002; Otto, 2009). When compared to planktonic cells, S. epidermidis cells within biofilms are known to be more tolerant to several classes of antibiotics (Cerca et al., 2005), as well as to the host immune effectors (Cerca et al., 2006; Kristian et al., 2008). Biofilms represent therefore a common cause of recurrent and relapsing infections (Costerton et al., 1999). Consequently, removal of the infected devices is often required to resolve these infections (von Eiff et al., 2002), which results in increased morbidity and, occasionally, mortality among infected patients (Otto, 2009). Due to the enormous impact of S. epidermidis biofilm-related infections on human health, the mechanisms underlying biofilm formation have been extensively studied in the last decades. It is currently accepted that biofilm formation involves three main stages: (1) initial adhesion, (2) maturation, and (3) disassembly (Otto, 2012). The later refers to the release of bacterial cells from the biofilm to the surrounding environment, and is the least understood stage of the biofilm lifecycle (Boles and Horswill, 2011). Importantly, biofilm disassembly has been associated with the emergence of severe acute infections such as bacteraemia (Wang et al., 2011) and the embolic events of endocarditis (Pitz et al., 2011). However, despite its clear importance in the clinical setting, little is known regarding the phenotype or interaction of these cells with the host immune system. In the first stages of biofilm formation, planktonic bacteria attached to medical devices undergo several physiological modifications that lead to the biofilm phenotype (Yao et al., 2005). Thus, it was thought that after disassembly biofilm-released cells would quickly revert to the planktonic phenotype (Kaplan, 2010; Chua et al., 2014). However, recent reports have shown that cells released from Pseudomonas aeruginosa (Rollet et al., 2009; Li et al., 2014), Streptococcus mutans (Liu et al., 2013), and Streptococcus pneumoniae (Marks et al., 2013) biofilms present features distinct from either the biofilm or planktonic phenotypes, showing higher virulence potential. Chua and collaborators showed that P. aeruginosa biofilm-released cells, when compared with their planktonic or biofilm counterparts, present higher expression level of genes associated with the bacterium virulence, namely Type 2 Secretion System (TSS) and T3SS psc gene and, more important, they showed that these genes are essential in eliciting full virulence against macrophages and in the rapid killing of Caenorhabditis elegans (Chua et al., 2014), respectively. In the case of S. epidermidis, it is only known that biofilm-released cells present higher tolerance than planktonic and biofilm cells to antibiotics (Franca et al., 2016). However, their full virulence potential remains unclear. A comprehensive analysis of the interaction between biofilm-released cells and the host would clarify their role in the pathogenesis of biofilm-related infections, and help to prevent the pathologic events associated with biofilm cells dissemination. Therefore, herein, a murine model of hematogenously disseminated infection was used to evaluate the capacity of S. epidermidis biofilm-released cells to (1) induce changes in the transcriptome of murine immune cells within the spleen, (2) stimulate the production of pro-inflammatory cytokines, and (3) colonize and persist in murine organs. Our results showed that S. epidermidis biofilm-released cells induce a prompt and more marked inflammatory-type response than do their planktonic or biofilm counterparts. In addition, these findings showed that particular properties of the biofilm-released cells need to be taken into account to efficiently target and treat acute infections originating from S. epidermidis biofilms.

MATERIALS AND METHODS

Ethics Statement

This study was performed in strict accordance with the recommendations of the European Convention for the Protection of Vertebrate Animals used for Experimental and Other Scientific Purposes (ETS 123), the 86/609/EEC directive and Portuguese rules (DL 129/92). All experimental protocols were approved by the competent national authority (Direcção-Geral de Veterinária), document 023517 (2010.11.25).

Mice

Female BALB/c mice, 8–12 weeks old, were purchased from Charles River (Barcelona, Spain) and kept under specific-pathogen-free conditions at the Animal Facility of the Instituto de Ciências Biomédicas Abel Salazar, Porto, Portugal. Mice were maintained in individually ventilated cages (5 animals per cage) with corncob bedding, and under controlled conditions of temperature (21 ± 1°C), relative humidity (between 45 and 65%) and light (12 h light/ dark cycle). Mice had ad libitum access to food and water. Hiding and nesting materials were provided for enrichment. All procedures such cage changing, water and food supply, as well as intravenous injections were always performed during the day cycle (between 7 and 19 h).

Bacteria and Growth Conditions

The biofilm forming strain S. epidermidis 9142, isolated from a blood culture (Mack et al., 1994), was used in this study. A single colony, from a Tryptic Soy Agar (TSA) plate, was inoculated into 2 mL of Tryptic Soy Broth (TSB, Liofilchem, Teramo, Italy) and incubated overnight at 37°C with shaking at 120 rpm. A suspension with ~1 × 108 CFU/mL, prepared by adjusting the optical density (at 640 nm) of the overnight culture to 0.25 ± 0.05, was used to start both planktonic and biofilm cultures. For planktonic cultures 150 μL of 1 × 108 CFU/mL bacterial suspension was inoculated into 10 mL of TSB supplemented with 0.65% (v/v) glucose (TSB0.65%G) and incubated for 24 h at 37°C under agitation at 120 rpm. Biofilms were grown in 24-well plates made of polystyrene plastic (Orange Scientific, Braine-l' Alleud, Belgium) by inoculating 15 μL of the 1 × 108 CFU/mL bacterial suspension into 1 mL of TSB0.65%G, then incubating at 37°C with agitation at 120 rpm. After 24 h of growth, biofilms were washed twice with apyrogenic Phosphate Buffered Saline (PBS, Gibco, MD, USA), 1 mL of fresh TSB0.65%G was carefully added and biofilms allowed to grow, under the same temperature and agitation conditions, for additional 24 h. Biofilm-released cells, (i.e., the cells in the biofilm bulk-fluid), were collected as described before (Franca et al., 2016) from 12 originating biofilms and pooled together to decrease variability inherent to biofilm growth (Sousa et al., 2014). Four biofilms were washed twice with apyrogenic PBS, disrupted and also pooled together to reduce variability. Planktonic (4 mL of culture), biofilm and biofilm-released cells were then harvested by centrifugation, suspended in 4 mL of apyrogenic PBS (Gibco, MD, USA) and sonicated for 10 s at 18 W (Branson model W 185 D, Heat Systems Ultrasonics, CT, USA) in order to dissociate cell clusters. Cells viability was not reduced by this procedure as determined previously by CFU counting and propidium iodide incorporation (Cerca et al., 2011).

Murine Model of Hematogenously Disseminated Infection

The inoculum of each of the bacterial populations was adjusted by flow cytometry to 5 × 108 total cells/mL, using SYBR Green (LifeTechnologies, MD, USA)/propidium iodide (Sigma, MO, USA) staining, as optimized before (Cerca et al., 2011). The number of cultivable cells was assessed by CFU counting. Adult mice, randomly allocated to each experimental group, were injected intravenously in the lateral tail vein, with the support of a restrainer, with 0.2 mL of 5 × 108 of planktonic, biofilm or biofilm-released cell suspensions. Control mice were injected intravenously with 0.2 mL of apyrogenic PBS. Sample size was determined based on the results of preliminary experiments. It was not possible to perform subsequent mouse studies in a blinded fashion. In order to address the alterations occurring during the acute phase of infection, the parameters evaluated in this study were assessed 2, 6, or 14 h after challenging the three S. epidermidis populations.

Serum Collection and Bacterial Load Determination in Organs

Two, 6, and 14 h post-infection, mice were anesthetized with isoflurane (Abbott laboratories, IL, USA) for terminal blood collection, and then euthanized by cervical dislocation. For serum collection, mouse blood was drawn through the retro-orbital route, incubated overnight at 4°C, and then centrifuged for 15 min at 4°C at 16,000 g. Serum was then transferred into a new tube and stored at −80°C until further use. Livers and spleens were aseptically removed and immediately transferred into tissue grinders with, respectively, 3 or 1 mL of PBS. Tissues were homogenized and quantitatively cultured on TSA plates. At all times during the procedure, samples were kept on ice. This experiment was performed 1 (for biofilms cells at all time points) to 3 (planktonic and biofilm-released cells, 6 h time point) independent times, with at least 5 animals per infected group.

Cytokines and Chemokines Quantification

Two, 6, and 14 h post-infection, the levels of the cytokines IL-6, TNF-α and the chemokines CXCL1 (KC), CCL2 (MCP-1), CCL3 (MIP-1α), CCL4 (MIP-1β) in mouse serum were quantified in a Bio-Plex® 200 using the kit Magnetic Custom Multiplex Bio-Plex Pro Mouse Cytokine Group I assay (Bio-Rad, CA, USA). The procedure was performed following the manufacturer's instructions. This experiment was performed 1 (all populations at 6 and 14 h time point) to 2 (all populations at 2 h time point) independent times, with at least 5 animals per infected group.

Microarray Analysis of Mouse Splenocytes

Spleen cells plays a major role in host immune response to blood-born pathogens, working in concert to activate mechanisms required for successful resolution of infection. Hence, in order to address the mechanisms activated during the first contact with the different S. epidermidis populations, the transcriptome of splenocytes was analyzed, by microarrays, 2 h after challenge. In brief, spleens were aseptically removed, transferred to 60 mm diameter sterile Petri dishes with 9 mL apyrogenic PBS and immediately placed on ice. Thereafter, using two sterile frosted glass slides, spleens were completely homogenized. The suspension was then passed through a sterile column of glass wool to remove fibrous tissue, the number of cells counted by flow cytometry, and 5 × 106 splenocytes harvested by 5 min centrifugation at 1200 rpm at 4°C. Cell pellets were immediately suspended in RLT buffer (QIAGEN, Heidelberg, Germany) and stored at −80°C until the next day. Total RNA was then isolated using the RNeasy Mini Kit (QIAGEN) following the manufacturer's instructions. Concentration and purity was determined using a NanoDrop1000 and integrity was confirmed using an Agilent 2100 Bioanalyzer (Agilent Technologies, CA, USA). RNA integrity number values were above 8.5 for all samples. This experiment was performed once with 2 (control and planktonic cells) to 3 (biofilm and biofilm-released cells) animals per group.

Transcription levels in mouse splenocytes were determined using Affymetrix® Mouse Gene 2.1 ST Array Strip (Affymetrix, MA, USA). RNA was prepared for analysis using Ambion WT Expression Kit (ThermoFisher Scientific, MA, USA) and GeneChip® WT Terminal Labeling Kit (Affymetrix). Briefly, 100 ng of total RNA, containing spiked in Poly-A RNA controls, was used in a reverse transcription reaction to generate first-strand complementary DNA. After second-strand synthesis, double-stranded complementary DNA was used to generate cRNA. cRNA (15 μg) was then used for a second cycle of first-strand cDNA synthesis and the resultant single stranded cDNA (5.5 μg) was fragmented and end-labeled. Size distribution of the fragments was assessed using an Agilent 2100 Bioanalyzer (Agilent Technologies). End-labeled, fragmented cDNA (3.5 μg), was then used in a 150 μL hybridization cocktail containing hybridization controls (GeneAtlas® Hybridization, Wash, and Stain Kit for WT Array Strips, Affymetrix), of which 120 μL were hybridized on array strips for 20 h at 48°C. Standard post hybridization wash and double-stain protocols were used on an Affymetrix GeneAtlas system, followed by scanning of the array strips.

Microarray Data Analysis

The arrays were analyzed using Chipster 2 (Kallio et al., 2011) with a custom cdf file in mogene21stmmentrezg.db, as available from Brainarray database (version 17; Sandberg and Larsson, 2007). Following Robust Multi-array Average normalization and biomaRt annotation, differential expression was determined by empirical Bayes two-group test (Smyth, 2004) with Benjamini-Hochberg multiple testing correction and a P-value cut-off of 0.05. For further analyses, only genes with fold changes above 1.5 were included. The heatmap was constructed using matrix2png interface (Pavlidis and Noble, 2003). Venn diagram, created using VENNY 2.1 (Oliveros, 2007), was used to identify the genes that were uniquely and commonly expressed in mice infected with different S. epidermidis bacterial populations. Gene ontology (GO) terms enrichment was assessed using the Search Tool for the Retrieval of Interacting Genes/Proteins (STRING) (version 10; Franceschini et al., 2013). Only gene-sets passing significance thresholds (P < 0.05 with false discovery rate) were selected for further analysis. To reduce redundancy, GO terms found enriched in STRING were reanalyzed by REVIGO (Supek et al., 2011), allowing for small (0.5) similarity, using the species-specific Mus musculus database (in order to fine-tune the calculation of semantic distances which rely on information contents of GO terms for this particular species) and SimRel score. The complete list of the genes differentially and uniquely expressed in splenocytes of mice infected with planktonic, biofilm, or biofilm-released cells is available at GEO database repositorium, under the accession number GSE60992.

Statistical Analysis

Statistical analysis was carried out with GraphPad Prism (CA, USA). The normality of the data obtained was evaluated using Kolmogorov–Smirnov test. Accordingly, Kruskal–Wallis and Dunn's multiple comparison tests were applied and data depicted in median of all independent experiments. Differences among groups were considered significant when P < 0.05. Statistical differences found between planktonic and biofilm cells phenotype were not indicated as the aim of the study was not to compare the differences between them. Statistical analysis used for microarrays data evaluation is particular and is specified in “microarrays data analysis” subsection.

RESULTS

Biofilm-Released Cells Induce a Particular Gene Expression Profile on Mouse Splenocytes

The transcriptomic profile of mice infected with S. epidermidis planktonic, biofilm and biofilm-released cells was compared with that of non-infected mice in order to identify the genes expressed during infection induced by each of the three populations. Principal components analysis revealed that infected mice displayed a markedly different gene expression profile from non-infected controls (Figure 1A). The differences among infected mouse groups, however, were not that evident. The genes with the highest or lowest levels of transcription were similar in the three groups of infected mice (Tables 1, 2). Nevertheless, despite these general similarities important differences were found in the number of genes with increased and decreased transcription (Figure 1B). Within the 243 genes found differentially expressed (P < 0.05) in mice infected with biofilm-released cells, 121 were exclusive to this infecting phenotype (Figure 1C), where 96 had increased transcription (above 1.5-fold change) and 25 had decreased transcription (above −1.5-fold change; Figure 1D). Among the genes with increased transcription in splenocytes of mice infected with biofilm-released cells, we found significant enrichment of several GO clusters (Table 3) including positive regulation of leukocyte cell-cell adhesion, tumor necrosis factor-mediated signaling and T cell activation, and negative regulation of mitogen activated protein kinases (MAPK) cascade and interleukin-10 production. Interestingly, GO terms associated with programmed cell death such as regulation of intrinsic apoptotic signaling pathways, development of cell death, and cell killing were also enriched. Finally, we observed that the great majority of the transcripts of the genes with increased expression in mice infected with biofilm-released cells were those encoding proteins mostly localized to the cytoplasm or in cells' organelles (Table 3). No enrichment was found among down-regulated genes, in any of the conditions tested. For further information regarding the GO terms found enriched in mice infected with planktonic or biofilm cells please see Supplementary Material.
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FIGURE 1. Analysis of the transcriptome of the spleen of mice infected with different S. epidermidis populations. BALB/c mice were challenged intravenously with 1 × 108 planktonic (P) (n = 2), biofilm (B) (n = 3), biofilm-released (BR) cells (n = 3), or sham-infected treated with PBS alone (PBS) (n = 2). Two hours post-infection, spleens were collected and microarray analysis was performed. (A) Principal component analysis; (B) Number of genes with increased and decreased transcription in each condition (P < 0.05, Empirical Bayes two-group test with Benjamini-Hochberg multiple testing correction). (C) Venn diagram showing the number of genes that are commonly (overlapping circles) and uniquely expressed (non-overlapping circles) in each condition; (D) Heatmap of the differentially expressed genes. White lines indicate non-detected genes or genes with no significant alterations (P > 0.05, Empirical Bayes two-group test with Benjamini-Hochberg multiple testing correction).




Table 1. List of the top most transcribed genes in the spleen of mice infected with S. epidermidis planktonic, biofilm or biofilm-released cells.
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Table 2. List of the top less transcribed genes in the spleen of mice infected with S. epidermidis planktonic, biofilm, or biofilm-released cells.
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Table 3. GO term enrichment of the genes with increased transcription in the spleen of mice infected with S. epidermidis biofilm-released cells.
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A more comprehensive analysis revealed that within the greatest transcribed genes in mice infected with biofilm-released cells are genes with important functions in both innate and adaptive immune response such as those encoding the early activation marker CD69, and the co-stimulatory molecules CD80, CD86, and CD83, which are expressed on antigen-presenting cells and up-regulated upon exposure to pathogens. Furthermore, mRNA encoding the cytokine CCL17 or TARC (thymus and activation-regulated chemokine), a T cell attractant chemokine produced by dendritic cells, was found significantly up-regulated.

Biofilm-Released Cells Induce Higher Stimulation of Pro-Inflammatory Cytokines and Chemokines

As shown in Figure 2, mice infected with biofilm-released cells had significantly higher serum levels of the chemokines CCL3, CCL4, and CXCL1, as well as higher levels of TNF-α than mice infected with planktonic cells, 2 h after the bacterial challenge. At that time point, no differences were found in the levels of any assessed cytokines between biofilm and biofilm-released cells-infected mouse groups. In contrast, 6 h after infection, markedly higher serum levels of CXCL1, TNFα, and IL-6 were detected in mice infected with biofilm-released cells than in the biofilm cell-infected counterparts. By 14 h after infection, lower serum levels of CCL2 were detected in mice infected with biofilm-released cells, when compared with their planktonic infected counterparts. No significant differences were detected in the serum levels of any other assessed cytokine among the different infected groups.
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FIGURE 2. Pro-inflammatory cytokines and chemokines induced by the different S. epidermidis populations. BALB/c mice were challenged intravenously with 1 × 108 planktonic (P), biofilm (B), biofilm-released (BR) cells, or sham-infected treated with PBS alone (PBS). The serum levels of the indicated cytokines were assessed 2, 6 and 14 h after infection. The obtained results are displayed as the concentration, in ρg/mL, and the horizontal bars represent the median with range of 1 (6 and 14 h time points) to 2 independent (2 h time point) experiments that, per time point, presented the following number of animals: PBS n = 2/2/2; P n = 10/5/5; BR n = 10/5/5; B n = 10/5/5. Statistical differences among infected groups were evaluated using Kruskal–Wallis (Overall ANOVA P < 0.05) and post hoc Dunn's multiple comparison tests. *P < 0.05, **P < 0.01.



Biofilm-Released Cells Present an Intermediate Ability to Colonize Murine Organs

Biofilm-released cells had an intermediate ability, between that of planktonic and biofilm cells, to colonize the liver and spleen (Figure 3). Interestingly, while in the first 6 h of infection, biofilm-released cell burden resembled that of planktonic cells, 14 h after infection the differences between planktonic and biofilm-released cells and the similarities between biofilm-released and biofilms cells become noticeable. It is important to note that although the inoculum was adjusted by flow cytometry the quantity of bacteria injected was also confirmed by CFU counting, and the number of CFU was similar among the different populations.
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FIGURE 3. Liver and spleen bacterial load after infection with the different S. epidermidis populations. BALB/c mice were challenged intravenously with 1 × 108 planktonic (P), biofilm (B), biofilm-released (BR) cells, or sham-infected treated with PBS alone (PBS). Liver and spleen bacterial burden was assessed 2, 6, and 14 h after intravenous infection. Each symbol represents an individual mouse and horizontal bars the median of 1 (biofilms) to 3 (P and BR, 6h time point) independent experiments that, per time point, presented the following number of animals: P n = 14/16/11; BR n = 14/16/11; B n = 5/5/5. Statistical differences among groups were evaluated with Kruskal–Wallis (Overall ANOVA P < 0.05) and post hoc Dunn's multiple comparison tests. *P < 0.05, **P < 0.01.



DISCUSSION

Due to the significant role of biofilms in the emergence of nosocomial infections, previous studies have focused on comparisons between planktonic cultures and established biofilms in order to highlight particular features of biofilm-associated infections (Becker et al., 2001; Resch et al., 2005; Shemesh et al., 2007). The role of biofilm-released cells in the pathogenesis of biofilm infections is, however, poorly understood, with no prior studies addressing this issue in regard to S. epidermidis infection. We have recently shown that biofilm-released cells, obtained using the same experimental model used herein, are more tolerant than planktonic cells, or even biofilm cells, to antibiotics commonly used for staphylococcal infections treatment (Franca et al., 2016). Nevertheless, nothing is known about the interplay between these cells and the host immune system. Hence, we have evaluated the interaction between S. epidermidis biofilm-released cells and the host immune system, using planktonic and biofilm cells for comparative purposes. We first determined whether biofilm-released cells would induce a different transcriptional profile in splenocytes of mice infected through the hematogenous route. Transcriptomic data showed that mice challenged with biofilm-released cells responded distinctly from the ones infected with the other bacterial populations. Although, a striking difference was observed between control and infected mouse groups, less marked alterations were found within the mouse groups infected with the three S. epidermidis populations. Since we compared the response of the host to the same bacterium but in different stages of their lifecycle, fewer differences among infected groups were expected. However, a more exhaustive analysis revealed that the expression level of several genes encoding proteins involved, direct or indirectly, in the development of innate and adaptive immunity were significantly increased in biofilm-released cells-infected mice. An increased transcription of S100a8 and S100a9 genes, both encoding damage-associated proteins released mainly by degranulating neutrophils (Simard et al., 2011) and Ly6g, which encodes a neutrophil surface marker (Lee et al., 2013) were detected in splenocytes after 2 h of injection of biofilm-released cells. These mice also had the highest expression of Cxcl2 and Fpr1 encoding, respectively, neutrophil chemoattractant cytokine CXCL2 (Kobayashi, 2008) and chemotactic receptor formyl peptide receptor 1 that is also present on neutrophil cell membranes (Yang and Hwang, 2016). In accordance with the inflammatory-type response observed in microarrays analysis, these mice also obtained the highest serum levels of neutrophil chemo attractant cytokines CXCL1 and CCL3 (Kobayashi, 2008) 2 h after the challenge of biofilm-released cells. These results indicate that biofilm-released cells may be particularly effective in promoting neutrophil recruitment and activation. Neutrophils are very effective in eliminating extracellular bacteria (Nathan, 2006), and therefore the type and magnitude of response elicited by biofilm-released cells may explain their faster or more effective clearance from the liver and spleen of infected mice, as compared to planktonic cells. Moreover, biofilm-released cells were also more effective at inducing Irg1 expression, a gene known to be highly expressed in macrophages in response to infections that limits bacterial survival (Cordes et al., 2015). In agreement with the pro-inflammatory response elicited, biofilm-released cell-infected mice showed down-regulated transcription of the anti-inflammatory cytokine interleukin-10. IL-10 is a key cytokine in decreasing inflammatory pathology (Saraiva and O'Garra, 2010), such as that resulting from infection (Duell et al., 2012) by negatively regulating inflammation (Couper et al., 2008). The impact of IL-10 repression in the context of S. epidermidis biofilm-released cells bloodstream infections would thus be worth to explore. Nevertheless, mice infected with biofilm cells, were the ones presenting the lowest bacterial burden although not eliciting the highest pro-inflammatory response as could be inferred from gene expression or cytokine levels. A possible explanation for the delayed clearance of biofilm-released cells as compared to biofilm cells may be an enhanced apoptosis of immune cells. This is supported by the significant enrichment of genes associated with this type of cell death observed in mice infected with biofilm-released cells such as the Caspase-4, Caspase-8, and FAS-associated death domain-like apoptosis regulator (Ulett and Adderson, 2006). Furthermore, enrichment of genes related to the assembly of the NLRP3 inflammasome complex, which has been associated in cell apoptosis and pyroptosis (Sagulenko et al., 2013), was also observed. Interestingly, it was recently shown that during early Mycobacterium avium biofilm infection, mononuclear cells phagocytic function was attenuated due to hyperstimulation of phagocytes and enhanced cell death by apoptosis induced by biofilm cells (Rose and Bermudez, 2014). Although, we have not specifically addressed this phenomenon in S. epidermidis biofilm cells-infected mice, our results suggest that it would be worth investigate in future studies whether biofilm-released cells may employ a similar strategy to circumvent host inflammatory response.

Our results also suggest that biofilm-released cells might be particularly effective in activating antigen-presenting cells, specifically dendritic cells. This hypothesis is based on the significant increase in mRNA encoding the T cell co-stimulatory molecules CD80 and CD86 (Vasilevko et al., 2002; Sansom et al., 2003), the CD83 marker of mature dendritic cells (Lechmann et al., 2008), as well as CCL22 that encodes a chemokine secreted by both macrophages and dendritic cells (Yamashita and Kuroda, 2002) and CCL17 (TARC). Although, CCL17 has been associated with Th2-type responses (Xiao et al., 2003) how biofilm-released cells might affect T cell polarization should be determined in functional assays. In addition, since the spleen comprises cell types other than myeloid cells, including leukocytes and also non-hematopoietic cells, that may be able to produce pro-inflammatory mediators (Fritz and Gommerman, 2011; Bronte and Pittet, 2013), a better characterization of the cells particularly stimulated by biofilm-released cells is needed in order to identify the precise mechanism by which these cells interact with the host immune system.

It is important to emphasize that in this study only one S. epidermidis strain was used, and therefore, it was not possible to assess if these observations are transversal to the species or a strain-dependent phenomenon. Moreover, biofilm-released cells distinctive properties, in particular surface antigens, need to be fully characterized as these seem to have important consequences in the outcome of biofilm infections constituting interesting targets. Overall, our results indicate that S. epidermidis biofilm-released cells interact distinctly than planktonic or biofilm cells with the host immune system being particularly effective in inducing the production of pro-inflammatory cytokines and in stimulating neutrophils and monocytes. Biofilm-released cells might thus be of particular relevance in inducing deleterious inflammation frequently associated with S. epidermidis biofilm infections (Römling and Balsalbre, 2012) highlighting the urgent need to extend the study of S. epidermidis biofilm-originated infections by addressing the cells released by biofilms.

Finally, our findings also raise important concerns related to the current strategies proposed for the treatment of staphylococcal biofilm-related infections. The use of matrix-degrading enzymes, such as dispersin B, which is capable of dispersing cells from established biofilms (Kaplan, 2010), is one of the most frequently suggested strategies for the treatment for staphylococcal infections. However, as indicated by the data presented here, the use of matrix-degrading enzymes or other compounds leading to biofilm disassembly need to be carefully considered as biofilm-released cells can heighten the inflammatory response of the host consequently augmenting disease severity.
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Listeria monocytogenes (LM) vectors have shown much promise in delivery of viral and tumor antigens for the development of vaccines. L. ivanovii (LI) is a closely related bacterium with a similar intracellular life cycle that may offer advantages over LM because it is not a human pathogen, but can infect other animal species. Recent studies show that recombinant LI expressing Mycobacterium tuberculosis antigens is effective in inducing protective immunity in mouse models, demonstrating the potential of LI as a live vaccine vector. However, a key barrier in the development of LI into a live vaccine vector is that its pathogenic and immunogenic characteristics have yet to be fully understood. Therefore, in this research, C57BL/6J mice were inoculated with LM or LI intravenously or intranasally, and bacterial loads, histopathologic changes, and cytokine production were determined at indicated days post inoculation. Results showed that after intravenous infection with LM or LI, bacteria were found proliferating in the liver, spleen, and lung. However, LI could only reach a heavy burden in the liver and its ability to multiply and to resist host immunity seemed limited in the spleen and lung. After intranasal inoculation with LI, bacteria were mainly localized in the lung and failed to infect liver or spleen, while LM could. In organs with heavy LI burden, lesions were isolated, localized and densely packed, compared to lesions caused by LM, which were invasive. In the liver of intravenously inoculated mice and lung of intranasally inoculate mice, LI was able to elicit comparable cytokine production with LM and cause less severe histopathologic damages, and thus could be considered as a vector for treating or preventing hepatic or pulmonary diseases.
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INTRODUCTION

Listeria monocytogenes (LM) is a Gram-positive, food-borne pathogen responsible for human and animal listeriosis, characterized by severe gastroenteritis, central nervous system infections, and mother-to-child infections, with an overall mortality rate of 30% (Roberts and Wiedmann, 2003). LM is capable of multiplying in the cytoplasm of phagocytic and non-phagocytic cells and directly infecting adjacent cells, guaranteeing efficient antigen processing and presentation, which thereby enables it to elicit robust innate and antigen-specific cellular immunity (Stavru et al., 2011). Consequently, LM is now being used as both a model to investigate host immune responses as well as a vaccine vector for T cell immunity (Singh and Wallecha, 2011; Stavru et al., 2011). Research into LM-based vaccines has made great progress in the last 20 years. Diverse antigen genes, such as genes of tumor related antigens and virus antigenic genes, have been genetically recombined into LM or attenuated strains, exhibiting desirable results in vivo, including tumor shrinkage, activated T cell immunity, and survival following higher challenging doses in mice (Mata et al., 2001; Brockstedt et al., 2004; Wood et al., 2011). So far, five LM-based vaccine candidates have been tested and are in various phases of clinical trials (Le et al., 2012).

In comparison, L. ivanovii (LI), the other pathogenic bacteria in the Listeria genus, is strictly limited to ruminant infection, except for extremely rare cases of infection in immunocompromised people (Dominguez-Bernal et al., 2006; Snapir et al., 2006; Guillet et al., 2010). Despite its different host tropism, LI is the bacterial species most similar to LM, sharing similar mechanisms for phagosome escape, intracellular mobility, reproduction, and cell-to-cell spreading (Vazquez-Boland et al., 2001b; Dominguez-Bernal et al., 2006). Therefore, LI could potentially be a promising vaccine vector even better than LM considering its lower pathogenicity in humans. Unfortunately, no research on LI-based vaccines has been reported until very recently, when two recombinant LI strains expressing Mycobacterium tuberculosis ESAT-6 or Ag85C protein were constructed and tested in vivo as tuberculosis vaccine candidates (Lin et al., 2015). Specific gamma interferon (IFN-γ) secretion of activated CD8 T cells was observed, which indicated the possibility of using LI as vaccine vector. However, the pathogenic and immunogenic features of LI and differences to LM remain poorly understood. Therefore, in order to correctly utilize LI as a novel live bacteria vaccine vector, it is important to conduct comprehensive studies such as the one detailed here.

In this study, C57BL/6J mice were inoculated intravenously (i.v.) or intranasally (i.n.), two effective routes of administration already established in C57BL/6J mice (Mayuko et al., 2002). Then, bacterial loads, histopathology and cytokine secretion kinetics along with infection course were systematically studied and compared between LM and LI infected mice.

MATERIALS AND METHODS

Animals

Female C57BL/6J mice were purchased from Beijing HFK Bioscience Company (Beijing, China). Mice aged 6–8 weeks were used in this study. All mice were maintained under specific-pathogen-free conditions throughout the experiments at the Animal Center of School of Public Health at Sichuan University. Mouse experiments were performed according to the guidelines of the Animal Care and Use Committee of Sichuan University.

Bacteria and Inoculum Preparation

LM 10403s strain and LI PAM55 strain were used in this study. All bacteria were stored in brain-heart infusion (BHI) broth containing 50% glycerol at -80°C. Bacteria were recovered in BHI broth from -80°C storage, and cultured in fresh BHI broth at 37°C and 200 rpm to mid-logarithmic phase (OD600≈0.4), then centrifuged at 4°C at 12000 g for 2 min, washed with normal saline, and then resuspended in normal saline. Titers of live bacteria were adjusted according to OD600 vs. bacteria concentration curves obtained in our earlier work (data not shown). Actual numbers of colony forming units (CFUs) of bacteria were verified by plating diluted inoculums on BHI agar plates.

Mouse Infection and Sacrifice

One hundred and sixty-two mice were randomly distributed into four infection groups (36 mice in each) and one naive group (18 mice). Two infection groups of mice were i.v. infected with 5 × 104 CFU LM or 5 × 105 CFU LI in a volume of 100 μl. The other two infection groups of mice were anesthetized by diethyl ether, and then i.n. inoculated with 5 × 105 CFU LM or 5 × 107 CFU LI in 25 μl of normal saline. All infection doses were 10-fold lower than the 50% lethal doses determined previously (data not shown). Naive group of mice were untreated. At 1, 2, 3, 5, and 8 each day(s) post inoculation (dpi), six mice in each i.v. infection group were sacrificed for analysis of bacterial loads and cytokine titers in organs. At 1, 3, 5, 8, and 11 each dpi, six mice in each i.n. infection group were sacrificed for the same analysis. At 4 and 6 each dpi, six mice in naive group were sacrificed for the same analysis. Additionally, six mice in each group were sacrificed for histopathologic analysis at 3 dpi (i.v. group), 5 dpi (i.n. group), or 4 dpi (naive group).

Determination of Bacteria Load in Organs from Listeria-Infected Mice

Liver, spleen, and lung were removed aseptically. Around 0.05 g tissue (the smallest lobe of liver, half spleen and one lobe of lung) was cut off and stored in liquid nitrogen for cytokine determinations. The rest of the tissue was weighed and homogenized in sterilized and pre-cooled phosphate buffer solution (PBS) containing 0.1% Triton-X100. Serial dilutions of homogenates were plated on BHI agar plates and cultured at 37°C. Colonies were counted after 24 h for LM or after 48 h for LI.

Histopathologic Analysis of Tissue from Listeria-Infected Mice

Liver, spleen, and lung were fixed in 10% buffered formalin, dehydrated and embedded in paraffin. Sections of 5 μm were cut, stained with hematoxylin-eosin and examined under 100 × magnification.

Preparation of Organ Extracts and Luminex Measurements of Cytokines

Frozen tissue was removed from liquid nitrogen, and ground in a cold mortar. Lysis buffer (50 mmol/L Tris-HCl pH7.4, 150 mmol/L NaCl, 1mmol/L EDTA, 1% Triton X-100, 1mmol/L phenylmethanesulfonyl fluoride, 5 μg/ml aprotinin, 5 μg/ml leupeptin) 100 μl, was added to lyse the tissue. Samples were incubated on ice for 10 min and vortexed for 2 min, repeating twice. Samples were then centrifuged at 4°C and 16000 g for 10 min, and the supernatant was collected. Total protein concentration of each sample was measured using BCA Protein Assay kit (Beyotime, Shanghai, China) and was diluted to 10 mg/ml with PBS. All samples were stored at -80°C. Cytokine measurements were performed with a Luminex®100TM instrument using a ProcartaPlex Mouse Essential Th1/Th2 Cytokines Panel (eBioscience, San Diego, CA, USA). All procedures of cytokine determination were based on the manufacturer’s instructions.

Statistical Analysis

Differences of daily weight between LM and LI infection mouse models were analyzed by t-test. Bacterial loads and cytokine titers in organs were compared by using the Mann–Whitney U non-parametric test. In all experiments, P < 0.05 was considered significant.

RESULTS

Kinetics of LM and LI Growth in Organs from Intravenous and Intranasal Infection Models

Four groups were either inoculated with 5 × 104 CFU LM (i.v.), 5 × 105 CFU LI (i.v.), 5 × 105 CFU LM (i.n.), or 5 × 107 CFU LI (i.n.). Each dose was 10-fold lower than the 50% lethal dose determined previously (data not shown). As an additional parameter of measurement during the course of infection, percentages of weight change after infection were taken daily (Figure 1). In intravenous infection model, mice infected either Listeria species started to lose weight at 1 dpi and then recovered gradually (Figure 1A). However, mice infected with LM reached maximum weight loss (6% of original weight) at 3 and 4 dpi and returned to original weight at 7 dpi, while mice infected with LI showed only slight weight loss (Figure 1A). After intranasal infection, mice infected with either LM or LI started to lose weight over 1 to 4 dpi and recovered to original weight at 9 dpi, but more weight loss was induced by LI infection (Figure 1B). The maximum weight loss for mice intranasally infected with LM was 8% of original weight while that for mice infected with LI was 13% of original weight (Figure 1B).
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FIGURE 1. Weight changing percentages after intravenous or intranasal inoculation with LM and LI. Mice were i.v. inoculated with 5 × 104 CFU LM or 5 × 105 CFU LI (A), or i.n. inoculated with 5 × 105 CFU LM or 5 × 107 CFU LI (B). Weight changing percentages were calculated and compared between LM (●) and LI (aaa) at the same time point by the method of t test (∗P < 0.05). Each point represents mean ± standard error of the mean of six mice per group.



Bacterial loads in the liver, spleen, and lung were determined at indicated time points. In mice intravenously inoculated with 5 × 104 CFU LM, the bacterial load in the liver, though significantly less than that of LI at 1 dpi, kept increasing and reached maximum load of 4 × 104 CFU/g at 3 dpi (Figure 2A). By contrast, in mice intravenously inoculated with 5 × 105 CFU LI, about 88% of the bacteria invaded liver, causing the bacteria load in liver to reach 4 × 105 CFU per g then decreased gradually (Figure 2A). However, in the spleen after intravenous infection, LM showed notable and prolonged growth (Figure 2C). In mice intravenously inoculated with 5 × 105 CFU LI, the maximum load was 5 × 103 CFU per g spleen, while for mice inoculated with a smaller dose of LM, the maximum value was 3 × 106 CFU per g spleen (Figure 2C). Additionally, the load of LI in the spleen decreased below the detection limit after 3 dpi, but LM were still detectable at 8 dpi, showing that LI was cleared rapidly in host spleen (Figure 2C). In the lung after i.v. infection, though both LM and LI could reach a maximum load around 3 × 104 CFU per g lung, the former could resist host immunity and persist in the lung for over 5 days while the latter only persisted for 3 days, again showing its weak ability to maintain infection (Figure 2E).
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FIGURE 2. Kinetics of LM and LI loads in liver, spleen, and lung from intravenous and intranasal infection models. Mice were i.v. inoculated with 5 × 104 CFU LM or 5 × 105 CFU LI, and bacterial loads in the liver (A), spleen (C), and lung (E) were determined. Mice were i.n. inoculated with 5 × 105 CFU LM or 5 × 107 CFU LI, and bacterial loads in the liver (B), spleen (D), and lung (F) were determined. The number of LM (●) and LI (aaa) in certain organ at indicated time points were compared by the method of the Mann–Whitney U non-parametric test (∗P < 0.05) at the same time point. Each point represents the mean ± standard error of the mean for a group of six mice. The dotted lines represent the detection limits in each experiment.



In the liver from intranasal infection model, LM proliferated after 1 dpi, reached a peak value of 4 × 103 CFU per g liver at 5 dpi, and was undetectable at 8 dpi. In stark contrast, LI were hardly detectable for the duration of the experiment even though the dose was 100-fold higher than LM (Figure 2B). The same situation was also observed in the spleen, where levels of LM peaked at 3 dpi (105 CFU per g spleen), while LI remained at undetectable level for the duration of the entire experiment (Figure 2D). However, a difference was observed in the lung following intranasal inoculation. The bacterial load of LM increased after 1 dpi, peaked at 5 dpi, and gradually declined to undetectable levels at 11 dpi, presenting a distinct proliferative process (Figure 2F). In contrast, the load of LI maintained around 105 CFU per g lung for the first 5 days and sharply dropped below the detection limit at 8 dpi (Figure 2F). Though the maximum load of LI (4 × 105 CFU per g lung) in the lung were slightly higher than that of LM (6 × 104 CFU per g lung), the inoculation dose of LI was 100-fold higher, indicating that the LI could not resist host immunity and multiply as well as LM could in the lung. Taken together, after intranasal inoculation LI was mainly localized in the lung and could barely invade liver or spleen, while LM could multiply in these three organs, again demonstrating LI is less pathogenic.

Histopathologic Analysis of Organs Infected with LM or LI from Intravenous and Intranasal Infection Models

To study and compare tissue damage in host organs caused by LM or LI, mice that were intravenously infected were sacrificed at 3 dpi, mice that were intranasally infected were sacrificed at 5 dpi, and naive mice were sacrificed at 4 dpi. Histologic sections of liver, spleen, and lung samples were then made and analyzed (Figure 3). In the livers from intravenous infection model, lesions caused by LM were numerous and mainly located near vessels (Figure 3D), while lesions caused by LI were fewer but larger in size, featuring layers of necrotic hepatocytes and lymphocytes surrounding each other (Figure 3G). In the spleen from intravenous infection model, however, histopathology was consistent with bacteria load. LM infection led to severe necrosis which expanded to entirely efface the normal splenic architecture (Figure 3E), while no substantial changes were observed in LI infected spleens (Figure 3H). In the lung after i.v. infection, collapsed alveoli accompanied with lymphocytes were observed, along with more numerous and severe lesions for LM-infected mice (Figure 3F) than for LI-infected mice (Figure 3I). Compared to the intravenous infection model, both LM and LI inoculated intranasally presented smaller and fewer hepatic lesions and hardly observed splenic necrosis (Figures 3J,K,M,N). However, tissue damage of the lungs was severe and differed between mice infected with the two bacterial strains. Following intranasal infection with LM, pulmonary necrosis along with inflammatory infiltration expanded to a large area (Figure 3L). In contrast, lung lesions caused by LI were isolated and densely packed in a pattern similar to LI intravenously infected liver, where the bacterial burden was also heavy (Figure 3O). Histopathological results were consistent with bacterial loads, in that severe histopathologic changes were observed in tissues with high bacterial loads. However, lesions caused by LI were found isolated and densely packed which indicated the ability of LI to expand infection foci might be limited.


[image: image]

FIGURE 3. Histopathologic analysis of liver, spleen, and lung from LM and LI intravenous and intranasal infection models. Mice were, respectively, inoculated with 5 × 104 CFU LM (i.v.), 5 × 105 CFU LI (i.v.), 5 × 105 CFU LM (i.n.) or 5 × 107 CFU LI, along with a group of naive mice. I.v. infected mice were sacrificed at 3 dpi, i.n. infected mice were sacrificed at 5 dpi, and naive mice were sacrificed at 4 dpi. Histologic sections of liver, spleen, and lung were made and stained with hematoxylin-eosin. Liver and lung sections were observed under a 40× microscope and spleen sections were observed under a 10× microscope. The images presented are representatives of changes seen in naïve mice (A–C), LM i.v. (D–F), LI i.v. (G–I), LM i.n. (J–L), and LI i.n. (M–O).



Kinetics of Cytokine Production in Organs Infected with LM or LI from Intravenous and Intranasal Infection Models

To investigate and compare inflammatory responses associated with LM and LI infection via intravenous (Figure 4) or intranasal (Figure 5) infection route, four groups of mice were inoculated accordingly. One group of mice was left uninfected as a naive control group. At indicated time points, Luminex beads assay was performed to determine cytokine titers in the liver, spleen, and lung, including tumor necrosis factor alpha (TNF-α), interleukin-12 (IL-12), interleukin-6 (IL-6), interleukin-4 (IL-4), and IFN-γ. The kinetics of cytokine production in mice infected with LM or LI differed by organs and inoculation routes.
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FIGURE 4. Kinetics of cytokine production in organs from LM and LI intravenous infection models. Mice were, respectively, inoculated with 5 × 104 CFU LM (white bar) or 5 × 105 CFU LI (black bar), and one group of naive mice were set (solid line represents average value and the dotted line represents average value plus/minus standard deviation). Titers of TNF-α (A–C), IL-12 (D–F), IL-6 (G–I), IFN-γ (J–L), and IL-4 (M–O) in the liver, spleen, and lung were determined at 1, 2, 3, 5, and 8 dpi for Listeria infected mice or at 4 dpi for naive mice. The differences of titers at each test day were compared between LM and LI by the method of the Mann–Whitney U non-parametric test (∗P < 0.05). Each bar represents the mean ± standard error of the mean for a group of six mice.
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FIGURE 5. Kinetics of cytokines production in organs from LM and LI intranasal infection models. Mice were, respectively, inoculated with 5 × 105 CFU LM (white bar) or 5 × 107 CFU LI (black bar), and one group of naive mice were set (solid line represents average value and the dotted line represents average value plus/minus standard deviation). Titers of TNF-α (A–C), IL-12 (D–F), IL-6 (G–I), IFN-γ (J–L), and IL-4 (M–O) in the liver, spleen, and lung were determined at 1, 3, 5, 8, and 11 dpi for Listeria infected mice or at 6 dpi for naive mice. The differences of titers at each test day were compared between LM and LI by the method of the Mann–Whitney U non-parametric test (∗P < 0.05). Each bar represents the mean ± standard error of the mean for a group of six mice.



Intravenous Infection Model

Liver

In the liver after intravenous injection, cytokines titers in LI inoculated mice were generally at comparable levels to titers in LM inoculated mice (Figure 4). TNF-α and IL-12 titers showed no substantial differences between mice infected with LM and LI at 1, 2, 3, and 5 dpi, except at 8 dpi (Figures 4A,D). IL-6 production was increased and reached a peak titer at 2 dpi after both Listeria infections and no difference of daily IL-6 production was found between LM and LI-infected mice (Figure 4G). IFN-γ titers in the liver were notably increased at 2 dpi in both LM and LI infected mice, but IFN-γ titer in LI infected mice decreased after 3 dpi while that in LM infected mice remain at a high level (Figure 4J). IL-4, an antagonistic factor in anti-listeriosis response, showed no differences between mice inoculated with the two Listeria strains within the 5 experimental days (Figure 4M).

Spleen

In the spleen following intravenous infection, however, cytokines production induced by LI were at significantly lower levels when compared with LM. For example, TNF-α titer for LM infected mice was significantly elevated (32.0 and 21.3 pg/mg total lysate protein) at 2 and 3 dpi, respectively, while the titer for LI for the same dpis were around 3.0 pg/mg total lysate protein, not significantly higher than it of naive mice (Figure 4B). The titers of IL-12 were increased after infection with either Listeria species, but the titer of LM infected mice was much higher (Figure 4E). Moreover, levels of both IL-6 and IFN-γ induced by LI were lower than those induced by LM at each experimental day, but they were still higher than those of naive mice and reached peak values of 4.5 pg/mg total lysate protein IL-6 and 17.3 pg/mg total lysate protein IFN-γ at 2 dpi (Figures 4H,K). IL-4 titer in the spleen kept declining during the course of LM infection, whereas titers for LI infection declined first and then returned to the level of naive control group since 5 dpi (Figure 4N).

Lung

No substantial differences in TNF-α, IL-12, and IL-4 secretion in the lung were found between LM and LI infected mice, but pulmonary IL-6 and IFN-γ induced by LM were significantly higher. No difference in titer of TNF-α was observed between the two bacteria in intravenously infected mice until 8 dpi, when a high titer of TNF-α (2.8 pg/mg total lysate protein) was found in the LM-infected mice (Figure 4C). Similarly, the difference of IL-12 titer between LM and LI occurred only at 8 dpi with IL-12 titer as low as 0.03 pg/mg total lysate protein in LI-infected mice (Figure 4F). IL-6 production in the lung after LM infection showed an obvious increase up to 9.5 pg/mg total lysate protein at 3 dpi, while the production after LI infection was barely increased (Figure 4I). Titers of pulmonary IFN-γ in LM infected mice was at least five times higher than that in LI infected mice (Figure 4L). No differences were found in IL-4 secretion in the two Listeria infected mice (Figure 4O).

Intranasal Infection Model

Liver

Cytokine titers in the liver and spleen were generally lower in the intranasal infection model than in the intravenous infection model, however, cytokine production in the lung were higher after i.n. infection than after i.v. infection, a finding consistent with bacterial burdens (Figure 5). In the liver from intranasal infection model, production of cytokines, except IFN-γ, were not notably promoted after infection with either Listeria. Kinetics of TNF-α, IL-12, and IL-4 induced by the two bacteria were the same (Figures 5A,D,M). IL-6 titer only differed at 1 dpi with 1.8 pg/mg total lysate protein for the LM infected mice and 4.1 pg/mg total lysate protein for the LI infected mice (Figure 5G). IFN-γ production, however, were significantly different between LM and LI i.n. infected mice. Hepatic IFN-γ in LI inoculated mice slightly changed within the range of naïve mice, while LM induced IFN-γ highly secreted in the liver, 16.5 pg/mg total lysate protein at 3 dpi and 14.5 pg/mg total lysate protein at 11 dpi (Figure 5J).

Spleen

In the spleen from intranasal infection model, cytokine levels in LM infected mice were notably increased at 3 dpi while changes of cytokine levels in LI-infected mice were less significant. Titers of TNF-α and IL-12 were obviously increased to 10.1 pg/mg total lysate protein and 0.2 pg/mg total lysate protein at the third day after infection with LM while production of TNF-α and IL-12 barely changed after infection with LI (Figures 5B,E). The peak for IL-6 secretion occurred at 1 dpi with a titer of 22.5 pg/mg total lysate protein in LI infected mice, but in LM infected mice, the IL-6 peak occurred at 3 dpi with a titer of 29.3 pg/mg total lysate protein (Figure 5H). IFN-γ production was significantly higher following LM intranasal infection at 3, 5, 8, and 11 dpi (Figure 5K). Titers of IL-4 decreased after infection with both Listeria but it recovered earlier in LI infected mice (Figure 5N).

Lung

In the lung after intranasal infection, where the bacteria were mainly focused, cytokine titers were generally higher than those in the lung from the intravenous infection model, but fewer differences were found between mice infected with LM and LI. TNF-α, IL-6, and IL-4 production separately shared similar trends and levels in mice infected with LM or LI (Figures 5C,I,O). The peak of IL-12 was at 1 dpi in LI infected mice but occurred at 3 dpi in LM infected mice (Figure 5F). The titer of IFN-γ was higher in LM intranasally infected lung at 3, 5, 8, and 11 dpi, and the biggest difference presented at 5 dpi with 72.1 pg/mg total lysate protein in LM infected mice but only 9.4 pg/mg total lysate protein in LI infected mice (Figure 5L). However, the difference was not statistically significant.

DISCUSSION

In this study pathogenic and immunologic outcomes of LI intravenous or intranasal infections in C57BL/6J mice were investigated in comparison with LM. In intravenous infection model, bacteria were delivered into the bloodstream and directly distributed to organs. In the spleen and lung, LI showed reduced pathogenicity compared with LM, as demonstrated by low and transient bacterial loads and minor histopathologic changes. In the liver, however, LI could rapidly reach a high burden, caused notable pathogenic damages and then cleared by host gradually. It indicated that LI in blood were mainly distributed to liver, which, to our knowledge, is related to a protein called Internalin B (InlB). In LM, InlB is found to trigger the entry of LM into hepatocytes by interacting with a hepatocyte growth factor receptor and two other cellular components (Bierne and Cossart, 2002). LM mutant lacking the gene encoding InlB (inlB) displays a marked decrease in its capability to proliferate within mouse hepatocytes in vivo and in vitro (Gregory et al., 1997). The existence of InlB for LI has been proved by gene sequencing. Two genes named i-inlB1 and i-inlB2 were found to be genetically similar to inlB of LM, and were thought to code for an InlB ortholog in LI (Dominguez-Bernal et al., 2006). Comparing their amino acid sequences, both i-InlB1 and i-InlB2 share a similar architecture with InlB for the internalin domain and bacterial-surface anchoring domain, indicating that i-InlB1 and i-InlB2 may mediate the interaction between LI and hepatocytes. However, detailed differences in structure and function in vivo among these three internalins and how i-InlB1 and i-InlB2 interact hepatocytes are still wanted.

Another finding in intravenous infection model is that LI failed to keep multiplying as long as LM did and were cleared by host more rapidly, especially in the spleen and lung. After analyzing typical histopathologic changes of LI (Figures 3G,O), it was found that LI infection foci was isolated and densely packed while LM infection foci was invasive, indicating that, compared with LM, the abilities of LI to multiply intracellularly and/or to invade neighboring cells are limited. It has been proved that LI is not as capable of multiplying in splenic cells as LM in vitro (Kimoto et al., 2003). This flaw could be related to LI’s poor ability to lyze phagosome, since LM mutant unable to effectively disrupt phagosome and escape into cytoplasma is soon cleared (Gaillard et al., 1986). Phagosome lysis is initiated by three LM virulence determinants: listeriolysin O (LLO) and two phospholipases (PlcA and PlcB; Vazquez-Boland et al., 2001b). These three molecules are also found in LI. Ivanolysin O (ILO) is the homolog of LLO in LI. A LM mutant expressing ILO instead of its own LLO failed to proliferate in the spleen, inducing a high-level of IFN-γ, as well as generating robust protective immunity (Frehel et al., 2003; Hideki et al., 2007), which indicates the weak ILO may be responsible for deficient intracellular multiplication of LI. PlcA and PlcB of LI are only verified genetically, and no details about their structure and function are available (Vazquez-Boland et al., 2001a). After escaping from the ruptured phagosome, LM replicates in the cytoplasm and expresses the surface molecule ActA which provides the bacteria with actin-based motility and propels it through membrane protrusions into neighboring cells to expend infection to a large area (Vazquez-Boland et al., 2001b). In LI, the ActA-like protein is called i-ActA and can restore mobility of LM actA deletion mutant strain in vitro (Gouin et al., 1995). However, detailed differences between i-ActA and ActA in the process of cell-to-cell infection remain unclear. So far, major virulence factors of LM has been genetically recognized in LI (Vazquez-Boland et al., 2001a). Similarities in genes between these homologs imply similar functions, but it is the differences that help to explain different behavior in vivo between LM and LI. More information is needed to make reliable conclusions.

In this research, immunologic features of LI in different organs after different inoculation were also conducted in comparison with LM. Five cytokines were adopted to reflect different aspects of host anti-Listeria immune response, due to sufficient data of host immunity to LM. TNF-α, IL-6, and IL-12 are secreted by LM infected macrophages to recruit and activate neutrophils and NK cells, which are both capable of killing infected cells (Harty et al., 1996; Mocci et al., 1997). IFN-γ is mainly secreted by activated NK cells to enhance bactericidal actions inside infected macrophages and promote expression of signal molecules on surface to further amplify immune stimulation (Pamer, 2004). Apart from innate immune response, T cell-mediated immune response also takes part in host immunity to first time infection of LM. IL-6 and IL-12 play a role in promoting Th0 cells to develop into Th1 cells, while IL-4 suppresses the development (Kaufman et al., 1997; Mocci et al., 1997). In this research, though the magnitude and duration of each cytokine differed between the two Listeria, the trends along with infection are same, which are increase of TNF-α, IL-6, IL-12, and IFN-γ and decrease of IL-4. The same secretion trend of cytokines implies host immune response to LI is similar with it to LM. However, in most cases, cytokine response to LM was stronger than that to LI, which was likely due to different behavior in tissues between LM and LI. In infected tissue, LM increased in number exponentially while LI was either cleared or not growing, and thus LI did not induce cytokine response as robust as LM did. This phenomenon, on the one hand, proves that LI is less virulent, and on the other hand indicates that LI, as a vaccine vector, needs optimization for stronger immunogenicity.

Nevertheless, cytokine secretion induced by LI infection was at comparable level of LM infectoin in these two situations: in the liver from i.v. inoculated mice and in the lung from i.n. inocualted mice. Titers of TNF-α, IL-6, IL-12, and IL-4 after infection changed at same level between LI and LM infections. IFN-γ in the liver after i.v. infection dropped earlier in LI infected mice than LM infected mice because LI could be cleared rapidly. IFN-γ in the lung after i.n. infection seemed higher in LM infected mice at 3 and 5 dpi, but the difference was not statistically significant due to individual differences. In general, LI could mainly infect mouse liver after i.v. inoculation and specifically infect mouse lung after i.n. inoculation. In these two situations, LI could induce immune response not significantly weaker than LM, cause less sever tissue damages and could be controlled by host more easily. Therefore, speculation is that LI, after being genetically improved for better immunogenicity, could be used as vaccine vector specific for hepatic or pulmonary disease, especially for immunocompromised people.
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Duck Tembusu virus (DTMUV) can cause serious disease in ducks, characterized by reduced egg production. Although the virus has been isolated and detection methods developed, the host immune responses to DTMUV infection are unclear. Therefore, we systematically examined the expression of immune-related genes and the viral distribution in DTMUV-infected ducks, using quantitative real-time PCR. Our results show that DTMUV replicates quickly in many tissues early in infection, with the highest viral titers in the spleen 1 day after infection. Rig-1, Mda5, and Tlr3 are involved in the host immune response to DTMUV, and the expression of proinflammatory cytokines (Il-1β, –2, –6, Cxcl8) and antiviral proteins (Mx, Oas, etc.) are also upregulated early in infection. The expression of Il-6 increased most significantly in the tissues tested. The upregulation of Mhc-I was observed in the brain and spleen, but the expression of Mhc-II was upregulated in the brain and downregulated in the spleen. The expression of the interferons was also upregulated to different degrees in the spleen but that of the brain was various. Our study suggests that DTMUV replicates rapidly in various tissues and that the host immune responses are activated early in infection. However, the overexpression of cytokines may damage the host. These results extend our understanding of the immune responses of ducks to DTMUV infection, and provide insight into the pathogenesis of DTMUV attributable to host factors.
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Introduction

Duck Tembusu virus (DTMUV) is an enveloped, positive-sense, single-stranded RNA virus, classified in the genus Flavivirus, which includes West Nile virus (WNV), dengue virus (DENV) and other zoonotic viruses (Tang et al., 2012). DTMUV was isolated in the major duck-producing regions of China in 2010, and can cause an acute contagious infection characterized by heavy egg drop in egg-laying and breeder ducks. It is the first flavivirus reported to cause a serious epidemic disease in ducks (Cao et al., 2011; Su et al., 2011; Yan et al., 2011). Almost all species of duck can be infected with DTMUV, including Cherry Valley ducks, Pekin ducks, and shelducks (Tang et al., 2015), as can chickens, geese, and sparrows (Liu et al., 2012; Tang et al., 2013a). Most importantly, a recent study has shown that DTMUV can infect humans (Tang et al., 2013b). The serious threat DTMUV poses to the development of the duck industry and the concerns it raises for public health mean that this virus must be taken seriously.

The innate immune response is the first line of defense protecting the host from pathogenic organisms. It is well known that pattern recognition receptors (PRRs), such as Toll-like receptors (Tlr) 3, 7, and 8, retinoic acid inducible gene I (Rig-1), and melanoma differentiation factor 5 (Mda5), can identify viral molecular patterns and trigger the activation of specific signaling pathways, leading to the transcription of proinflammatory cytokines, apoptotic responses, and the expression of type I interferons (Ifns; Akira et al., 2006). Tlr3, Rig-1, and Mda5 are involved in the host response to DENV and induce the production of interleukin 8 (Cxcl8) and Ifn-α/β in vitro (Loo et al., 2008; Green et al., 2014). Both Rig-1 and Mda5 recognize WNV, upregulating the expression of type I Ifn, Il-1β and antiviral effector proteins (Fredericksen et al., 2008; Quicke and Suthar, 2013).

Because DTMUV is a newly emerging virus, most studies have focused on its isolation, genetic analysis, and the establishment of diagnostic methods (Jiang et al., 2012; Li et al., 2012a,b; Zhu et al., 2012), although preliminary investigations of the pathogenicity of DTMUV have also been reported (Li et al., 2013). However, the immune responses of ducks infected with DTMUV have not been fully explored. Therefore, to clarify the innate immune responses to DTMUV in infected ducks and the tropism of the virus, we systematically investigated the expression of immune-related genes in the duck spleen and brain, and the viral titers in various tissues of infected ducks. Our study extends our understanding of the immune responses of ducks to DTMUV infection.

Materials and Methods

Virus Preparation

DTMUV strain FX2010, used in this study, was a gift from Zejun Li, a researcher at the Shanghai Veterinary Research Institute, Chinese Academy of Agricultural Sciences. The virus was propagated in specific-pathogen-free embryonated chicken eggs and the titers were shown to be 105.2 median tissue culture infective doses (TCID50)/mL in infected duck embryonic fibroblasts, calculated with the Reed and Muench method (Reed and Muench, 1938).

Animal Experiment

One-day-old Cherry Valley ducks were purchased from a duck farm (Tai’an, Shandong) and housed in isolators until use. The ducks were confirmed to be serologically negative for DTMUV using a blocking enzyme-linked immunosorbent assay (Li et al., 2012b). All animal experiments were performed according to the guidelines of the Committee on the Ethics of Animals of Shandong and the appropriate biosecurity guidelines. At 5 days old, the ducks were randomly divided into two groups, each containing 25 animals. The ducks of one group were infected intramuscularly with 0.4 mL of 105.2 TCID50 virus. The control group was inoculated in the same manner with 0.4 mL of sterile phosphate-buffered saline (PBS). Three live ducks, except the dead ducks, from each group were euthanized at 1, 2, 3, 4, and 5 days post infection (dpi) and their parenchymatous organs (heart, liver, spleen, lung, kidney, brain, and pancreas) were collected and stored at –70°C until viral titration and the analysis of immune-related gene expression. The remaining ducks were observed for clinical symptoms for 9 days and were euthanized with an intravenous injection of sodium pentobarbital (100 mg/kg bodyweight) at the end of the study (Pantin-Jackwood et al., 2012).

RNA and cDNA Preparation

The collected tissues (0.1 g) were ground in liquid nitrogen and the total RNAs were extracted from the tissues with TRIzol Reagent (Takara, Dalian, China), according to the manufacturer’s instructions. The concentrations of the total RNAs were measured with an ultraviolet spectrophotometer (Shimadzu, Shimazu, Japan). A sample of each RNA (1 μg) was treated with DNase I (Thermo Scientific, Lithuania) and reverse transcribed with M-MLV reverse transcriptase (Promega, Madison, WI, USA). The synthesized cDNA was stored at –20°C until analysis.

Quantitative Real-time PCR

The relative expression of immune-related genes was quantified after infection using previously described primers (Wei et al., 2013a, 2014). The primers for the Ifn-β gene were designed using the Primer 3 software, based on the published GenBank sequence (GenBank: KM035791.1). The primers for the E gene of DTMUV were as previously reported (Yu et al., 2012). To confirm the copy numbers of DTMUV in the affected ducks, the viral titers (log10) were normalized to 1 μg of total RNA. Quantitative real-time PCR was performed with the 7500 Fast Real-Time PCR System (Applied Biosystems, Carlsbad, CA, USA) using the SYBR Green PCR kit (Takara, Dalian, China). All primer pairs (Table 1) were selected according to their specificity, determined with dissociation curves. Quantitative real-time PCR was performed in a reaction volume of 20 μL, according to the manufacturer’s instructions. The PCR cycling conditions were: one cycle at 95°C for 30 s, 40 cycles of denaturation at 95°C for 5 s and extension at 60°C for 34 s, followed by a dissociation curve analysis step. To validate the assay, the purified PCR products were cloned into the pMD18-T plasmid and sequenced to confirm the proper amplification. Each sample was analyzed in triplicate.

Table 1 | Primers used in this study.
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Statistical Analysis

The relative expression of the target genes in the infected and control groups was calculated with the 2–ΔΔCt method and expressed as the fold changes in gene expression. The housekeeping gene encoding β-actin (Actb) was used as the endogenous control against which to normalize the expression levels of the target genes. The fold changes were logarithmically transformed. All data were analyzed with Student’s t-test using GraphPad Prism 5 (GraphPad Software Inc., San Diego, CA, USA). Statistical significance was set at P < 0.05.

Results

Clinical Symptoms and Viral Titers in DTMUV-infected Ducks

The clinical symptoms of the affected ducks were observed at 3 dpi and the ducks showed loss of appetite and depression and were reluctant to move. At 4–6 dpi, some ducks appeared neurological signs, such as dystaxia and paralysis. In present study, four infected ducks died at 4 dpi and three died at 5 dpi. The symptoms of ducks affected with DTMUV gradually lessened and disappeared at 9 dpi.

In this study, we detected DTMUV replication in the parenchymatous organs of infected ducks in the first 5 days after infection. As shown in Figure 1, the viral titers could be detected in all the tissues tested at 1 dpi and the highest titer was observed in the spleen. In the same period, DTMUV replicated rapidly in the brain, to a high titer. The viral titers in all tissues peaked at 3 dpi, except in the spleen and pancreas. The viral titer in the heart reached 106.7 copies, and those in the spleen, lung and kidney were basically identical. The viral titers in most of the tested tissues began to decline at 5 dpi, but were still highest in the heart. The viral titer in the spleen decreased dramatically at 5 dpi compared with that at 3 dpi, whereas the viral titer in the brain reached 103.8 copies. No virus was detected in the control group. In summary, DTMUV replicated quickly in many organs, leading to systemic impairment.


[image: image]

FIGURE 1 | Viral titers in DTMUV-infected ducks at 1, 2, and 3 dpi. Data are expressed as means ± standard deviations (n = 3), and each sample was analyzed in triplicate.


Expression of PRR mRNAs in DTMUV-infected Ducks

We detected the expression of PRRs (Rig-1, Mda5, and Tlr3) in the brains and spleens of ducks infected with DTMUV during the early post infection period. In the brain, the expression of Rig-1 and Mda5 was upregulated during the first 3 days of infection, and peaked at 2 dpi and 3 dpi, respectively (4.13-fold and 20.60-fold, respectively, P < 0.05; Figures 2A,B). Tlr3 was expressed at 1 dpi (1.35-fold), peaked at 2 dpi (28.54-fold, P < 0.05), and remained high at 3 dpi (13.49-fold, P < 0.05; Figure 2C).
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FIGURE 2 | Expression of immune-related genes in the brains of DTMUV-infected ducks. (A) Rig-1, (B) Mda5, (C) Tlr3, (D) Il-1β, (E) Il-2, (F) Il-6, (G) Cxcl8, (H) Mx, (I) Oas, (J) Pkr, (K) Ifn-α, (L) Ifn-β, (M) Ifn-γ, (N) Mhc-I, and (O) Mhc-II. The Y axis represents the fold change in target gene expression in the experimental group versus that in the control group. Data are expressed as means ± standard deviations (n = 3). Differences were evaluated with Student’s t-test and were considered significant at *P < 0.05.


In the spleen, the expression of Rig-1 was upregulated at 1 dpi (2.89-fold) and peaked at 2 dpi (13.62-fold, P < 0.05), and then decreased slightly at 3 dpi (9.71-fold, P < 0.05; Figure 3A). Mda5 transcripts were detected at 1 dpi (10.29-fold, P < 0.05), peaked at 3 dpi (18.77-fold, P < 0.05; Figure 3B). There was an 18.34-fold increase in Tlr3 mRNA at 1 dpi, which then decreased significantly at 2 dpi (1.57-fold) and decreased further at 3 dpi (0.81-fold; Figure 3C). These data indicate that Rig-1, Mda5, and Tlr3 are involved in the host immune response to DTMUV, and that the roles they play might differ with time.
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FIGURE 3 | Expression of immune-related genes in the spleens of DTMUV-infected ducks. (A) Rig-1, (B) Mda5, (C) Tlr3, (D) Il-1β, (E) Il-2, (F) Il-6, (G) Cxcl8, (H) Mx, (I) Oas, (J) Pkr, (K) Ifn-α, (L) Ifn-β, (M) Ifn-γ, (N) Mhc-I, and (O) Mhc-II. The Y axis represents the fold change in target gene expression in the experimental group versus that in the control group. Data are expressed as means ± standard deviations (n = 3). Differences were evaluated with Student’s t-test and were considered significant at *P < 0.05.


Cytokine Expression in DTMUV-infected Ducks

To determine the induction of proinflammatory cytokines in ducks infected with DTMUV, we determined the expression levels of Il-1β, Il-2, Il-6, Cxcl8, and the type I and II Ifn genes. In the brain, the expression of Il-1β was downregulated at 1 dpi and 2 dpi, but upregulated at 3 dpi (5.30-fold, P < 0.05; Figure 2D). Il-2 expression was downregulated 0.53-fold at 1 dpi but upregulated 1.73-fold at 2 dpi, after which it decreased slightly at 3 dpi (1.08-fold; Figure 2E). The expression of Il-6 and Cxcl8 showed similar tendencies during the 3 days tested, with reduced expression (0.72-fold and 0.18-fold, respectively) at 1 dpi, which gradually increased to a peak at 3 dpi (47.78-fold and 16.05-fold, respectively, P < 0.05; Figures 2F,G). The patterns of type I and II Ifn expression differed in the brain. The expression of Ifn-α was downregulated at 1 dpi (0.55-fold) and gradually upregulated at 2 dpi, reaching its highest level at 3 dpi (1.96-fold; Figure 2K). The expression of Ifn-β was downregulated at 1 dpi, slightly upregulated at 2 dpi (1.29-fold), and downregulated again at 3 dpi (Figure 2L). The expression of Ifn-γ was downregulated at all time points (Figure 2M).

In the spleen, the expression of Il-1β and Cxcl8 was highest at 1 dpi (3.94-fold and 10.36-fold, respectively, P < 0.05), and then decreased slightly in the following 2 days (Figures 3D and G). The expression of Il-2 was upregulated at 1 dpi (4.17-fold, P < 0.05), decreased gradually by 2 dpi, and was downregulated at 3 dpi (0.82-fold; Figure 3E). Il-6 mRNA expression increased constantly, peaking at 3 dpi (160.10-fold, P < 0.05; Figure 3F). The high expression of Ifn-α was maintained for 2 days (11.84-fold at 1 dpi and 11.02-fold at 2 dpi, P < 0.05), but decreased to 3.10-fold at 3 dpi (Figure 3K). The expression of the Ifn-β gene was markedly upregulated at 1 dpi and 3 dpi (38.38-fold and 46.63-fold, respectively, P < 0.05), but less so at 2 dpi (9.78-fold; Figure 3L). Unlike its expression in the brain, the expression of the Ifn-γ gene was higher than in the control at 1 dpi and 2 dpi (3.05-fold and 2.18-fold, respectively), but was downregulated at 3 dpi (0.09-fold, P < 0.05; Figure 3M). These results show that the expression of various cytokines is induced in DTMUV-infected ducks, and that the expression patterns of some cytokines are variable. In summary, the expression of Il-6 was most significantly increased during the early period of DTMUV infection and the type I Ifns played a key role in the duck’s response to DTMUV in the same period.

Expression of Antiviral Proteins in DTMUV-infected Ducks

Antiviral proteins are effective components of the response to viral infections, so we investigated the expression of several antiviral proteins, including MX, OAS, and PKR. The three antiviral proteins showed similar trends in the brain: the expression of all of them increased during the 3 days tested. In the brain, the expression of the Mx and Oas genes was upregulated 65.01-fold and 72.84-fold, respectively, at 1 dpi (P < 0.05), increased 431.61-fold and 298.52-fold, respectively, at 2 dpi (P < 0.05), and showed dramatic increases of 1733.20-fold and 2375.16-fold, respectively, at 3 dpi (P < 0.05; Figures 2H,I). Pkr expression was gradually increasing during the tested days and peaked at 3 dpi (5.91-fold, P < 0.05; Figure 2J). However, in the spleen, the expression of these antiviral proteins was variable. Mx and Oas expression was significantly increased at 1 dpi (67.26-fold and 60.97-fold, respectively; P < 0.05) and at 2 dpi (172.67-fold and 144.55-fold, respectively; P < 0.05), and then decreased at 3 dpi (Figures 3H,I). Pkr mRNA expression was significantly upregulated at 1 dpi (21.07-fold, P < 0.05), and gradually declined in the following 2 days (9.81-fold and 5.06-fold, respectively, P < 0.05; Figure 3J).

These data demonstrate that the expression of some antiviral proteins, especially MX and OAS, increased significantly in the brains and spleens of DTMUV-infected ducks, indicating that they play important roles in resisting DTMUV infection.

Expression of MHC Class I and II Molecules in DTMUV-infected Ducks

To confirm whether MHC-I and -II molecules are involved in the host immune responses to DTMUV, we examined their expression in the first 3 days after infection. The expression of both Mhc-I and -II molecules was upregulated in the brains of the infected ducks, peaking at 3 dpi (64.08-fold and 6.26-fold, respectively, P < 0.05; Figures 2N,O). In the spleen, Mhc-I gene expression was upregulated 2.84-fold at 1 dpi and 5.55-fold at 2 dpi, peaking at 3 dpi (8.99-fold, P < 0.05; Figure 3N). However, the expression of Mhc-II molecules was downregulated in the spleen on all 3 days examined (Figure 3O). These results indicate that both MHC-I and -II molecules are involved in the duck immune responses to DTMUV.

Discussion

It has been reported that Tembusu virus causes a disease in chickens that is characterized by encephalitis and growth retardation (Kono et al., 2000), but does not do so in ducks. However, DTMUV caused serious outbreaks of disease in ducks in 2010, involving severe economic losses (Su et al., 2011; Yan et al., 2011). This difference in the pathogenicity of Tembusu virus is determined by many factors, especially the host immune response. Here, we systematically examined the expression of immune-related genes at the mRNA level and the distribution of the virus in DTMUV-infected ducks.

The pathogenicity of DTMUV in ducks correlates directly with the level of virus in the tissues. In this study, the viral titer at 1 dpi was highest in the spleen, indicating that the spleen is the target organ of DTMUV (Jiang et al., 2012). The viral titers in all the tissues tested peaked at 3 dpi, except in the spleen and pancreas, and gradually decreased to 5 dpi (Figure 1). These results show that DTMUV replicates rapidly in the parenchymal organs, including the brain, and that DTMUV causes viremia and disrupts the blood–brain barrier in a short period of time. High levels of virus in their tissues may have been the main cause of death in some infected ducks.

The innate immune response of the host is the primary mechanism for resisting and clearing viruses during the early stage of infection. Viral genomes and replication products are sensed by key PRRs, such as Rig-1, Mda5, and Tlr3/7/8 (Pichlmair and Reis e Sousa, 2007), and both WNV and DENV-2 trigger RIG-1 and MDA5 signaling (Fredericksen et al., 2008; Green et al., 2014). However, The role of TLR3 involved in Flavivirus infection is controversial. It has recently been demonstrated that DENV activates TLR3 signaling cascades, leading to the transcription of IFN-α/β in mononuclear cells (Tsai et al., 2009). WNV inhibited the TLR3-mediated production of IL-6 and an antiviral state (Scholle and Mason, 2005; Wilson et al., 2008), and Wang et al. (2004) had proved that viral titers and neuropathology were reduced in the brain of WNV-infected TLR3-deficient mice comparing to the control (Wang et al., 2004), which suggesting TLR3-mediated inflammatory response may disrupt the blood-brain barrier and accelerate the WNV into the CNS (Fredericksen and Gale, 2006; Matsumoto et al., 2011). In our study, the expression of Rig-1, Mda5, and Tlr3 was upregulated in the brain and spleen during the period of infection tested, although the expression of Tlr3 was not upregulated in the spleen at 3 dpi (Figures 2C and 3C). We also found that Tlr3 expression was significantly upregulated in the brain at 2 dpi (28.54-fold, P < 0.05), but decreased to 13.49-fold at 3 dpi, whereas Mda5 was markedly increased (20.60-fold) at that time (Figures 2B,C). In the spleen, the expression of Tlr3 increased at 1 dpi (18.34-fold, P < 0.05), but decreased to 1.57-fold at 2 dpi and was further downregulated at 3 dpi, whereas Rig-1 and Mda5 were significantly upregulated at 2 dpi and 3 dpi (13.62-fold and 18.77-fold, respectively, P < 0.05; Figures 3A,B). These results suggest that the different PRRs may play key roles at different times. It was recently reported that RIG-1 and MDA5 are required for the recognition of WNV: RIG-1 is considered to trigger the expression of immune-related genes early in infection, whereas MDA5 signaling occurs later (Errett et al., 2013).

The activation of PRRs induces the expression of cytokines and antiviral proteins, including IL-1β, IL-2, TNF-α, MX, and OAS, which alert the immune system to viral infection. Here, we examined several cytokines and found that the expression of Il-1β, Il-2, Il-6, and Cxcl8 increased in the spleen on the days examined, with Il-6 expression particularly elevated (160.12-fold at 3 dpi, P < 0.05). In the brain, all the cytokines tested were downregulated at 1 dpi, but upregulated at 3 dpi, and Il-6 was again most strongly upregulated (47.78-fold, P < 0.05). A previous study suggested that Il-6 is more robustly induced in chickens than in ducks, which may be responsible for the different symptoms observed in the two species after influenza virus infection (Liang et al., 2011). In mammals, “cytokine storms” are believed to contribute to more severe pathological lesions and higher rates of death (Chan et al., 2005). Similar results were also observed in ducks infected with the highly pathogenic avian influenza virus H5N1 (Wei et al., 2013a). In the present study, 28% of the DTMUV-infected ducks died, suggesting that the excessive expression of cytokines, such as Il-6 and Cxcl8, and the rapid replication of DTMUV in various tissues may have caused the deaths of the infected ducks.

Type I IFN production is a typical innate defense against viral infection and the expression of antiviral proteins contributes to viral clearance. The expression of the most genes including the Mx, Oas have increased in brain and spleen from the mice infected with WNV, which suggesting that the gene products may be involved in the protection against WNV (Venter et al., 2005). In this study, Ifn-α/β expression was significantly induced in the spleen early in infection. The expression of Mx and Oas increased significantly in the brain and spleen, but failed to prevent massive viral replication and was insufficient to protect the ducks from DTMUV. A similar phenomenon has been observed in geese and chickens infected with highly pathogenic avian influenza virus H5N1 (Daviet et al., 2009; Wei et al., 2013b).

MHC molecules can activate the acquired immune response to eliminate a viral infection, and some viruses inhibit MHC-I expression. In our study, the upregulation of Mhc-I was observed in the brains and spleens of infected ducks (Figures 2N and 3N), which is not surprising because the upregulation of Mhc-I has been observed during infection with DENV and WNV. This phenomenon has only been observed in the genus Flavivirus, and not in the other two genera, hepatitis C virus and the pestiviruses. However, the definitive role of Mhc-I upregulation during Flavivirus infection is unclear (Lobigs et al., 2003). In the present study, the production of Mhc-II increased slightly in the brain, but was downregulated in the spleen throughout the experimental period (Figures 2O and 3O). Mhc-II is also reportedly downregulated in response to avian influenza virus infection in vivo and in vitro (Adams et al., 2009; Liang et al., 2011; Cagle et al., 2012).

In summary, DTMUV induces the upregulation of Rig-1, Mda5, and Tlr3 expression in ducks, resulting in the activation of Ifns and several interferon-stimulated genes, including proinflammatory cytokines and antiviral proteins. Although various antiviral proteins and Ifns were induced, they did not provide adequate protection against DTMUV infection in ducks, and the excessive host immune responses, including massive Il-6 expression, and the rapid replication of DTMUV damaged the host, leading to serious disease and even death. As far as we know, this is the first report of the immune-related gene expression in response to DTMUV infection in ducks. We have attempted to provide a comprehensive picture of the duck immune responses to DTMUV infection. Our results provide useful information concerning the relationship between DTMUV and the host immune response, and insight into the pathogenesis of DTMUV attributable to host factors.
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Feeding a High Concentration Diet Induces Unhealthy Alterations in the Composition and Metabolism of Ruminal Microbiota and Host Response in a Goat Model
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There is limited knowledge about the impact of long-term feeding a high-concentrate (HC) diet on rumen microbiota, metabolome, and host cell functions. In this study, a combination of mass spectrometry-based metabolomics techniques, 454 pyrosequencing of 16S rDNA genes, and RT-PCR was applied to evaluate the changes of ruminal microbiota composition, ruminal metabolites, and related genes expression in rumen epithelial cells of lactating goats received either a 35% concentrate diet or a 65% concentrate diet for 4 or 19 weeks, respectively. Results show that feeding a HC diet reduced the microbiota diversity and led to the disorders of metabolism in the rumen. The concentrations of lactate, phosphorus, NH3-N and endotoxin Lipopolysaccharide in ruminal fluids, and plasma histamine, lactate and urine N (UN) were increased significantly in goats fed with a HC diet. A significant increase of genes expression related to volatile fatty acids transport, cell apoptosis, and inflammatory responses were also observed in goats fed with a HC diet. Correlation analysis revealed some potential relationships between bacteria abundance and metabolites concentrations. Our findings indicate that a HC diet can induce ruminal microbiota dysbiosis and metabolic disorders, thus increasing risks to host health and potential harm to the environment.

Keywords: bacteria, gene expression/regulation, metabolism, goat, rumen

INTRODUCTION

A vast ensemble of ruminal microbiota including bacteria, archaea, ciliate protozoa, and anaerobic fungi provide important metabolic capabilities to digest cellulose-rich feedstuffs and to convert them into a wide range of nutrient compounds in order to sustain body maintenance and performance. A high-fiber diet and a stable microbiota community are necessary for keeping ruminants health. However, in the current feeding systems, particularly in the intensive management systems, it is a common strategy to feed large amounts of grains diet to ruminants due to the lack of quality forage and pursuing high milk yield (Bal et al., 1997; Soriano et al., 2000; Boerman et al., 2015). It is well known that feeding excessive amounts of non-structural carbohydrates and highly fermentable forages to ruminants commonly result in subacute ruminal acidosis (SARA), a common metabolic disease prevalent in high-producing animals (Klevenhusen et al., 2013). Previous evidence showed that SARA can be experimentally induced by feeding 50∼65% proportion of grain diet to ruminants (Tao et al., 2014a,b).

Animals suffering from SARA are usually accompanied with ruminal microbiota dysbiosis in bacteria, protozoa, anaerobic rumen fungi, archaea, and bacteriophages (Jami et al., 2013; Pitta et al., 2014). Currently, utilization of next generation sequencing technology (NGS) can describe the microbiome diversity and various factors that influence bacterial dynamics in greater resolution than ever before (Hristov et al., 2012). In previous studies (Mao et al., 2016), the alterations of ruminal microbiota were found in SARA ruminants fed with high-concentrate (HC) diets for a relatively short-term showing a decrease of Bacteroidetes, but an increase in Firmicutes. However, the effects of long-term feeding HC diets on the composition and structure of ruminal microbiota, metabolism and host responses are unknown. In this study, we used 454 pyrosequencing methods to investigate the changes of the structure and component of rumen microbiota in lactating dairy goats fed with a HC diet for short (4 weeks) or long (19 weeks) periods.

As one of the “core microbiome” (Mao et al., 2016), Firmicutes has a strong association with the biological fiber degradation (Koike et al., 2010). Methane is mainly produced by ruminal archaea, which is responsible for methane production in the rumen (Johnson and Johnson, 1995), and Methanobrevibacter is the most common genus in archaea (Poulsen et al., 2013). Methane is currently regarded as one of the most prevalent greenhouse gas, largely emitted from farm animal activities particularly from ruminants. Moreover, several toxic and inflammatory compounds were also found in the rumen (Saleem et al., 2012). Lipopolysaccharide (LPS) is typically released by the Gram-negative bacteria following the bacteria dying in the rumen (Mao et al., 2016). Histamine can alter rumen epithelial barrier and increases passive permeability (Mikelis et al., 2015).

Volatile fatty acids (VFAs) and microbial crude protein (MCP) are the principal products of bacteria fermentation (Russell et al., 1992). VFAs provide 70% of energy for ruminants, whereas excessive amount of VFAs will cause a considerable drop in rumen pH, push the activation of monocarboxylate transporters (MCTs), and other transport genes in the ruminal epithelium (Gabel et al., 2002). Mao et al. (2016) reported a significant decrease of saturated fatty acid and an increase of amine and phenylacetate concentrations in ruminal fluids of SARA animals. Rumen metabolic disorders associated with altering ruminal microbiota compositions are at high risks for developing diseases, particularly metabolic diseases including lameness, mastitis and laminitis (Zebeli and Metzler-Zebeli, 2012). Metabolomics can help us comprehensively understand the metabolism of microorganisms in the rumen.

Lipopolysaccharide may activate host cells via toll-like receptor 4 (TLR4) signaling pathway and induce the production and release of pro-inflammatory cytokines (Gruys et al., 2005). Feeding a HC diet for a short-term can induce the ruminal disturbance, a local inflammatory response in the ruminal epithelium, and even the systemic inflammation (Hook et al., 2011). However, information regarding the effects of long-term feeding HC diet on ruminal bacteria composition, metabolism, and the response of the epithelial cells has not been reported in ruminants. In this study, we used a combination of the 454 bar-coded pyrosequencing strategy and the gas chromatograph mass spectrometer (GC-MS) technique to investigate the effects of feeding a HC diet for short- and long-term on the alterations in ruminal microbiota and their metabolites, using goats as a model. Moreover, the relationships between microbiota abundance, ruminal metabolites, and genes expression related to host cells function were also analyzed in the present study.

MATERIALS AND METHODS

Ethics

The Institutional Animal Care and Use Committee (IACUC) of Nanjing Agricultural University approved all animal procedures. The “Guidelines on Ethical Treatment of Experimental Animals” (2006) No. 398 set by the Ministry of Science and Technology, China and the Regulation regarding the Management and Treatment of Experimental Animals” (2008) No. 45 set by the Jiangsu Provincial People’s Government, was be strictly followed during the slaughter and sampling procedures.

Animals and Experimental Procedures

In brief, 15 healthy, mid-lactating goats (Guanzhong dairy goats) with an average initial body weight of 49.7 ± 5.5 kg (mean ± SD) were housed in individual pens in a standard animal feeding house at Northwest A&F University (Shanxi, China). Prior to the experiment, all goats were allowed free access to a control diet containing a forage to concentrate ratio of 65:35 for 2 weeks. Ingredients and chemical composition of the experimental diets were shown in Supplementary Table S1. After dietary adaptation, goats were randomly assigned to two groups, goats in the control group (n = 10) fed with a low concentrate (LC) diet containing 65% forage and 35% mixed concentrate for 19 weeks. High-grain long-term group (HL) five goats received a high-grain diet containing 65% mixed concentrate and 35% forage for 19 weeks. After 13 weeks, five goats from LC control group were randomly assigned to the high-grain short-term (HS) group received the same diet as in HL group for 6 weeks including 2 weeks dietary adaptation. All goats were fed daily at 08:00 and 18:00, respectively.

Samples Collection and Assay

At the end of the experiment, goats were slaughtered after overnight fasting. All goats were killed with neck vein injections of xylazine [0.5 mg (kg body weight)-1; Xylosol; Ogris Pharma, Wels, Austria] and pentobarbital [50 mg (kg body weight)-1; Release; WDT, Garbsen, Germany]. Blood samples were taken using heparin-containing vacuum tubes from jugular vein. Blood was centrifuged at 1,000 × g for 15 min at 4°C, extracted plasma in EP and stored at -20°C. Immediately after slaughter, the abdominal cavity was opened by midline incision, after that the rumen was carefully removed. The rumen was opened from the dorsal side and rumen fluid was collected and strained through four layers of cheesecloth and kept on ice until processing. The rumen tissue was then washed by PBS, collected and threw into liquid nitrogen immediately, then stored at -80°C until next process.

The rumen fluid samples were briefly centrifuged at 10,000 × g for 45 min at 4°C and the supernatant was aspirated gently to prevent its mixing with the pellet and passed through a disposable 0.22 μm LPS-free filter. The filtrate was collected in a sterile glass tube (previously heated at 180°C for 4 h) and heated at 100°C for 30 min. The ruminal LPS was detected by Chromogenic End-point Tachypleus Amebocyte Lysate Assay Kit (Chinese Horseshoe Crab Reagent Manufactory Co. Ltd, Xiamen, China) strictly following the manufacturer’s instructions. Histamine was detected with the enzyme linked immunosorbent assay kit (Shengxing Company, Nanjing, China) and strictly following the manufacturer’s instructions. The second portion of each rumen fluid sample was centrifuged at 3,000 × g for 15 min at 4°C immediately after collection and the supernatant was collected to analyze VFAs concentrations. The level of MCP, UN, NH3-N, lactate, and ruminal capase-3 enzyme activity was detected with the commercial assay kits (Jiancheng Company, Nanjing, China) strictly following the manufacturer’s instructions, respectively.

RNA Isolation, cDNA Synthesis and Real-Time PCR

Total RNA was extracted from rumen samples with Trizol Reagent (Takara, Dalian, China). Concentration and quality of total RNA were monitored by NanoDrop ND-1000 Spectrophotometer (Thermo, USA). Then, total RNA was treated with RNase-Free DNase (M6101, Promega, USA) and reverse transcribed. Two microliter of diluted cDNA (1:40, vol/vol) was used for real-time PCR, which was performed in Mx3000P (Stratagene, USA). GAPDH was not affected by the experimental factors, and was chosen as the reference gene. All primers used in this study were synthesized by Generay Company (Shanghai, China). The method of 2-ΔΔCt was used to analyze the real-time PCR results and gene mRNA levels were expressed as the fold change relative to the mean value of control group. Primers sequences are listed in Supplementary Table S3.

Metabolite Profiling of the Ruminal Fluid

The rumen fluid was thawed at room temperature, and centrifuged at 3,000 × g for 15 min at 4°C. Two hundred microliter of the supernatant was removed to 1.5 mL centrifuge tube, mixed with 10 μL dichlorobenzene alanine, then centrifuged at 13,000 × g for 15 min at 4°C, the supernatant removed to 200 μL tube. Twenty milligram methoxyammonium hydrochloride dissolved into 1 mL of pyridine was added to the sample after drying in 30 μL, and vortexed until completely dissolved, placed in 37°C incubator 90 min, then added 30 μL BSTFA at 70°C oven for 1 h.

Using Agilent7890A / 5975C GC-MS analysis of GC-MS platform for metabolomics sample data acquisition. Capillary column is the Agilent J&W Scientific’s HP-5 ms (30 m × 0.25 mm × 0.25 μm). Instrument parameters set as follows: inlet temperature of 280° C, EI ion source temperature of 230°C, quadrupole temperature 150°C, high purity helium (purity greater than 99.999%) as a carrier gas, splitless into Injection volume 1.0 μL. Temperature program: initial temperature of 80°C, maintaining the 2 min, 10°C/min speed was raised to 320°C, and maintained 6 min. Full scan mode using mass spectrometry, mass spectrometry in the range of 50–550 (m/z). Random sequence of consecutive samples analyzed, to avoid the impact due to signal fluctuations caused by the instrument.

XCMS package of R software was used to treat LC/MS data, and then the EXCEL2007 software was used to delete the impurity peaks. Finally, two-dimension data matrix data was obtained. The matrix was created through the SIMCA-P software (Version 13.0) to analyze PCA, PLS-DA and the loading plot in the end.

DNA Extraction and 16S rDNA Gene Amplicon Pyrosequencing

Two-milliliter ruminal fluid was used for DNA extraction by PowerFecal® DNA Isolation Kit (Mobio) strictly according to the manufacturer’s instructions. DNA samples were stored at -80°C for further processing. DNA purity was verified through agar gel electrophoresis, and was diluted to the concentration of 1.0 ng/μL. DNA was used as template to amplify the 16S V3-V4 region using specific primers with Barcode. The efficient hi-fi PCR enzyme and the Phusion® High-Fidelity PCR Master Mix with GC Buffer (New England Biolabs) were added to insure the amplification efficiency and accuracy. The production of PCR was verified by electrophoresis in 1.5% agarose gel, and then recycled by gel extraction kit (qiagen). The database was made with TruSeq® DNA PCR-Free Sample preparation Kit, and then used HiSeq2500 PE250 to sequencing.

Accordance to the Barcode and PCR primers sequences, raw tags were got by the FLASH (V1.2.71. Further, high quality clean tags were obtained through strict filtering processing by the Qiime (V1.7.02). The UCHIME Algorithm3 and gold database4 were used to detect chimeric sequences, removed them and acquired the effective tags. Effective tags were clustered to the Operational Taxonomic Units (OTUs) by Uparse (v7.0.10015). The most abundant sequence within each OTU was designated as the representative sequence. The RDP classifier (Version2.26) and GreenGene database7 were used to species annotation. PyNAST (Version 1.2) and Green Gene “Core Set” data information in the database were used for multiple sequence alignment to get the representative sequences’ phylogenetic relationship. Qiime (Version 1.7.0) was used to calculate the alpha diversity and the beta diversity. The unweighted PCoA analysis was carried out by the R (Version 2.15.3) with the WGCNA, stats and ggplot2 packages. V3–V4 region can detect the bacteria and archaea (Berg et al., 2012; Michelsen et al., 2014). We analyzed the bacteria and archaea, respectively.

Statistical Analysis

Data are presented as means ± SEM. The data were tested for normal distribution and analyzed by Student’s unpaired t-test using SPSS software packages (SPSS version 19.0 for Windows; SPSS Inc., Chicago, IL, USA). Data were considered statistically significant when P < 0.05. The numbers of replicates used for statistics were noted in the figures. The correlation was made by the corrplot package of the R software.

RESULTS AND DISCUSSION

Alteration of VFAs and Abnormal Fermented Products after Feeding a HC Diet

Feeding a HC diet to lactating goats induced abnormal fermentation in rumen. Although there were no significant alternations of VFA concentrations in ruminal fluid among LC, HS, and HL groups, most of them showed a decrease in HC fed goats compared to LC. The ratio of acetate/propionate (A/P) was also decreased in HC goats and reached a significant decrease in HL group (P = 0.04) compared to LC (Table 1), indicating the alternation of fermentation type in rumen. Ruminal NH3-N, UN, phosphorus, and LPS concentrations were significantly increased in HS and HL goats (P < 0.05; Table 1). Compared to LC, ruminal lactate (LA) and MCP, as well as plasma histamine, LA, and UN concentrations also increased in animals fed with HC diet, particularly in the HL group (P < 0.05; Table 1).

TABLE 1. Concentrations of metabolites in ruminal fluid and plasma.
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Although VFAs concentrations in ruminal fluids were generally decreased in HC fed goats compared to LC goats, the total amount of VFA was not markedly affected by the HC diet, which was consistent with the earlier studies (Sun et al., 2015). It was reported that a lower proportion of acetate to propionate was caused by a lower fermentation of cellulose in rumen (Ribeiro et al., 2005). In this study, a significant decrease of the ratio of acetate to propionate in HL goats may indicate a lower cellulose fermentation in rumen. Moreover, increasing the proportion of butyrate in the current study was consistent with previous studies in vitro (Vallimont et al., 2004; Ribeiro et al., 2005) and in vivo (Martel et al., 2011; Oba et al., 2015). Unaffected production of branched-chain VFA (isobutyrate and isovalerate) was consistent with earlier studies (Li et al., 2014). It is widely accepted that large amount of lactate leads to an acute ruminal acidosis, and lactate is one of major products in a rapid fermentation process (Nagaraja and Titgemeyer, 2007). Lactate can cross the rumen wall and be dissolved in blood to leading an increase of plasma lactate as observed in the HS and the HL groups.

Absorption and utilization of nitrogen is promoted in lactating goat by feeding a HC diet. Our results demonstrated that the concentration of NH3-N was remarkably increased in the HS and HL groups compared to the LC (Table 1), which was consistent with the previous studies (DeFrain et al., 2004; Ariko et al., 2015). Increased nitrogen suggests a more intense proteolysis (Bunthof et al., 2001). We did not find significant changes of UN in urine among the control, the HS, and the HL groups, indicating that urea might be utilized in other metabolic pathways. We found that ruminal phosphate concentration was significantly increased in the HS and the HL groups, compared to the control group (Table 1). However, feeding a HC diet did not change the level of phosphate in blood. Therefore, we speculated that excessive amount of ruminal phosphate was eliminated from the body through urine or feces, which will throw a potential risk to environment through methane emission.

It’s well known that some metabolic diseases occurred in ruminants including acidotic rumenitis (Underwood, 1992) and laminitis (Nilsson, 1963), have been found to directly correlate with the level of endogenous histamine. In the Groot’s (1998) study, histamine altered rumen epithelial barrier function by trans-epithelial electrolyte transportation and increased the passive permeability. In this study, the level of histamine in plasma was markedly increased in the HS and HL groups compared to control. High level of endogenous histamine and endogenous LPS pose a high risk to induce metabolic related diseases in lactating ruminants after digested a HC diet, as observed in the farm practice.

Alteration of Ruminal Flora

In total, 910,696 reads were obtained for the bacterial 16S rRNA genes by pyrosequencing analysis. After screening these gene sequences with strict criteria, 702,001 valid sequences were obtained, accounting for 86.62% of the raw reads. The common shared numbers among three groups were shown in Venn diagram (Figure 1A). The HS group had the highest number of unique sequences (220 OTUs), followed by the LC group (151 OTUs) and the HL group (55 OTUs). Additionally, there were 1139 OTUs (around 56% of total OTUs) shared among three groups. At phylum level, Firmicutes was the most abundant bacteria, with an average relative abundance of 55.10% (Figure 1B). Bacteroidetes were the second type with an average relative abundance of 37.82% (Figure 1B). We observed a notable phylum-wide shift in the Cyanobacteria and Verrucomicrobia induced by the HC diet. The Cyanobacteria abundance was significantly decreased in the HS group compared to the LC group, while Verrucomicrobia was significantly decreased in the HL group compared to the HS (Figure 1B).
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FIGURE 1. (A) Venn diagram demonstrates overlap of bacterial OTUs at 3% dissimilarity level for low concentrate (LC), high-grain short-term (HS) and High-grain long-term group (HL) group. (B) Effects of length of concentrate to forage diets on the compositions of microbial phylum (as a percentage of the total sequence).



The diversity of bacteria in rumen fluid was present by Shannon index, Chao value, and ACE index. Shannon index was markedly reduced in HS (P = 0.02) and HL (P < 0.01) groups compared to LC control group (Figure 2A). Chao1 values were observed in the HS group (P < 0.01; Figure 2B). ACE values were significantly decreased in the HS (P < 0.01) and HL (P = 0.02) groups (Figure 2C). Taken above together, feeding a HC diet induces a dramatic decrease of the diversity of ruminal bacteria particularly in long-term feeding group.
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FIGURE 2. Changes in ruminal microbial richness and diversity as a result of LC, HS and HL. (A) The bacterial richness estimated by the Shannon index. (B) The bacterial diversity estimated by the Chao1. (C) The bacterial diversity estimated by the ACE. (D) Unweighted principal coordinate analysis (PCOA) of rumen bacteria microbiota.



Previous studies demonstrated that feeding a HC diet for 4∼6 weeks altered ruminal microbiota, which commonly caused a negative impact on the bio-diverse ecosystem (Mao et al., 2016). We found that PCoA (Figure 2D) can notably show the significant differences of ruminal bacterial composition among control, HS, and HL groups, which demonstrated that feeding a diet shifted from 35% concentrate to 65% proportion for 4 weeks changed the bacterial composition abruptly and unstably. However, after 19 weeks adaptation microbiota compositions maintained stability, but exhibited a lower richness and diversity than LC control group. The PCoA with unweighted UniFrac distances demonstrated that samples from LC group were clearly separated from HS and the HL groups. Moreover, the intragroup variation in HS goats was obviously presented by PCoA analysis indicating an unstable composition of ruminal microbiota.

Ruminants fed with HC diets are associated with an altered rumen microbiota. Supplementary Figure S1 shows that at genus level, there is 10 genus markedly changed among top 50 abundance OTUs by HC diet (P < 0.10). The abundance of Bulleidia, Paracoccus, Pseudoramibacter_Eubacterium, Atopobium, and Selenomonas were increased through the HC diets (Supplementary Figure S1). However, the level of Oscillospira, YRC22, Bacteroides, CF231, and Akkermansia were significantly decreased in the HC group (Supplementary Figure S1). In Mao et al. (2016) study, the population of Prevotella, Papillibacter, Lysinibacillus, Thalassospira, Succiniclasticum, as well as some unclassified bacteria were decreased in the HC groups, while the abundance of Butyrivibrio, Mogibacterium, Acetitomaculum, and unclassified Anaerolineaceae were increased by the HC diet. The changes in the percentage of bacterial are approximately 20∼40% in Mao et al. (2016) study. The alterations of the bacteria were approximately 4%. The alteration of ruminal flora caused by the origin of animals and different management (Petri et al., 2013). High abundance of OTUs alteration could replace other OTUs that take over the analogous functions (Taxis et al., 2015), and geographical differences could also possibly affect the composition of bacteria.

The abundance of Selenomonas, Atopobium, Bulleidia, Paracoccus, and Pseudoramibacter_Eubacterium were increased. Selenomonas is classified into two subspecies (subsp): subsp. lactilytica with a capacity to utilize lactate, and incapable of utilizing lactate subsp. ruminantium (Asanuma et al., 2015). However, Selenomonas ruminantium is a representative nitrate and nitrite reducing ruminal bacterium (Asanuma et al., 2002). It is reported that an increase in nitrate and nitrite in ruminal contents induced the abundance increase of Selenomonas ruminantium (Asanuma et al., 2015). The increase of lactate and “N” nutrients can contribute to the increase of Selenomonas. As a Gram-positive anaerobic bacterium, Atopobium utilizes sugars and plays an important role in developing SARA (Harmsen et al., 2000; Mao et al., 2013). In this study, we found that the population of Atopobium was increased by feeding the HC diet, as reported in previous studies (Mao et al., 2013). It is consistently found that feeding a HC diet is likely to induce SARA disorders and other related metabolic diseases in ruminants, particularly in lactating dairy cows (Mao et al., 2016).

We found that the level of Bacteroides, Oscillospira, Akkermansia, CF231, and YRC22 were decreased by the HC diet. Bacteroides is one of ureolytic bacteria in rumen (Slyter et al., 1968) and can produce succinic acid (Davies et al., 2007). Zhou et al. (2012) reported that the reduction potential can inhibit the growth of Bacteroides. In the present study, UN was considerably increased, possibly contributing to the decrease of Bacteroides. As a Gram-positive bacterium, Oscillospira is the first described bacterium (Chatton and Pérard, 1913) involved in the degradation of plant cell wall (Yanagita et al., 2003). Mackie et al. (2003) found that the abundance of Oscillospira in rumen was diet-dependent and reaching the maximum level after feeding fresh-forage diets. Akkermansia is involved in mucosa development, as well as maintenance of intestinal integrity by utilizing mucin and antimicrobial (Everard et al., 2013). Moreover, the decrease of CF231 and YRC22 in ruminal fluids may be caused by higher level of nitrate (Zhao et al., 2015).

It’s very important to note that the abundance of methanogens has a trend to increase in the HS group compared to LC (Figure 3). Mao et al. (2016) reported that SARA ruminants produced a higher level of methanogens than control healthy counterparts. Inconsistently, in Hook et al. (2011) study four non-lactating Holstein dairy cows fed with a HC diet for 3 weeks did not affect the methanogen density in the rumen. We found that the level of methanogens exhibited an increased tendency in the HS group. As the prevalent greenhouse gas, methane is highly produced by ruminants and has a potentially harmful effect on the environment.
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FIGURE 3. Methanogens change. Methanogens change in three groups. Value with # superscripts means P < 0.1 compared to LC, and without # superscript means P > 0.1.



Shift of Metabolomics in Ruminal Fluid

Gas chromatograph mass spectrometer chromatograms of the ruminal fluid metabolites were displayed in Supplementary Figure S2. Numbers of visible peaks were separated by GC-MS analysis. After pairwise comparison, 31, 30, and 16 differentiated metabolites with VIP > 1 between two groups was presented in Supplementary Table S2. These metabolites altered by HC diet are involved in multiple biochemical processes in the rumen, such as gluconeogenesis. PLS-DA was used to identify the key compounds responsible for the score differences. There was an obvious separation between the score plots created by the first two components and three groups of samples cluster (Figure 4A). Each dot represents an observation sample, and the distance between two dots represents the similarity of the sample’s metabolite composition. We can observe the LC group cluster presented in the right portion; HS and HL groups were presented in the upper and lower portion of the left, respectively.
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FIGURE 4. Partial least squares discriminant analysis (PLS-DA) based on the rumen compounds data. (A) PLS-DA analysis scores plots discriminating among the rumen fluid LC, HS and HL. The different color represents different group. (B) Loading plot of all the commonly detected compounds projected into the PLS-DA model. The most important compounds responsible for the discrimination are labeled and colored in red.



In order to verify the differentiated metabolites among LC, HS, and HL groups, a PLS-DA loading plot was created (Figure 4B). The variable importance in the projection (VIP) combining with the student’s t-test (t-test) p values were used to identify which compounds was the most significant contribution in discriminating among the ruminal compounds of groups. Those compounds that were responsible (VIP > 1) for the significant difference between LC-HS, LC-HL and HS-HL were selected. Finally, 11 compounds were commonly differentiated among three groups (Table 2), and three of them including D-glucose, D-turanose and tetrasiloxane were significantly decreased, whereas eight metabolites including benzeneacetic acid, glutamine, hexadecanoic acid, L-tyrosine, malic acid, octadecanoic acid, oleic acid, and silanol were increased by feeding the HC diet. Silanol and tetrasiloxane may be derived from the forage, because they do not exist in any metabolic pathways. In this study, the relative density of phenylacetate acid in rumen was higher in the HS and the HL groups, which was consistent with the previous findings (Mao et al., 2016). In rumen, phenylacetate was synthesized by activity of ruminal microbiota by degrading plant constituents (Chesson et al., 1999). It has been reported that phenylacetate acid could be beneficial to the rumen bacteria (Kristensen, 1974). Our findings reveal a correlated response for phenylacetate and the proportion of some ruminal bacteria, strongly positive correlated with Oscillospira and Akkermansia, but negatively correlated with Paracoccus. The above results indicate that these microbes may be affected by phenylacetate, or collaboratively synthesize phenylacetate.

TABLE 2. Candidate ruminal compounds that significantly different among three groups.
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Feeding a HC diet to dairy goats dramatically reduced the level of D-glucose and D-turanose, which are both utilized by microbes in rumen (Evans and Martin, 2000). After absorption, propionate is utilized for synthesis glucose in liver. More utilization and less synthesis finally led to a decrease of D-glucose. D-Turanose can be metabolized by the bacteria as well, such as Elusimicrobium minutum (Geissinger et al., 2009) and Bacillus (Seo et al., 2013). Two amino acids, glutamine and L-tyrosine were identified in ruminal fluids. The greater concentration of glutamine in the HL group suggested more proteins degraded after feeding a HC diet. Both glutamine and L-tyrosine exhibited strong correlations with microbes including Bulleidia, Oscillospira, YRC22, CF231, and Akkermansia. It’s reasonable to speculate that these microbes may play an important role in producing or utilizing these two amino acids. In the current study, the amount of malic acid in the rumen was dramatically increased in the HS and HL groups compared to the control group, and a greater concentration of oleic acid and octadecanoic acid was also found in HC-fed goats. Malic acid can promote the utilization of lactate by Selenomonas ruminantium and then can prevent the decrease of ruminal pH (Castillo et al., 2004). Moreover, malic acid can increase the production of propionate (Khampa et al., 2006) and butyrate (Liu et al., 2009), and regulate the activity of some types of ruminal bacteria (Liu et al., 2009). The increase of octadecanoic acid comes from the hydrogenation of oleic acid, and the abundance of Bulleidia, Oscillospira, CF231 and Paracoccus is strongly correlated with the level of hexadecanoic acid and oleic acid.

Changes of Functional Genes Expression in Host Cells

In the present study, the results showed that the functional genes expressions in host epithelial tissues changed greatly by feeding a HC diet. The expression of VFAs transport genes including sodium/hydrogen exchanger 2 (SLC9A2), sodium/hydrogen exchanger 3 (SLC9A3), and sodium-potassium adenosine triphosphatase (Na/K ATPase) in ruminal epithelium was significantly increased by feeding HC diet (Figure 5A). It’s well known that intracellular pH is regulated in a certain physiological range, which is very important within cell homeostasis (Counillon and Pouysségur, 2000). Kiela et al. (2001) has reported that epidermal growth factor receptor (EGFR) can promote SLC9A2 expression. Consistently, we also found a significant increase of EGFR mRNA expression in ruminal epithelial tissues in HC-fed goats (Figure 5B). Monocarboxylate transporter 1 (MCT1) and 4 (MCT4) are involved in the transmembrane transport (Kirat et al., 2006; Connor et al., 2010). Taken together, the altered genes expression in the epithelial tissues indicate the changes of physiological functions including immunity, substrates transportation, as well as the homeostasis of the cross-talk between ruminal microbiota and the host proceeding the HC diet to lactating dairy goats.
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FIGURE 5. Gene expressions in rumen. GAPDH was used as the reference gene for the gene expressions. (A) Genes involved in substrates transport. (B) Genes involved in apoptosis, proliferation and antioxidant process. (C) Genes involved in inflammation response. Value with different small letter superscripts mean significant difference (P < 0.05), and with the same or no letter superscripts mean no significant difference (P > 0.05). (D) Effects of length of concentration to forage diets on concentration of caspase-3 activity.



Caspase-8 and the downstream effector caspase-3 (Strater et al., 1997), as well as B-cell lymphoma (Bcl-2) family (Nagata, 1997) were involved in the apoptotic process. In the present study, caspase-8 and BCL-2 associated X (BAX) mRNA expression were significantly increased in the HS and the HL groups compared to LC group (Figure 5B). Caspase-3 mRNA and enzyme activity (Figure 5D) were not significantly changed in the HL group, however, we found a strong positive correlation of caspase-3 and -8 with ruminal LPS levels. As an antioxidant enzyme, catalase (CAT) gene expression in epithelial tissues was significantly increased in the HS goats (Figure 5B), and showed a strong positive correlation with ruminal LPS level (Figure 6A). Inflammation is a major host defense reaction. The cytokines play a key role in the initiation, maintenance, and termination of the inflammatory reaction. Tumor necrosis factor-α (TNF-α), interleukin-1β (IL-1β), interleukin-6 (IL-6) and 8 (IL-8) are pro-inflammatory, while interleukin-10 (IL-10) is anti-inflammatory (Wojdasiewicz et al., 2014). The expression of IL-8 mRNA was markedly decreased, whereas the expression of IL-10 and glucocorticoid (GR) gene was dramatically increased in the host epithelial tissues after feeding a HC diet (Figure 5C). It’s well known that LPS stimulates the expression of pro-inflammatory cytokines via TLR4 signal pathway (Lu et al., 2008). However, most of cytokines expression were not altered in the HL group, which probably indicates the high tolerance of the host to ruminal endotoxin gradually, and eventually attenuate LPS responses (Ametaj et al., 2009).


[image: image]

FIGURE 6. (A) Correlation among the ruminal Lipopolysaccharide (LPS), bacteria, genes and the potential marker compounds. (B) Correlation analysis of 100 most abundant OTUs and the genes with LPS, only the significant (P < 0.05) correlations are depicted.



Correlation between Ruminal LPS, Genes Expression and Microbiome

A correlation analysis of the 100 most abundant OTUs and genes expression with ruminal LPS levels is shown in Figure 6A. LPS is a structural component of the cell wall of Gram-negative bacteria, recognized by TLR-4, and activates the immune response (Gruys et al., 2005). The increase of LPS always accompanies the reduction of Gram-negative bacteria (Khafipour et al., 2009). In this study, there are nine OTUs among the 100 most abundant OTUs, which is substantially correlated with LPS level (p < 0.05). All of these nine OTUs are Gram-negative bacteria. Moreover, our results showed that the level of ruminal LPS also depicted a strong correlation with epithelial apoptosis, proliferation, inflammation, and anti-oxidative stress in the host rumen tissues (r > 0.6, p < 0.05).

Correlation between Ruminal Microbiome and Metabolome

Correlation analysis within or between the bacteria and metabolite was conducted to investigate the potential co-occurrences as displayed with a correlation matrix (Figure 6B). In this context, 66 correlations (34.73%) were strong positively or negatively correlated (|r|≥ 0.6, p < 0.05). There were 31 correlations strong positively or negatively correlated (|r|≥ 0.6, p < 0.05) between OTUs and metabolite. Hexadecanoic acid and Bulleidia had the strongest positive correlation (r = 0.84, p < 0.01), and the strongest negative correlation were found between L-tyrosine and Oscillospira (r = -0.879, p < 0.01) in the bacteria and metabolite.

CONCLUSION

Feeding a HC diet to lactating ruminants induces abnormal fermentation, metabolic perturbations, and microbiota dysbiosis with reduced bacterial richness and diversity. The microbiota dysbiosis in the HS group is more severe than that in the HL group presented by PCoA analysis. Microbiota dysbiosis and the abnormal products, particularly LPS and histamine, in rumen or circulating system induced by a HC diet is largely associated with functional genes expression in ruminal epithelial tissues. Therefore, the homeostasis of ruminal microbial ecosystem is a vital point for keeping host cells physiological functions, animal welfare, and even the healthy environment.
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Most of the deaths that occurred during two large outbreaks of Streptococcus suis infections in 1998 and 2005 in China were caused by streptococcal toxic shock syndrome (STSS), which is characterized by increased vascular permeability. Heparin-binding protein (HBP) is thought to mediate the vascular leakage. The purpose of this study was to investigate the detailed mechanism underlying the release of HBP and the vascular leakage induced by S. suis. Significantly higher serum levels of HBP were detected in Chinese patients with STSS than in patients with meningitis or healthy controls. Suilysin (SLY) is an exotoxin secreted by the highly virulent strain 05ZYH33, and it stimulated the release of HBP from the polymorphonuclear neutrophils and mediated vascular leakage in mice. The release of HBP induced by SLY was caused by a calcium influx-dependent degranulation. Analyses using a pharmacological approach revealed that the release of HBP induced by SLY was related to Toll-like receptor 4, p38 mitogen-activated protein kinase, and the 1-phosphatidylinositol 3-kinase pathway. It was also dependent on a G protein-coupled seven-membrane spanning receptor. The results of this study provide new insights into the vascular leakage in STSS associated with non-Group A streptococci, which could lead to the discovery of potential therapeutic targets for STSS associated with S. suis.

Keywords: heparin binding protein, Streptococcus suis-associated streptococcal toxic shock syndrome, suilysin, vascular permeability

INTRODUCTION

Streptococcus suis has been recognized as an emerging zoonotic pathogen (Staats et al., 1997; Lun et al., 2007; Segura, 2009; Wertheim et al., 2009; Gottschalk et al., 2010). Since the first human infection was identified in 1968 in Denmark (Perch et al., 1968), more than 400 cases of S. suis infection have been reported worldwide during the subsequent four decades (Lun et al., 2007). Most of these cases presented as meningitis, septicemia, endocarditis, arthritis, or pneumonia (Staats et al., 1997; Lun et al., 2007). Two large outbreaks of S. suis serotype 2 (S. suis 2) infection in 1998 and 2005 in China affected more than 200 people and led to 52 deaths. Most of these deaths were caused by streptococcal toxic shock syndrome (STSS; Hu et al., 2000; Tang et al., 2006; Yu et al., 2006).

Streptococcal toxic shock syndrome associated with group A streptococci (GAS) is well recognized. A massive over-stimulation of T-cells is believed to be associated with STSS (Brown, 2004; Low, 2013). Superantigens (SAgs), including the streptococcal pyrogenic exotoxin serotypes A, C, and G–M as well as the streptococcal mitogenic exotoxin Z are involved in the molecular and pathological mechanism underlying STSS associated with GAS (Brosnahan and Schlievert, 2011). In addition to the SAgs, M protein, which is a highly conserved cell-surface protein of GAS that can induce strong inflammation, might also contribute to the development of STSS (Pahlman et al., 2006). However, S. suis is a non-GAS pathogen, and does not contain DNA sequences that are homologous to the genes encoding the SAgs or M protein, indicating that molecules other than the SAgs or M protein might be involved in the mechanism underlying the STSS outbreaks associated with S. suis in China (Tang et al., 2006).

Streptococcal toxic shock syndrome caused by S. suis 2, is characterized by acute high fever, vascular collapse, hypotension, shock, petechia, disseminated intravascular coagulation, and multiple organ failure (Tang et al., 2006; Yu et al., 2006). Vascular leakage is a fundamental mechanism of shock. Active polymorphonuclear neutrophils (PMNs) have been shown to release a broad spectrum of cytokines and other molecules that induce increased vascular permeability (Gautam et al., 1998, 2000, 2001). One of these molecules, heparin-binding protein (HBP), is thought to be a key mediator that induces vascular leakage (Gautam et al., 2001; Edens and Parkos, 2003). HBP is also known as azurocidin or CAP37, and has diverse functions. It is usually stored in the azurophilic granules and secretory vesicles in the PMNs (Tapper et al., 2002). The molecular mechanism underlying the release of HBP from the PMNs has been extensively investigated. Bacterial-derived M protein has been shown to bind to fibrinogen and interact with the ß2-integrins on the surface of the PMNs, stimulating the release of HBP (Herwald et al., 2004). HBP can also be released from the PMNs by other mechanisms, including PMN degranulation mediated by streptolysin O (Nilsson et al., 2006) and the lipid leukotriene B4 (LTB4)-mediated stimulation of the BLT1 receptor and phosphatidylinositol 3-kinase (PI3K) intracellular pathway (Di Gennaro et al., 2009). The molecular and pathological mechanisms underlying STSS that are not associated with GAS remain poorly understood (Hashikawa et al., 2004; Ekelund et al., 2005). In this study, we focused on the highly virulent S. suis 2 strain 05ZYH33 to investigate the molecular mechanism underlying the release of HBP from the PMNs and the induced vascular leakage. This strain was originally isolated from a patient who died from STSS during the S. suis outbreak in 2005 in Sichuan, China.

MATERIALS AND METHODS

Reagents

Recombinant human HBP (rHBP, Cat.No.2200-SE-050/CF), polyclonal goat anti-human HBP antibody (Cat.No.AF2200), and monoclonal mouse anti-human HBP antibody (Cat.No.MAB2200) were purchased from R&D (Minneapolis, MN, USA). CLI-095 [a specific inhibitor of Toll-like receptor 4 (TLR4), Cat.No.tlrl-cli95] and OxPAPC (a TLR4 non-specific inhibitor, Cat.No.tlrl-oxp1) were obtained from Invivogen (Hong Kong, China). Escherichia coli O26:B6 lipopolysaccharide (LPS, Cat.No.L2654), EGTA (a calcium chelator, Cat.No.E3889), U73122 (a phospholipase C inhibitor, Cat.No.U6756), PD98059 (a mitogen-activated protein kinase pathway inhibitor, Cat.No.P215), SB202474 (a negative control for SB203580), SB203580 (a p38 MAPK inhibitor), Wortmannin (a PI3K inhibitor, Cat.No.F9128) and Genistein (a receptor tyrosine kinase inhibitor, Cat.No.G6649) were purchased from Sigma–Aldrich (St. Louis, MO, USA). Pertussis toxin (PTX; a receptor inhibitor coupled to G protein) was kindly provided by the National Vaccine and Serum Institute (Beijing, China). The PMN Elastase Human ELISA Kit (Cat.No.ab119553) and the Lactoferrin Human ELISA kit (Cat.No.ab108882) were from Cayman Chemical (Ann Arbor, MI, USA).

Blood Specimens from Patients

All the blood specimens were kindly provided by the Chinese Center for Disease Control and Prevention and kept anonymous. The Chinese Center for Disease Control Human Research Protection Office approved the retrospective testing using anonymous samples. Blood specimens from 13 healthy individuals and 14 patients, including eight with meningitis and six with STSS, were used in this study.

Isolation of Polymorphonuclear Neutrophils (PMNs)

Human PMNs were isolated from freshly heparinized blood that was collected by gradient centrifugation. Red blood cells were separated by 6% dextran (Sigma–Aldrich), and then the PMNs were isolated using density gradient media containing 70% Percoll (Pharmacia, New York, NY, USA) and Ficoll (GE Healthcare, Little Chalfont, UK). The purified PMNs were suspended in Hanks’ balanced salt solution (HBSS, Invitrogen, Carlsbad, CA, USA) at a concentration of 2 × 106 cells/mL. The cellular purity was greater than 97% as indicated by Wright–Giemsa staining. The survival rate was greater than 97% as assessed by Trypan blue staining. The purified PMNs were used in the following experiments.

PMN Stimulation

One hundred microliters of human whole blood or 1.0 × 106 isolated PMNs were diluted in HBSS to a final volume of 1.0 mL and incubated with various putative stimulants at 37°C for 30 min. The HBP levels in the blood samples or the release of HBP from PMNs were subsequently determined. Cells were centrifuged at 300 × g for 15 min and HBP levels in the supernatant were analyzed by a sandwich ELISA or a Western blot. The amount of HBP in the cell lysate of the whole blood samples or the PMNs obtained by treatment with 1% Triton X-100 was determined and considered as the total HBP. The percentage of the HBP level in the supernatant relative to the total HBP level was calculated.

Determination of HBP Levels by ELISA

The HBP levels in the supernatant of the whole blood sample or the PMN suspension were determined by a sandwich-based ELISA as previously described (Tapper et al., 2002). Briefly, microtiter plates (Costar, Corning Inc., Corning, NY, USA) were coated with a polyclonal goat anti-human HBP antibody (100 μL of 0.5 μg/mL antibody solution). After washing and blocking, 100 μL of sample was added to duplicate wells and incubated at 37°C for 1 h or 4°C overnight. The standard for quantifying the HBP levels was rHBP. After a thorough washing, the plates were incubated with a monoclonal mouse anti-human HBP antibody (100 μL of 1 μg/mL antibody solution) at 37°C for 1 h or 4°C overnight. A horseradish peroxidase (HRP)-conjugated antibody against mouse IgG (1:8,000, ZSGB-Bio, Beijing, China) was added to detect the primary antibody. The plate was read in a microtiter plate reader (Thermo Fisher Scientific, Waltham, MA, USA) at 450 nm.

Detection of HBP by Western Blotting

Thirty microliters of the supernatant of a whole blood sample or a PMN suspension were separated by 12% (w/v) polyacrylamide gel electrophoresis in the presence of 1% (w/v) sodium dodecyl sulfate (SDS-PAGE) and transferred to a polyscreen polyvinylidene difluoride membrane (Merck Millipore, Billerica, MA, USA). The membrane was first blocked in 5% (w/v) non-fat milk in phosphate-buffered saline (PBS) supplemented with 0.05% (v/v) Tween 20 at room temperature for 1 h, and incubated with the polyclonal goat anti-human HBP antibody (1 μg/mL) at 4°C overnight. After intensive washing, the membrane was incubated with HRP-labeled mouse anti-goat IgG (1:8,000, ZSGB-Bio) for 1 h. The immunoblots were analyzed using a Gel Imaging System and the Quantity One Software version 4.0 (Bio-Rad, Hercules, CA, USA).

Bacterial Strains and Culture Conditions

The highly virulent S. suis serotype type 2 strain 05ZYH33 (GenBank accession number NC_009442), which was originally isolated from a patient who died from STSS during the S. suis outbreak in 2005 in Sichuan, China, was used in this study. A suilysin gene (sly) deletion mutant of 05ZYH33 (Δsly) was constructed via the in-frame replacement of the SSU05_1403 gene with a chloramphenicol (Cm) resistance cassette. The complement strain of the Δsly mutant (CΔsly) was established by transforming the mutant with a pAT18 vector that expressed the sly gene. These strains were previously constructed in our laboratory (He et al., 2014). All the bacterial strains were grown on Colombia agar plates (BD Biosciences, San Jose, CA, USA) containing 5% sheep’s blood at 37°C under 5% CO2. The bacterial suspensions were grown in Todd-Hewitt broth (THB, BD) for 8 h without agitation, and the supernatants were harvested for future experiments. Five microgram per mL of Cm or 8 μg/mL Em (Sigma–Aldrich) were added to the media for selection.

Purification of Native and Recombinant Suilysin (SLY)

Native SLY was purified as previously described (Jacobs et al., 1994; Lv et al., 2014). Briefly, the supernatant from a large-scale 05ZYH33 culture was collected by continuous-flow centrifugation and filtered through a ceramic filer with a 0.8 μm pore size at 4°C, and concentrated to 150 ml using 10,000-nominal-molecular-weight-limit filters (PTCG; Minitan; Merck Millipore). The concentrated supernatants were sterilized by filtration through a 0.2 μm pore size filer (Falcon, Thermo Fisher Scientific), loaded onto a Superose-12 gel filtration column (FPLC, Pharmacia), and eluted into 40 mM PBS (pH 7.2) supplemented with 0.5 M NaCl. The elution fractions were collected and analyzed by SDS-PAGE. The recombinant SLY and the non-hemolytic sly mutant SLY (P353V) used in this study were previously constructed and purified in our laboratory (Ren et al., 2012). The endotoxin level in the native suilysin (SLY) was less than 0.03 EU/mL. The endotoxins that remained in the purified recombinant SLY were removed with Triton X-114 (Liu et al., 1997) and were less than 0.5 EU/mL before the purified recombinant SLY was used in experiments.

Measurement of Superoxide Anion Production

Superoxide anion production was determined as previously described (Nilsson et al., 2006). PMNs were stimulated with 0.50, 0.75, or 1.0 μg/mL native SLY or with the supernatants from 05ZYH33 cultures at 37°C for 20 min. The PMNs were kept on ice for 10 min to terminate the stimulation, collected by centrifugation at 200 × g for 15 min and re-suspended in 0.25 ml Krebs-Ringer phosphate (KRG, 120 mM NaCl, 4.9 mM KCl, 1.7 mM KH2PO4, 1.2 mM MgSO4⋅7H2O, 8.3 mM Na2HPO4⋅2H2O, 10 mM glucose, pH 7.3) buffer containing 0.1 mM cytochrome C. Superoxide production from the PMNs was induced by incubation with 200 ng/mL phorbol myristate acetate (PMA) at 37°C for 20 min. The PMNs were pelleted, and the absorbance of the supernatants was determined at 550 nm. To determine baseline levels of superoxide anion production, the PMNs were incubated with KRG buffer without cytochrome C. KRG buffer without PMNs was used as the blank reference. The HBP in the supernatant was also determined by Western blotting.

Electron Microscopy

The integrity of the PMNs was assessed by electron microscopy. After incubation with 1.0 μg/mL native SLY, the PMNs were spread onto poly-L-lysine coated coverslips, incubated at 37°C for 1 h, and fixed in 2.5% (v/v) glutaraldehyde at room temperature for 30 min. The PMNs were dehydrated in an ascending ethanol series from 50% (v/v) to absolute ethanol (10 min per step). The specimens were subjected to critical point drying in CO2 with absolute ethanol as an intermediate solvent, mounted on copper holders, sputtered with 30 nm palladium and gold, and examined in an S-3400N scanning electron microscope.

Flow Cytometry

A total of 2 × 106 PMNs were incubated with 1.0 μg/mL native SLY at 37°C for 30 min with rotation and subsequently kept on ice. The expression of markers for PMN degranulation was assessed with PE conjugated mouse anti-human CD63 (1:100), APC conjugated mouse anti-human CD11b (1:100), and FITC conjugated mouse anti-human CD66b (1:100, BD Biosciences). Isotype-matched antibodies were used as negative controls. The fluorescence intensity of each sample was determined on an Accuri C6 flow cytometer (BD Biosciences). The data were analyzed using the FlowJo software (FlowJo LLC, Ashland, OR, USA).

Determination of Calcium Mobilization

Polymorphonuclear neutrophils were loaded with 5 μM Fura-3 AM (Invitrogen) in HBSS at 37°C for 1 h and plated into a confocal dish (Thermo Fisher Scientific). Putative PMN stimulants were added to the confocal dish. The PMNs were monitored with a FV1000 confocal laser-scanning microscope (Olympus, Tokyo, Japan) for 200 s. The mean fluorescence intensity of at least eight cells was recorded.

In vivo Miles Assay for the Assessment of Vascular Permeability

The Miles assay was performed on 8-week-old female C57BL/6J mice to evaluate the effects of SLY on vascular permeability. C57BL/6J mice were purchased from the Animal Care Center of the Academy of Military Medical Science (AMMS; Beijing, China) and housed in a clean room with unlimited access to food and water. TLR4 knockout mice C57BL/10ScNJNju and control mice were obtained from the Model Animal Research Center of Nanjing University. The mice were randomly divided into four groups and intradermally injected in the abdomen with 100 μL THB, 05ZYH33-supernatant, Δsly-supernatant, or CΔsly-supernatant. Four hours after the injection, 100 μL Evans blue dye solution (2.5%, Ourchem, Sinopharm) was injected via the tail vein. The mice were sacrificed by cervical dislocation 30 min after the Evans blue injection, and equal areas (20 mm × 20 mm) of skin surrounding the intradermal injection site were removed from each mouse and completely dried in an oven. The Evans blue dye was eluted from the oven-dried skin into 1 mL formamide (Sinopharm) at 55°C for 2 days, and quantified by spectrophotometry at 630 nm.

Statistics

Statistical analyses were performed using the Prism 5 software (GraphPad Software, La Jolla, CA, USA). For normally distributed data, a comparison between two groups was made using Student’s t-test, and comparisons among multiple groups were done with a one-way analysis of variance. The P-value was for a 2-sided test, and P < 0.05 was considered as statistically significant. All data were expressed as the mean ± standard deviation. A rank-sum test was performed to compare the HBP levels in the patients versus the controls.

Study Approval

All the protocols for handling the patient blood specimens or experiments using blood from healthy donors were approved by the Institutional Medical Ethics Committee of AMMS. A signed informed consent form was obtained from each patient or a guardian and healthy volunteer. The entire study was conducted in accordance with the Declaration of Helsinki.

All experimental procedures involving mice were conducted in strict accordance with the recommendations in the Guide for the Care and Use of Laboratory Animals of the National Institutes of Health and State Key Laboratory of Pathogens and Biosecurity of the Beijing Institute of Microbiology and Epidemiology and approved by the Institutional Animal Care and Use Committee of the AMMS under Permit No. IACUC of AMMS-2014-031. Animal welfare was considered and suffering was minimized.

RESULTS

Suilysin from the Strain 05ZYH33 Induced the Release of HBP from PMNs

Heparin-binding protein has been reported as a potential biomarker of severe sepsis and septic shock (Linder et al., 2009, 2012; Chew et al., 2012) and as an indicator of vascular leakage (Johansson et al., 2009). A comparison of serum HBP levels between patients with S. suis-associated STSS versus patients without STSS or healthy individuals revealed that the serum HBP levels in patients with STSS were significantly higher than those in patients with meningitis or healthy controls (46.61 ± 9.49 ng/mL vs. 11.52 ± 5.20 ng/mL or 1.84 ± 0.96 ng/mL, respectively; P = 0.0007, Figure 1), which suggested that HBP is released during the progression of STSS in patients infected with S. suis. Both the ELISA and Western blotting analyses demonstrated that the bacterial culture of the highly virulent S. suis strain 05ZYH33 significantly increased the release of HBP in the whole blood of healthy individuals (Figure 2A) and in purified PMN suspension (Figures 2B,C), whereas THB media without 05ZYH33 failed to induce the release of HBP in a whole blood sample or a PMN suspension. The positive control for the Western blot was rHBP. The molecular weight of native HBP is approximately 31 kDa, while rHBP appears to be approximately 39 kDa on a Western blot owning to its carboxyl-terminal polyhistidine tag (Figure 2C). These results suggest that strain 05ZYH33 stimulates the release of HBP from PMNs.
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FIGURE 1. The serum HBP levels were significantly increased in patients with STSS compared with patients without STSS or healthy individuals. The serum HBP levels of healthy individuals (n = 13), patients infected with S. suis presenting meningitis (n = 8), and patients infected with S. suis presenting STSS (n = 6) were determined by ELISA. Data were analyzed by a rank-sum test. ∗∗∗ indicates a significant difference between patients with STSS vs. controls, P = 0.0007.
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FIGURE 2. 05ZYH33 cultures induced the release of HBP in whole blood samples and purified PMN suspension. (A,B) 05ZYH33 cultures significantly induced the release of HBP in human whole blood samples (A) and purified PMN suspensions (B). Whole blood samples or purified PMN suspensions were incubated with 05ZYH33 cultures or THB (control) for 30 min at 37°C. The HBP level in the supernatants was measured by ELISA. The total cell lysate following Triton X-100 treatment was used as the positive control. Data are expressed as the mean ± SD. An unpaired Student’s t-test was used. ∗∗P < 0.01, ∗P < 0.05. (C) Western blotting results of release of HBP from human purified PMN suspensions. rHBP and Triton X-100 were used as positive controls.



The molecule responsible for inducing the release of HBP was identified. Supernatants of the 05ZYH33 culture, but not the 05ZYH33 bacterial cells, significantly induced the release of HBP in whole blood samples (P < 0.001, Figure 3A). Heat treatment of the supernatants significantly reduced the release of HBP in the whole blood samples (P < 0.001, Figure 3B), indicating that the specific factor(s) could be proteins. Therefore, the proteins in the supernatants were isolated by anion-exchange and hydrophobic interaction chromatography. The proteins in the elution fractions that markedly stimulated the release of HBP were separated by SDS-PAGE, and two major protein bands at approximately 58 and 35 kDa appeared on the gel (Figure 3C). Mass spectrometry revealed that the 58 kDa protein was SLY, and the 35 KDa protein was L-lactate dehydrogenase (LDH; Supplementary Table S1). Recombinant LDH failed to stimulate the release of HBP from PMNs (Figure 3D), which suggests that LDH was not the molecule that induced the release of HBP. Therefore, SLY is a likely candidate for the substance that releases HBP. Supernatants of the sly gene deletion mutant strain of 05ZYH33 (Δsly) did not stimulate the release of HBP, while the supernatants of the complement strain for Δsly (CΔsly) restored the stimulation of the release of HBP (P < 0.01, Figure 3E). Furthermore, Western blotting showed that purified native SLY (nSLY) stimulated the release of HBP from the PMNs, but a bacterial culture of Δsly strain failed to do so (Figure 3F). Taken together, these findings suggest that SLY secreted by 05ZYH33 induces the release of HBP from the PMNs.
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FIGURE 3. Suilysin secreted from 05ZYH33 induced the release of HBP from PMNs. (A) The release of HBP from whole blood samples was induced by supernatants of 05ZYH33 but not by the bacterial cells. Human whole blood samples were incubated with PBS, THB, 05ZYH33 bacterial cells, or 05ZYH33 supernatants for 30 min at 37°C. The HBP level in the supernatants was measured by ELISA. PBS was considered as the background and THB was used as a negative control. An unpaired Student’s t-test was used for the statistical analysis. (B) Heat treatment of the supernatants significantly reduced the release of HBP from whole blood samples. The supernatants were treated at 100°C for 5 min before being added to whole blood samples. (C) A SDS-PAGE analysis of the elution fraction from anion-exchange and hydrophobic interaction chromatography, which induced the maximal release of HBP. (D) LDH failed to induce the release of HBP from PMNs. The PMNs were incubated with His-LDH or Trix-LDH at 0.1, 1.0, or 10 μg/mL for 30 min at 37°C. (E) Suilysin in the 05ZYH33-supernatant stimulated the PMNs to secret HBP. Human whole blood samples were incubated with PBS, THB, the 05ZYH33-supernatant, the Δsly-supernatant or the CΔsly-supernatant for 30 min at 37°C. (F) Western-blot analysis of the HBP that was released from PMNs incubated with cultures of wild-type 05ZYH33, the Δsly mutant, or purified nSLY. A representative image is presented. ∗∗∗P < 0.001, ∗∗P < 0.01, n.s., not significant. ELISA data are expressed as the mean ± SD of at least four independent experiments.



Suilysin Stimulated the Release of HBP by Promoting PMN Degranulation

Heparin-binding protein is usually stored in azurophilic granules and secretory vesicles in the PMNs and released by cell lysis or via degranulation after the activation of a series of signal transduction pathways (Borregaard and Cowland, 1997; Tapper et al., 2002). We can infer that a high concentration of SLY could lyse the PMNs and release the stored HBP, while a sub-cytolytic concentration would interact with the cell membrane receptor and could possibly trigger PMN degranulation. Different concentrations of nSLY (0.50–1.0 μg/mL) did not affect the production of superoxide anions from the PMNs (Figure 4A), while the release of HBP from the PMNs was SLY dose-dependent (Figure 4B), suggesting that the PMNs remained viable when treated with nSLY. These findings indicate that cell lysis is not related to the release of HBP mediated by SLY. Scanning electron microscopy demonstrated that the PMNs exhibited membrane blebs when treated with 1.0 μg/mL nSLY (Figure 4D) and the control did not exhibit such blebs (Figure 4C), suggesting that the degranulation might be induced by nSLY. A flow cytometry analysis revealed the significant up-regulation of markers for azurophilic granules (CD63), secondary/tertiary granules and secretory vesicles (CD11b), and specific granules (CD66b, also named CD67) at the plasma membrane after the PMNs were incubated with recombinant SLY (rSLY), but the recombinant factor H-binding protein (rFhb – a S. suis cell wall protein that was purified using the same methods) was not up-regulated. This implies that the granular vesicles in the PMNs were mobilized for degranulation (Figures 4E–G). Other proteins stored in the neutrophil granules, including elastase from the azurophilic granules and lactoferrin from the secondary granules, were released when the neutrophils were incubated with nSLY or the 05ZYH33-supernatant (Figures 4H,I). All of these results suggest that SLY induces the release of HBP via PMN degranulation.
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FIGURE 4. Suilysin induced PMN degranulation. (A) Superoxide anion production was not affected by treatment with nSLY or 05ZYH33 supernatants. Purified PMNs were incubated with 0.50, 0.75, or 1.0 μg/mL nSLY, the 05ZYH33-supernatant, or HBSS for 30 min at 37°C. Following treatment, the cells were stimulated with 200 ng/ml PMA in the presence of 0.1 mM cytochrome C. The superoxide anion production was determined by measuring the absorbance at 550 nm. Data are expressed as the mean ± SD of three independent experiments. (B) Western blot analysis of release of HBP from PMNs that were treated as described for the measurement of superoxide anion production. Thirty microliters of each sample was loaded in each lane. A representative image is presented. (C,D) Scanning electron microscopy images of purified PMNs that were pre-incubated with HBSS (C) or 1 μg/mL nSLY (D). Red arrows indicate excessive membrane ruﬄes. Representative images are presented. The scale bar represents 5 μm. (E–G). Levels of membrane-associated marker proteins for PMN degranulation, CD63 (E), CD11b (F), and CD66b (G) were increased by 1 μg/mL rSLY. PMNs were stimulated with HBSS as a negative control (—), SLY-isotype (—), rSLY (—), or rFhb (—) and analyzed by flow cytometry. (H,I) Levels of granule marker proteins for PMN degranulation, elastase (H) and lactoferrin (I) were increased by 1 μg/mL nSLY or the 05ZYH33 supernatant. ∗∗∗P < 0.001, ∗∗P < 0.01. ELISA data are presented as the mean ± SD of at least three independent experiments.



The Release of HBP Induced by Suilysin Was Dependent on the Ca2+ Influx

An increased cytosolic Ca2+ concentration has been shown to promote PMN degranulation via the mobilization of intracellular granules and cytoskeleton rearrangements (O’Flaherty et al., 1991; Lacy, 2006; Lacy and Eitzen, 2008). Thus, the SLY-induced release of HBP might also be Ca2+-dependent. Indeed, the release of HBP induced by the bacterial culture supernatants was completely abolished in the presence of EGTA (P < 0.0001, Figure 5A), suggesting that the release of HBP is dependent on extracellular Ca2+. The measurement of intracellular Ca2+ revealed that nSLY (1 μg/mL) induced a rapid increase in the intracellular Ca2+ concentration in standard HBSS, and that the Ca2+ increase was completely abolished by EGTA or in Ca2+-free HBSS (Figure 5B). N-formylmethionyl-leucylphenylalanine (fMLP) served as a positive control and LPS was used as a negative control (Figures 5B,C). These results indicate that SLY induced the Ca2+ influx. A constructed non-hemolytic sly mutant SLY (P353V; Xu et al., 2010; Du et al., 2013) could neither induce calcium mobilization (Figure 5B), nor evoke the secretion of HBP (Supplementary Figure S1), suggesting that the SLY-induced release of HBP was dependent on the Ca2+ influx. Supernatants of 05ZYH33 consistently induced a Ca2+ influx, whereas THB media and supernatants of the Δsly mutant did not induce a Ca2+ influx (Figure 5C). The Ca2+ influx induced by the 05ZYH33 supernatant was also completely abolished by EGTA (Figure 5C). All of these results indicated that the Ca2+ influx plays a critical role in the release of HBP induced by SLY.
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FIGURE 5. SLY induced a Ca2+ influx and the release of HBP was dependent on the Ca2+ influx. (A) The SLY-induced release of HBP from human whole blood samples was abolished by EGTA. PMNs were pre-incubated with EGTA (10 mM) for 1 h at 37°C. ∗∗∗P < 0.001. (B) SLY induced a Ca2+ influx. Positive control fMLP, negative control LPS, nSLY, nSLY with pre-incubation of EGTA or with Ca2+-free HBSS, rSLY, non-hemolytic SLY mutant P353V was added to a confocal small dish containing purified PMNs loaded with the fluorescent Ca2+ indicator Fluo-3/AM at the indicated time (60 s, arrow), and Ca2+ mobilization was monitored by real-time fluorescence microscopy for 250 s. (C) SLY in the 05ZYH33-supernatant stimulated a Ca2+ influx. The positive control was fMLP, the negative control was LPS, and the 05ZYH33-supernatant, THB, the Δsly-supernatant, the 05ZYH33-supernatant with pre-incubation of EGTA were used as stimulants. The fluorescence intensity of at least eight cells in one vision was measured and the mean increase intensity is presented.



The Release of HBP Induced by Suilysin Was Dependent on the TLR4 Receptor, p38 MAPK, and the PI3K Pathways, as well as GPCR

To investigate possible mechanisms and the key molecules involved in release of HBP, inhibitors were commonly used in this study because of the lack of suitable cell lines for investigating the release of HBP induced by SLY, and direct siRNA transfection into PMNs could cause activation of the PMNs and the release of HBP (data not shown).

Some cholesterol-dependent cytolysin (CDC) family members, such as anthrolysin O, perfringolysin O, listeriolysin O, streptolysin O, and pneumolysin, have been reported to interact with TLR4 (Malley et al., 2003; Park et al., 2004; Srivastava et al., 2005). SLY also belongs to the CDC family, and results from our previous study have shown that SLY interacts with TLR4 to induce an inflammatory response (Bi et al., 2015). In this study, our results demonstrated that both the TLR4 specific inhibitor CLI-095 (Figure 6A), which blocks the intracellular domain of TLR4, and the TLR4 non-specific inhibitor OxPAPC (Figure 6B), which competes with other ligands including CD14, LBP, and MD2 for receptor binding, significantly reduced the release of HBP induced by the 05ZYH33 supernatant. The results for both inhibitors were significant at P < 0.0001. This suggests that the release of HBP induced by SLY could be dependent on TLR4. We then used a pharmacological approach to further investigate the signaling pathway underlying the SLY-induced release of HBP. The phospholipase C inhibitor U73122 (Figure 6C) and the MAPK pathway inhibitor PD98059 (Figure 6D) did not affect the release of HBP, whereas the p38 MAPK inhibitor SB203580 (Figure 6E) and the PI3K inhibitor Wortmannin (Figure 6F) markedly reduced HBP secretion (both P < 0.0001). We confirmed that a time-dependent increase in the level of phosphorylated p38 MAPK occurred in the presence of nSLY (1.0 μg/ml; Supplementary Figure S2). Other receptor inhibitors such as the GPCR inhibitor PTX significantly inhibited the release of HBP (P < 0.0001, Figure 6G), but Genistein, an inhibitor of the receptor tyrosine kinases (RTK), had no effect (Figure 6H). Therefore, a GPCR might also be involved in the release of HBP induced by SLY in addition to TLR4. The mechanism could be complex, and further studies are necessary to explain why two receptors are involved in the release of HBP induced by SLY.
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FIGURE 6. Receptor and signal molecule were involved in the Suilysin induced release of HBP. (A,B) The release of HBP was blocked by the TLR4-specific inhibitor CLI-095 (3 μM; A) and the TLR4-non-specific inhibitor OxPAPC (30 μg/mL; B). (C,D) The release of HBP was not affected by the PLC and PLA2 inhibitor U73122 (10 μM; C) and the ERK1/2 inhibitor PD98095 (20 μM; D). (E–H) The release of HBP was blocked by the p38 MAPK inhibitor SB203580 (10 μM; E), the PI3K inhibitor Wortmannin (1.0 μM; F), the GPRP inhibitor PTX (0.15 μg/mL; G) but not by the RTK inhibitor Genistein (100 μM; H). The PMNs were pre-treated with or without the inhibitors at 37°C for 1 h (PTX for 3h and CLI-095 for 6 h) before a 30 min incubation with the stimulants at 37°C. The HBP level was measured by ELISA. The HBP level relative to the total amount of HBP in the cell lysate from treatment with Triton X-100 was calculated. The data are expressed as the mean ± SD of at least four independent experiments. ∗∗∗P < 0.001. n.s., not significant.



Suilysin Increased Vascular Leakage in Mice

The effects of SLY on vascular leakage were tested in 8-week-old female C57BL mice using the Miles assay. Supernatants of the wild-type 05ZYH33 strain and the CΔsly mutant significantly increased the leakage of Evans blue dye in mice compared with a THB control or the supernatants from the Δsly mutant (05ZYH33-sup: 18.96 ± 1.35 μg/mL vs. Δsly-sup: 12.38 ± 0.57 μg/mL, P = 0.0008, Figures 7A,B), implying that SLY contributes to vascular leakage. In addition, the 05ZYH33 supernatant failed to induce vascular leakage in Tlr4 knockout mice (TLR4+/+: 26.80 ± 1.96 μg/mL vs. TLR4-/-: 11.35 ± 0.98 μg/mL, P < 0.0001, Figures 7C,D). These in vivo data support the essential role of TLR4 in vascular leakage mediated by SLY.
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FIGURE 7. Suilysin increased the vascular leakage in C57BL mice. (A,B) SLY increased the vascular leakage in mice. C57BL/6J mice were intradermally injected with THB, the 05ZYH33-supernatant, the Δsly-supernatant, or the CΔsly-supernatant. Four hours later, Evans blue dye (2.5%, 100 μL) was injected via the tail vein. After 30 min, photographs of the skin area containing the extravasated protein-bound dye were taken, and the dye was extracted from the skin using formamide. Dye concentrations were measured at 630 nm using a spectrophotometer. (C,D) The 05ZYH33 supernatant did not induce vascular leakage in Tlr4 knockout mice. TLR4+/+ and TLR4-/- were treated in the similar ways as in (A,B). ∗∗∗P < 0.001, ∗∗P < 0.01, n.s., not significant.



DISCUSSION

Since the two large outbreaks of S. suis human infections occurred in China, sporadic cases of S. suis-associated STSS have been reported worldwide (Tramontana et al., 2008; Gomez et al., 2014). This indicates that S. suis has already become a persistent problem, and the potential for a large-scale outbreak exists. Although a great deal of effort has been spent on S. suis, the pathogenic mechanism of STSS associated with S. suis remains poorly understood. The results of this study demonstrated that SLY secreted by the highly virulent S. suis strain 05ZYH33 stimulated the release of HBP from the PMNs and induced vascular leakage in mice, indicating a role for SLY in the development of STSS. An in-depth investigation of the molecular mechanism underlying the release of HBP from PMNs mediated by SLY revealed that the release of the HBP occurred via Ca2+-influx dependent degranulation and required both the p38 MAPK and PI3K signaling pathways.

Suilysin is a member of the CDC toxin family. It comprises 497 amino acids and exhibits hemolytic activity. SLY was considered as a putative virulence factor when it was first purified (Jacobs et al., 1994). However, studies investigating the association of SLY with the virulence of S. suis yielded conflicting results. A sly deletion mutation did not appear to affect the virulence of S. suis in piglets although it did impact the virulence in mice (Allen et al., 2001; Lun et al., 2003). Immunization with purified SLY failed to induce significant protection against S. suis infection in piglets (Jacobs et al., 1996). Moreover, virulent S. suis strains from North America do not have the sly gene in their genome (Gottschalk et al., 1998). These findings seem to support the view that SLY is not an essential virulence factor of S. suis. In contrast, we conducted a study in which SLY levels in different S. suis strains were compared. That study showed that the highly virulent strain 05ZYH33, which caused higher mortality and greater damage to PMNs and human umbilical vein endothelial cells than non-epidemic strains, expressed a higher level of SLY than less virulent strains (He et al., 2014). In addition, a sly deletion markedly reduced the virulence of 05ZYH33 in mice (He et al., 2014). However, Gottschalk et al. thought that the higher toxicity of the Chinese ST7 strain for human peripheral blood mononuclear cells could simply be the result of its higher capacity to release SLY (Ye et al., 2006, 2009; Gottschalk et al., 2010). These results suggest that SLY is associated with the high virulence of the Chinese strain.

The role of SLY in the mediation of the inflammatory response is also controversial. Segura et al. (2006) suggested that SLY might only play a limited role in stimulating the release of pro-inflammatory cytokines, and the consequent inflammatory response. They found an increase in the mRNA and protein levels of pro-inflammatory cytokines that did not appear to be affected in a SLY-negative mutant strain compared with a wild-type S. suis strain (Segura et al., 2006). They also showed that purified SLY did not stimulate the production of tumor necrosis factor alpha (TNF-α) or interleukin-6 (IL-6) in murine macrophages (Segura et al., 1999). In contrast, Lun et al. found that rSLY triggered the release of TNF-α and IL-6 from human and pig monocytes (Lun et al., 2003). The intraperitoneal injection of a recombinant SLY resulted in a significant increase in the serum IL-6 levels in C57BL/6 mice (Du et al., 2009). This discrepancy might be attributable to the various SLY activities obtained with different purification methods or because different S. suis strains were used in these studies. HBP has been proven to be an important inflammatory mediator that can recruit and activate monocytes (Pereira et al., 1990; Lee et al., 2003; Soehnlein et al., 2005). To our knowledge, SLY from the highly virulent strain 05ZYH33 was found to induce the release of HBP from PMNs for the first time in this study.

In this study, we also found that, in addition to activating intracellular signaling pathways including the p38 MAPK and PI3K pathways, SLY also induced a Ca2+ influx in the PMNs. Mobilization of cytosolic free Ca2+ and cytoskeletal rearrangement have been demonstrated as requirements for degranulation in PMNs (O’Flaherty et al., 1991; Lacy, 2006; Lacy and Eitzen, 2008). In this study, removal of the extracellular Ca2+ by chelation with EGTA completely abolished the release of HBP, further supporting a critical role for a Ca2+ influx in PMN degranulation. Furthermore, we found that a non-hemolytic SLY mutant (P353V) failed to induce a Ca2+ influx (Figure 5B) and the release of HBP (Supplementary Figure S1), also indicating that the release of HBP is Ca2+ dependent. By directly monitoring the intracellular Ca2+ concentration, we provided direct evidence for the first time to support that SLY induced a Ca2+ influx. The underlying mechanism of the Ca2+ influx induced by SLY will be determined in future studies.

Until now, the molecular and pathological mechanisms underlying STSS that is not associated with GAS have been poorly understood. In this study, we found that mitilysin secreted from Streptococcus mitis and vaginolysin released from Streptococcus viridans, also belong to the CDC toxin family and may share a similar crystal structure with SLY, because they share 49 and 51% sequence identities, respectively, with the primary protein sequence of SLY. This indicates that these two toxins may have a similar function in the host cell. These two opportunistic pathogens may induce the release of HBP and cause vascular leakage when they enter the human bloodstream, and lead to STSS with severe vascular leakage. To some extent, these phenomena may be involved in the STSS cases caused by S. mitis in 1991 in the Yangtze River Delta of China (Lu et al., 2003). On the other hand, other CDC toxins such as anthrolysin O, perfringolysin O, listeriolysin O, and streptolysin O, may also lead to the release of HBP in humans. Because HBP has already been considered as a potential biomarker for septic shock (Linder et al., 2009, 2012; Chew et al., 2012), these toxins could be a possible reason for the release of HBP in septic shock caused by related strains.

In summary, we reported for the first time in this study that SLY from the highly virulent S. suis strain 05ZYH33 induced the release of HBP from PMNs in a Ca2+ influx-dependent manner and increased vascular leakage in mice. We provided new insights into vascular leakage in STSS not associated with the GAS, which might lead to the discovery of potential therapeutic targets for S. suis-associated STSS.
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IL-36γ is a proinflamatory cytokine which belongs to the IL-1 family of cytokines. It is expressed in the skin and by epithelial cells (ECs) lining lung and gut tissue. We used human 3-D organotypic cells, that recapitulate either in vivo human vaginal or cervical tissue, to explore the possible role of IL-36γ in host defense against pathogens in the human female reproductive tract (FRT). EC were exposed to compounds derived from virus or bacterial sources and induction and regulation of IL-36γ and its receptor was determined. Polyinosinic-polycytidylic acid (poly I:C), flagellin, and synthetic lipoprotein (FSL-1) significantly induced expression of IL-36γ in a dose-dependent manner, and appeared to be TLR-dependent. Recombinant IL-36γ treatment resulted in self-amplification of IL-36γ and its receptor (IL-36R) via increased gene expression, and promoted other inflammatory signaling pathways. This is the first report to demonstrate that the IL-36 receptor and IL-36γ are present in the human FRT EC and that they are differentially induced by microbial products at this site. We conclude that IL-36γ is a driver for epithelial and immune activation following microbial insult and, as such, may play a critical role in host defense in the FRT.
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INTRODUCTION

The epithelium of the human FRT plays host to a wide variety of commensal bacteria and acts as a first responder to invading microbes and changes in the microbial milieu. The human FRT can be divided into two distinct regions that differ in cellular structure and function. The lower FRT epithelium is composed of the vagina and ectocervix and is lined with a stratified squamous epithelium built to resist physical and mechanical stress. The upper FRT epithelium is made up of a single layer of columnar EC and includes the endocervix, endometrium, fallopian tubes, and the uterus (Horne et al., 2008). Site-specific differences in the magnitude and pattern of immune response have been investigated in the vagina and endocervix (Quayle, 2002; Pudney et al., 2005; Herbst-Kralovetz et al., 2008).

To better understand immune function of the human FRT at these two sites, we investigated a newly characterized IL-1 family member identified to play a role in chronic inflammation and disease at other mucosal sites (Dunn et al., 2001; Gabay and Towne, 2015). The IL-36 family is a group of cytokines whose members are known for their role in mediating inflammation and host defense (Dunn et al., 2001; Gresnigt and van de Veerdonk, 2013; Gresnigt et al., 2013). While IL-36 family members have been shown to be expressed and secreted by the epithelium lining the lungs, gut and skin, this family, to our knowledge, has not previously been investigated in the human FRT (Chustz et al., 2011; Johnston et al., 2011; Gabay and Towne, 2015; Medina-Contreras et al., 2016). There are three isoforms that comprise the IL-36 family; IL-36α (IL-1F7), IL-36β (IL-1F8), and IL-36γ (IL-1F9) and these cytokines are expressed in a more tissue-restricted fashion relative to IL-1 (Dunn et al., 2001; Gresnigt and van de Veerdonk, 2013). Of the three isoforms, IL-36γ has the highest expression levels in damaged or infected epithelium that lines the skin and lungs suggesting that it plays a role in epithelial immune response (Berglof et al., 2003; Lian et al., 2012; Gabay and Towne, 2015). As tissue becomes diseased, IL-36γ promotes inflammation by binding to the IL-36 receptor (IL-36R) and stimulating the production of a number of cytokines, chemokines, adhesion molecules, antimicrobial peptides, and pro-inflammatory mediators (Towne et al., 2004; Vigne et al., 2011; Gresnigt and van de Veerdonk, 2013). Triggering IL-36R is necessary for IL-36γ to activate pathways that lead to induction of pro-inflammatory cytokine expression via NF-κB and MAPKs pathways (Chustz et al., 2011; Towne et al., 2011).

Vaginal and endocervical EC express pattern recognition receptors (PRRs) that can be triggered by sensing microbial products associated with bacteria and viruses resulting in an innate immune response (Herbst-Kralovetz et al., 2008). EC of the lower FRT respond to microbial products by secreting cytokines, chemokines, and antimicrobial peptides (Hjelm et al., 2010; Radtke et al., 2012; Doerflinger et al., 2014). Toll-like receptors (TLRs) expressed in FRT EC recognize microbe-associated molecular patterns (MAMPs) that correspond to highly conserved microbial products. Recent studies have shown that TLR agonists including polyinosinic-polycytidylic acid [poly (I:C); viral product] and flagellin (bacterial product) upregulate IL-36γ production in human skin keratinocytes, but have differential effects on IL-36γ secretion (Lian et al., 2012). Similar to IL-1β and IL-18, the IL-36 family members require processing to gain full bioactivity, the enzyme required is yet to be identified (Towne et al., 2011; Gabay and Towne, 2015). While both microbial products induce IL-36γ expression, only poly (I:C) has been shown to induce secretion (Lian et al., 2012). As FRT EC express TLRs 2, 3, 5, and 6 at the highest levels (Herbst-Kralovetz and Pyles, 2006), we tested poly (I:C; TLR3 agonist), flagellin (TLR5 agonist), and FSL-1 (bacterial product; TLR2/6 agonist) for induction and secretion of IL-36γ in the human FRT.

To investigate the function and regulation of IL-36γ in the FRT, we used our well-characterized 3-D human vaginal and endocervical EC models (Barrila et al., 2010; Hjelm et al., 2010; Radtke et al., 2012; Doerflinger et al., 2014). These models faithfully recapitulate many of the physiologic traits of FRT EC, including cellular architecture, adhesion, interaction, and immune function (Hjelm et al., 2010; Radtke et al., 2012; McGowin et al., 2013; Doerflinger et al., 2014). Furthermore, these two models can be used to evaluate site-specific differences in the magnitude and/or pattern of immune response at these sites. FRT EC models were exposed to microbial products to measure innate inflammatory responses in the FRT via induction and secretion of IL-36γ. In addition, we investigated the autocrine function of IL-36γ in these 3-D FRT human EC by treating with rIL-36γ. This is the first report to demonstrate that IL-36 receptor and IL-36γ are both expressed by ECs lining the human lower FRT and important in regulating host defense and immune responses in a TLR and site-specific manner.

MATERIALS AND METHODS

Culturing 3-D Human Vaginal and Endocervical Epithelial Cells

Human endocervical (A2) ECs were added to a suspension of collagen-coated dextran microcarrier beads (Sigma-Aldrich, St. Louis, MO, USA) in KSFM (Life Technologies, Grand Island, NY, USA) supplemented with 5 ng/ml human recombinant epidermal growth factor, 500 μg/ml bovine pituitary extract, 44 μg/ml CaCl2 (Sigma-Aldrich), and 100 μg/ml primocin (InvivoGen, San Diego, CA, USA) as previously described (Radtke et al., 2012). Human vaginal (V19I) EC were added to a suspension of collagen-coated dextran microcarrier beads in a 1:1 mixture of supplemented KSFM and EpiLife medium (Life Technologies) as previously described (Hjelm et al., 2010). Cell and bead suspensions were transferred into a slow turning lateral vessel bioreactor and incubated at 37°C as previously described (Hjelm et al., 2010; Radtke and Herbst-Kralovetz, 2012; Radtke et al., 2012). After 28 days of growth, differentiated endocervical and vaginal aggregates were quantified using a Countess machine (Life Technologies) and viability was measured by trypan blue exclusion.

Human Cervical and Vaginal Epithelial Tissue Total RNA and Protein

Human cervical and vaginal total protein samples and human cervical and vaginal total RNA samples were purchased from BioChain (Newark, CA, USA). According to BioChain, human vaginal total protein and total RNA samples were acquired from a post-menopausal Caucasian female. Human cervical total protein samples were acquired from a pre-menopausal Asian female and human cervical total RNA samples were acquired from a pre-menopausal Caucasian female (BioChain). As per Biochain, all analyzed tissues were determined to be non-diseased per the clinical report and were screened by serology for HIV, HBV, HCV, and HTLV. cDNA was synthesized from total RNA (1 μg) cDNA by reverse transcription (iScript cDNA Synthesis Kit, Bio-Rad, Hercules, CA, USA) prior to qRT-PCR assays.

TLR Agonist and Cytokine Treatment

For all experimental treatments, 3-D aggregates were transferred into 24-well plates (1 × 105–5 × 105 cells per ml). Both 3-D vaginal EC and 3-D endocervical EC were treated with poly (I:C; InvivoGen) at 1, 25, and 100 μg/ml, flagellin (InvivoGen) at 0.5 and 5 μg/ml, FSL-1 (InvivoGen) at 0.01 and 0.1 μg/ml, or recombinant IL-36γ (PeproTech, Rocky Hill, NJ, USA) at 1, 10, 100, and 500 ng/ml for 24 h at 37°C. Additional wells were treated with sterile Dulbecco’s PBS to provide a negative control. Following cell culture treatment, supernatants were harvested and stored at -20°C until analysis. Cell pellets were stored at -20°C in lysis buffer for RNA or protein extraction.

Protein Extraction and Quantification

For protein extraction, aggregates were pelleted and stored at -20°C in 1 ml of RIPA buffer [150 mM NaCl (Thermo Fisher Scientific), 50 mM Tris-HCL pH 8.0 (Life Technologies), 1 mM EDTA (Life Technologies), 1% NP-40 (Sigma-Aldrich), 1% sodium deoxycholate (Sigma-Aldrich), 0.1% SDS (Sigma-Aldrich), 1 mM PMSF (Sigma-Aldrich), and 5 μg/ml leupeptin (Sigma-Aldrich)]. Frozen cell pellets were thawed on ice. Once thawed, cells were incubated for 10 min on ice with intermittent mixing by inversion. Next, cells were sheared with a 23-gage needle connected to a 1 ml syringe. After incubating on ice for 20 min, cells were pelleted at 10,000 × g and supernatant was removed. A Bradford assay was performed in a microtiter plate to determine total protein concentration of the extracted cell pellet and culture supernatant. Absorbance was read at 595 nm on a Biotek ELx800 Microplate Reader (BioTek, Winooski, VT, USA) and experimental values were compared to the calculated standard curve to acquire total protein concentration.

ELISA Quantification of Intracellular and Secreted Human IL-36γ

High binding microtiter plates (Corning, Tewksbury, MA, USA) were coated with 50 μl/well of monoclonal rat anti-human IL-36γ antibody (R&D Systems, Minneapolis, MN, USA) at 2 μg/ml in PBS and incubated overnight at 4°C. The microtiter plates were washed three times with PBS-0.05%Tween-20 (PBST) then 50 μl of twofold serial dilutions of recombinant human IL-36γ (rIL-36γ, PeproTech) was added in duplicate to generate a standard curve. Experimental samples were added to each well in duplicate and all samples were incubated for 2 h at 37°C. The microtiter plates were then washed three times with PBST then biotinylated polyclonal goat anti-human IL-36γ detection antibody (R&D Systems) diluted at 2 μg/ml with 1% skim milk in PBST was added to each well and incubated for 2 h at 37°C. Following the incubation, the plates were washed with PBST three times. After washing, 50 μl streptavidin-HRP (R&D Systems) was added at a 1:250 dilution in PBST to each well and incubated for 1 h at 37°C. The plates were washed three times with PBST and then developed by addition of 50 μl tetramethylbenzidine substrate solution (Thermo Fisher Scientific, Waltham, MA, USA) to each well and incubated in the dark for up to 30 min at room temperature. The colorimetric reaction was stopped by addition of 50 μl/well of 1 M phosphoric acid and absorbance read at 450 nm on a Biotek ELx800 Microplate Reader (BioTek). Results were reported in fold as compared to PBS treated cell extracts.

Human IL-36γ Western Blot Analysis

Cell culture supernatants and cell pellet extracts were boiled for 10 min in 2× SDS buffer (6% SDS, 25 mM Tris-HCL pH 6.5, 10% glycerol, 0.1 M DTT, 20 μg/ml bromophenol blue). Total protein (30 μg) was loaded into 4–15% polyacrylamide Mini-PROTEAN TGX precast gels (Bio-Rad). After proteins were separated by SDS-PAGE, gels were transferred to polyvinylidene diflouride membranes (Life Technologies) using a dry blotting system (iBlot, Life Technologies). Levels of IL-36γ were determined using biotinylated goat anti-human IL-36γ diluted to 4 μg/ml in PBST with 1% dry milk, followed by streptavidin-HRP diluted 1:250 (R&D Systems). Levels of β-tubulin were examined using mouse anti-β-tubulin (Santa Cruz, Biotechnology, Dallas, TX, USA) diluted 1:1000 with horseradish peroxidase labeled goat anti-mouse (Santa Cruz Biotechnology) as a secondary antibody. Membranes were developed using ECL substrate (Life Technologies).

Quantification of Human Cytokines and Chemokines by Multiplex Analysis

Supernatants from 3-D vaginal and endocervical EC aggregates treated with rIL-36γ as described above were collected cytokine secretion levels were quantified. Cytokine concentrations were determined using a custom four-plex human cytokine kit containing IL-1B, IL-6, CCL20, and TNFα (EMD Millipore, Billerica, MA, USA) using the manufacturer’s protocol. The data were collected using a Bio-Plex 200 System with Bio-Plex 5.0 Manager software (Bio-Rad).

RNA Extraction and Quantitative Real-Time PCR Analysis

RNA was extracted from 3-D endocervical and 3-D vaginal EC using the Qiagen RNeasy kit following the manufacturer’s instructions (Qiagen, Valencia, CA, USA). cDNA was synthesized from 1 μg RNA by reverse transcription (iScript cDNA Synthesis Kit, Bio-Rad) and analyzed by qRT-PCR. qRT-PCR was performed with an Applied Biosystems 7500 Fast Real Time PCR System (Life Technologies) using customized primers purchased from IDT (Integrated DNA Technologies, Coralville, IA, USA) and iTAQ Universal SYBR Green Supermix (Bio-Rad). The following primers were used in this study: IL-1β forward, 5′-ACAGATGAAGTGCTCCTTCCA-3′ and reverse 5′-GTCGGAGATTCGTAGCTGGAT-3′ (Stordeur et al., 2002), HE4 forward 5′-CGGCTTCACCCTAGTCTCAG-3′ and reverse 5′-AAAGGGAGAAGCTGTGGTCA-3′ (Drapkin et al., 2005), IL-36γ forward 5′-CCCAGTCACTGTTGCTGTTA-3′ and reverse 5′-CAGTCTTGGCACGGTAGAAA-3′, IL-36R forward 5′-GCTGGAGTGTCCACAGCATA-3′ and reverse 5′-GCGATAAGCCCTCCTATCAA-3′ (Mutamba et al., 2012). IL-6, IL-8, HBD2, HBD4, and SLPI primers were previously described (Radtke et al., 2012; Doerflinger et al., 2014). Relative transcript levels were determined using a GAPDH housekeeping gene transcript and are reported as fold relative to negative control unless otherwise noted.

Statistical Analysis

All of the data for this study was generated using three independent batches of 3-D endocervical or vaginal EC aggregates in three independent experiments, and an average of all three of these experimental results are presented. An unpaired two-tailed Student t-test with Welch’s correction was performed to determine statistical significance. GraphPad Prism v5.0 software was used for statistical analysis (GraphPad, San Diego, CA, USA). Levels of significance are reported as follows; ˆP < 0.05; ∗P < 0.01; ∗∗P < 0.001.

RESULTS

Human Tissue and 3-D Vaginal and Endocervical EC Express IL-36γ and IL-36R

IL-36γ has been previously shown to be expressed in skin and ECs lining mucosal tissue (Jensen, 2010; Chustz et al., 2011; Gabay and Towne, 2015), however, this cytokine has not been shown to be expressed previously in the FRT. Human IL-36γ levels were measured in both 3-D vaginal and endocervical EC by qRT-PCR analysis. Untreated 3-D vaginal and endocervical EC, and human cervical and vaginal tissue were analyzed by qRT-PCR assays targeting IL-36γ and IL-36R (Figure 1A). Basal expression of IL-36γ was significantly (P < 0.001) higher in 3-D endocervical EC compared to 3-D vaginal EC. Human 3-D vaginal and endocervical EC, as well as, human vaginal and cervical tissue expressed IL-36γ at levels much higher than IL-36R (Figure 1A). This is the first report to characterize IL-36R and IL-36γ in the EC lining the human FRT, furthermore, these results demonstrate our model’s ability to serve as a tool to further study IL-36 function.
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FIGURE 1. Human 3-D vaginal and cervical epithelial cells and tissue express IL-36γ and IL-36R. (A) Expression of IL-36γ and IL-36R in 3-D human vaginal and endocervical cell cultures, and human vaginal and cervical tissue. cDNA from cell cultures and tissue were analyzed by qRT-PCR and mRNA copy numbers were normalized against GAPDH. (B) Cell lysates from 3-D vaginal and endocervical cell cultures, vaginal tissue and cervical tissue were evaluated by Western blot for expression of IL-36γ. β-tubulin was used as a loading control. 30 μg total protein from each lysate was loaded. (C) TNFα (100 ng/ml) treated 3-D cultures of vaginal and endocervical epithelial cells expressed IL-36γ. mRNA levels were normalized against GAPDH and expression of IL-36γ was reported as fold change compared to PBS treated samples. Data are shown as mean ± SD from three independent experiments each performed in duplicate. ˆP < 0.05; ∗P < 0.01; ∗∗P < 0.001; unpaired two-tailed Student t-test with Welch’s correction.



Western blots were performed to confirm production/synthesis of human IL-36γ in EC of the FRT. Cell lysates from human 3-D vaginal and endocervical EC models and cell lysates from human cervical and vaginal tissue, were analyzed by Western blot (Figure 1B). We found that IL-36γ was constitutively produced in human 3-D vaginal and endocervical EC and vaginal and endocervical tissue. Basal synthesis of IL-36R was lower than the detection limits of Western blot analysis (data not shown) in both PBS treated and TLR agonist stimulated FRT EC cells. TNFα, a cytokine previously shown to induce IL-36γ (Friedrich et al., 2014), was used as a positive control to test if IL-36γ is inducible in the FRT EC. Three-D vaginal and endocervical EC were treated with TNFα for 24 h. Following TNFα treatment, IL-36γ gene expression levels in 3-D vaginal and endocervical EC were significantly (P < 0.001) increased 32-fold, and 19.6-fold respectively (Figure 1C). The 3-D vaginal EC and tissue exhibited higher baseline levels of IL-36γ and IL-36R relative to 3-D endocervical EC and tissue and TNFα treatment induced higher levels of IL-36γ expression in 3-D vaginal EC relative to the endocervical EC.

Microbial Products Differentially Induce IL-36γ Expression and Secretion in EC of the Human FRT

Microbial products elicit potent immune responses in EC of the FRT through ligation with TLRs. We have previously shown that TLR agonists: poly(I:C; viral product and TLR3 agonist), flagellin (bacterial product and TLR5 agonist), and FSL-1 (bacterial product and TLR2/6 agonist) induce cytokine expression and secretion in primary and immortalized vaginal and endocervical EC grown as monolayers and in 3-D (Herbst-Kralovetz et al., 2008; Hjelm et al., 2010; Radtke et al., 2012; Doerflinger et al., 2014). These studies have also shown that TLRs 2, 3, 5, and 6 are abundantly expressed in these cell lines and these TLRs remain functional and responsive when cultured under rotating conditions (Herbst-Kralovetz et al., 2008; Hjelm et al., 2010; Radtke and Herbst-Kralovetz, 2012; Radtke et al., 2012). Maximal cytokine induction was detected 24 h after treatment of microbial products in these studies, hence we focused on that time point herein (Herbst-Kralovetz et al., 2008). Human 3-D vaginal and endocervical EC were treated with a panel of microbial products for 24 h, and IL-36γ expression levels were quantified by qRT-PCR analysis (Figure 2). Following poly (I:C), FSL-1, and flagellin treatment did not result in cellular adherence to beads as observed by light microscopy and cellular viability was not decreased by more than 10% as measured by trypan blue exclusion (data not shown). IL-36γ expression increased following treatment with each microbial product in a concentration dependent manner. We observed that poly (I:C) induced the highest amount of IL-36γ gene expression in both cell types (Figure 2). In 3-D vaginal EC IL-36γ expression was induced by treatment with poly (I:C; 100 μg/ml), flagellin (5 μg/ml), and FSL-1 (0.1 μg/ml) by 10.2-, 5.1-, and 8.9-fold, respectively. Endocervical EC treated with poly (I:C), flagellin, and FSL-1 also resulted in significant increases (P < 0.001) in IL-36γ expression levels at 20.2-, 11.7-, and 7-fold, respectively. Poly (I:C) and flagellin induced higher levels of IL-36γ expression in 3-D endocervical EC relative to vaginal EC (P < 0.001).


[image: image]

FIGURE 2. Differential IL-36γ induction in 3-D human vaginal and endocervical epithelial cells treated with microbial products. Gene expression analysis of 3-D vaginal and endocervical EC. Cell cultures were exposed to microbial products [poly (I:C); 1, 25, and 100 μg/ml, flagellin (FLA); 0.5 and 5 μg/ml, and fibroblast stimulating lipopeptide-1 (FSL-1); 0.01 and 0.1 μg/ml] for 24 h. Expression of IL-36γ was determined by qRT-PCR and reported relative to GAPDH as fold change compared to PBS treated samples. Horizontal dashed line indicates IL-36γ expression in PBS treated cells. Data are shown as mean ± SD from three independent experiments each performed in duplicate. ˆP < 0.05; ∗P < 0.01; ∗∗P < 0.001; unpaired two-tailed Student t-test with Welch’s correction.



Since IL-36γ mRNA levels increased in a dose dependent manner, we performed an IL-36γ targeted ELISA to quantify protein levels following treatment with these microbial products. After treatment with the poly (I:C), flagellin, FSL-1, and PBS, cell lysates and cellular supernatants were collected and assayed for IL-36γ by ELISA. Poly (I:C), flagellin, and FSL-1 treatments induced IL-36γ production in a dose dependent manner in both 3-D vaginal and 3-D endocervical EC when compared to PBS treated controls (Figure 3B). All of the microbial products tested induced an increase in IL-36γ mRNA in 3-D FRT EC, however, the magnitude of protein production and secretion levels were microbial product specific. Treatment with higher concentrations of poly (I:C) resulted in higher levels of secreted IL-36γ in 3-D vaginal and endocervical EC (Figures 3A,B) when measured by ELISA. Flagellin induced a significant increase (P < 0.01) in intracellular IL-36γ production in vaginal and endocervical (P < 0.01) EC. Poly (I:C) induced significant levels of IL-36γ secretion by vaginal (1 μg/ml; P < 0.01, 25 μg/ml; P < 0.001, and 100 μg/ml; P < 0.001) and endocervical (1 μg/ml; [not significant (NS)] 25 μg/ml; P < 0.001, and 100 μg/ml; P < 0.001) EC. FSL-1 induction of intracellular IL-36γ production significantly increased secretion of IL-36γ in both vaginal (0.01 μg/ml; P < 0.01, 0.01 μg/ml; P < 0.001) and endocervical (0.01 μg/ml; P < 0.01, 0.01 μg/ml; P < 0.001) EC. Less IL-36γ secretion occurred following treatment with flagellin relative to control treated cells.
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FIGURE 3. Extracellular and intracellular localization of IL-36γ in epithelial cells of the human female reproductive tract following treatment with microbial products. Three-D vaginal and endocervical EC were treated with PBS, flagellin (FLA; 5 or 0.5 μg ml-1), FSL-1 (0.1 or 0.01 μg ml-1), or poly (I:C; 100, 25, or 1 μg ml-1) for 24 h. (A) Cell culture lysates and (B) supernatants were assayed by ELISA to quantify IL-36γ production and secretion. Levels of IL-36γ were determined and reported as fold change relative to PBS treated samples. Horizontal dashed line indicates IL-36γ expression in PBS treated cells. Data are shown as mean ± SD from three independent experiments each performed in duplicate. ˆP < 0.05; ∗P < 0.01; ∗∗P < 0.001; unpaired 2-tailed Student t-test with Welch’s correction.



IL-36γ probed Western blots were performed to verify ELISA results. FRT EC were treated with poly (I:C), flagellin, and FSL-1 in increasing concentrations for 24 h. Both the supernatant and extracted cell pellets of TLR agonist treated FRT EC were analyzed to measure intracellular and secreted IL-36γ levels. Patterns of IL-36γ protein synthesis detected by Western blot mirrored the quantitative data generated by ELISA, supporting the protein production profiles of FRT EC (Supplementary Figure S1). Poly (I:C) and FSL-1 treatment resulted in the highest induction of secreted IL-36γ levels relative to untreated wells by ELISA and Western blot, whereas flagellin treatment induced significantly higher intracellular levels of IL-36γ (Figure 3 and Supplementary Figure S1). As such, there was an inverse relationship between IL-36γ induction by these microbial products.

Recombinant IL-36γ Induces an Autocrine IL-36γ Loop in Human 3-D Vaginal and Endocervical EC

IL-36γ has been shown to induce expression of itself, thereby exhibiting an autocrine signaling loop in keratinocytes (Lian et al., 2012). Three-D vaginal and endocervical EC were treated with increasing doses of rIL-36γ (1, 10, 100, and 500 ng/ml) for 24 h. qRT-PCR assays targeting IL-36γ and IL-36R was performed following treatment with rIL-36γ. We observed a significant increase in IL-36γ gene expression in both 3-D vaginal (10 ng/ml; P < 0.001, 100 ng/ml; P < 0.001, 500 ng/ml; P < 0.001) and endocervical EC (10 ng/ml; P < 0.01, 100 ng/ml; P < 0.001, 500 ng/ml P < 0.001; Figure 4A). A similar pattern in IL-36R expression in 3-D vaginal [10 ng/ml; 4.2-fold (P < 0.01), 100 ng/ml; 7.9-fold (P < 0.001), 500 ng/ml; 10.4-fold (P < 0.001)] and endocervical EC [10 ng/ml; 8.3-fold (P < 0.05), 100 ng/ml; 13.9-fold (P < 0.01), 500 ng/ml; 15.7-fold (P < 0.001; Figure 4B)] was observed, albeit at lower levels. The fold increases in both IL-36γ and IL-36R were dependent on rIL-36γ treatment concentration and expression levels were higher in the 3-D endocervical EC compared to the vaginal EC.
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FIGURE 4. Induction of IL-36γ and IL-36R expression following recombinant IL-36γ treatment. 3-D vaginal and endocervical EC were treated with increasing doses of recombinant IL-36γ (1, 10, 100, and 500 ng/ml) for 24 h. (A) IL-36γ and (B) IL-36R expression was determined by qRT-PCR and reported relative to GAPDH as fold change compared to PBS treated samples. Horizontal dashed line indicates IL-36γ expression in PBS treated cells. Data are shown as mean ± SD from three independent experiments each performed in duplicate. ˆP < 0.05; ∗P < 0.01; ∗∗P < 0.001; unpaired two-tailed Student t-test with Welch’s correction.



Pro-inflammatory Cytokine and Antimicrobial Peptide Production in 3-D FRT EC is Increased Following Recombinant IL-36γ Treatment

We have shown that microbial products induce IL-36γ and influence its secretion. To examine the role IL-36γ plays in triggering inflammatory signaling pathways in FRT EC and to determine if it is concentration dependent, we treated 3-D endocervical and vaginal EC with rIL-36γ. Treatment with rIL-36γ induced antimicrobial peptide, pro-inflammatory cytokine, and chemokine production in a dose dependent manner (Figures 5 and 6). IL-8 (Figure 5A) mRNA levels were significantly increased (P < 0.001) in both cell models following 100 and 500 ng/ml rIL-36γ treatments. rIL-36γ treatment (500 ng/ml) resulted in a significant difference (P < 0.001) in CCL20 production (Figure 5B) and 3-D vaginal EC CCL20 levels were significantly higher (P < 0.001) at 500 ng/ml compared to the 3-D endocervical EC. Antimicrobial peptides including HE4 (Figure 5C), SLPI (Figure 5D), HBD-2 (Figure 5E), and HBD-4 (Figure 5F) were significantly increased in a dose dependent manner following rIL-36γ treatments. Treatment with rIL-36γ at 100 and 500 ng/ml resulted in significant increases in HE4 in 3-D vaginal (P < 0.001 and P < 0.01) and endocervical (P < 0.05 and P < 0.001). SLPI mRNA levels increased at similar magnitudes following rIL-36γ treatments at 100 and 500 ng/ml in 3-D vaginal (P < 0.001) and endocervical (P < 0.05) EC.
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FIGURE 5. Recombinant IL-36γ treatment induces antimicrobial peptide expression in 3-D human vaginal and endocervical epithelial cells. 3-D vaginal and endocervical cell cultures were treated with increasing doses of recombinant IL-36γ (1, 10, 100, or 500 ng/ml) for 24 h. Relative expression levels of (A) IL-8, (B) CCL20, (C) HE4, (D) SLPI, (E) HBD-2, and (F) HBD-4 were determined by qRT-PCR and reported relative to GAPDH as fold change compared to PBS treated cells Data are shown as mean ± SD from three independent experiments each performed in duplicate. ˆP < 0.05; ∗P < 0.01; ∗∗P < 0.001; unpaired two-tailed Student t-test with Welch’s correction.
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FIGURE 6. 3-D human vaginal and endocervical epithelial cells secrete increased levels of pro-inflammatory cytokines and chemokines in response to treatment with recombinant IL-36γ. 3-D vaginal and endocervical cell cultures were treated with PBS or increasing doses of recombinant IL-36γ (1, 10, 100, or 500 ng/ml) for 24 h. Expression levels of (A) IL-1β, (B) IL-6, (C) TNFα, and chemokine (D) CCL20 were determined by multiplex analysis and reported in pg/ml. Data are shown as mean ± SD from three independent experiments each performed in duplicate. ˆP < 0.05; ∗P < 0.01; ∗∗P < 0.001; unpaired two-tailed Student t-test with Welch’s correction.



Of these AMP, two notable site-specific differences were observed in the induction HBD-2 and HBD-4 in 3-D FRT EC following treatment with100 and 500 ng/ml of rIL-36γ. Fold values for 3-D vaginal cells were higher for HBD-2 and HBD-4 relative to endocervical EC. HBD-2 increased 12.7-fold (P < 0.001) and 39.4-fold (P < 0.001) and HBD-4 mRNA was increased 24.6-fold (P < 0.001) and 55.4-fold (P < 0.001) in 3-D vaginal EC, respectively. rIL-36γ treated 3-D endocervical EC increased 6.9- and 18-fold at 100 and 500 ng/ml, respectively, for HBD-2 at 15.6-fold (P < 0.001) and 31.8-fold (P < 0.001) for the HBD-4 gene. HBD 2 and HBD-4 expression was significantly higher in 3-D vaginal EC than 3-D endocervical EC following rIL-36γ treatments at 100 and 500 ng/ml (P < 0.05 and P < 0.01 respectively). SLPI and HE4, were the only AMP assayed that resulted in more robust response in endocervical EC when compared to vaginal EC, but these site specific differences in expression were not significant. IL-8 gene expression levels were similar in both cell types. CCL20 expression levels varied in the two cell types depending on the concentration of rIL-36γ.

We have shown that rIL-36γ increases gene expression of chemokines and AMP. To quantify levels of additional proinflammatory cytokines and chemokines we assayed cell supernatants with a multiplex bead-based immunodetection assay. Secretion of IL-1β, IL-6, CCL20, and TNFα was induced in a dose dependent fashion following 24 h treatments with rIL-36γ (Figure 6). CCL20 secretion was significantly (P < 0.01) increased following treatment with rIL-36γ at 100 and 500 ng/ml in both 3-D vaginal and endocervical EC. IL-1β secretion was significantly (P < 0.01) increased following rIL-36γ treatments at 500 ng/ml in 3-D vaginal EC. rIL-36γ treatments at 100 and 500 ng/ml resulted in significant increases in IL-1β secretion (P < 0.05) in 3-D endocervical EC as well. Secretion of IL-6 was significantly (P < 0.01) increased in 3-D vaginal EC following rIL-36γ treatments of 100 and 500 ng/ml. IL-6 and TNFα secretion was induced in 3-D endocervical EC, however, the magnitude of secretion was higher in 3-D vaginal EC. Secreted IL-6 increased from 86.48 to 552.9 pg/ml (NS) for 100 ng/ml rIL-36γ and 951.5 pg/ml (P < 0.01) for 500 ng/ml rIL-36γ. TNFα levels from 3-D endocervical EC increased only slightly following rIL-36γ treatments and the increase was not significant. Overall, pro-inflammatory cytokines, chemokines, and AMP were significantly induced in 3-D vaginal and cervical EC following treatment with rIL-36γ. The pattern of cytokine and AMP induction was similar for vaginal and cervical cells and was also dose-dependent, but the magnitude was higher in the 3-D vaginal EC model relative to the 3-D cervical model for most immune mediators evaluated.

DISCUSSION

This is the first report demonstrating a role for IL-36γ in host defense and amplification of the mucosal immune response by ECs lining the FRT. We showed that in the lower FRT, IL-36γ stimulates the innate immune response by induction of pro-inflammatory cytokines, chemokines, and AMP, thereby promoting mucosal inflammation. This study provides the foundation for future studies that aim to elucidate the mechanisms of IL-36 family members in the FRT during homeostasis, STI, disease pathogenesis, and reproductive sequelae.

Recent literature on IL-36γ has been primarily focused on chronic inflammatory processes that include psoriasis and chronic obstructive pulmonary disease (COPD), where IL-36γ was found to be abundantly expressed in the skin and the mucosal ECs of the lung (Li et al., 2014; Gabay and Towne, 2015) and result in sustained inflammation (Chustz et al., 2011; Gabay and Towne, 2015). However, there have been limited studies investigating the role of IL-36γ in host defense and infection at mucosal sites (Vos et al., 2005; Gresnigt et al., 2013; Segueni et al., 2015).

Herein we report that IL-36γ is expressed in human cervical and vaginal ECs and tissue. A limitation to the study evaluating IL-36γ and IL-36R in vaginal tissue, is the lack of availability of premenopausal non-diseased vaginal tissue. However, our data demonstrated that premenopausal cervical tissue and post-menopausal vaginal tissue both express IL-36γ and IL-36R. Future studies will be required to determine the impact of sex hormones on this cytokine and associated receptor expression. Using our well-characterized human 3-D cervical and vaginal EC models we demonstrate that these cells respond to rIL-36γ exposure in a site-specific manner. Overall, 3-D vaginal EC expressed and secreted higher levels of these innate immune mediators following rIL-36γ treatments relative to 3-D endocervical EC, however, this response did not seem to correspond to IL-36R expression (Figure 1).

IL-36γ increases and prolongs inflammation through interaction with TNFα, a known inducer and inductee of IL-36γ (Towne and Sims, 2012). TNFα is expressed in excess in psoriatic lesions (Cuchacovich et al., 2008) leading to upregulation of IL-36γ. IL-36γ mRNA and protein have been shown to be induced in keratinocytes following treatment with TNFα (Kumar et al., 2000). Consistent with findings in bronchial ECs (Chustz et al., 2011), IL-36γ levels were increased following TNFα treatment in 3-D FRT EC, demonstrating that expression of IL-36γ is inducible in the human FRT. TNFα and IL-36γ participate in a mutually reinforcing gene expression loop, initiated by IL-36γ, TNFα, as well as other cytokines (Friedrich et al., 2014). Increased levels of TNFα have been shown to result from microbial product exposure and pathogenic insults in the FRT (Jarvis et al., 1999; Agrawal et al., 2008; Hjelm et al., 2010; Radtke et al., 2012; Krzyzowska et al., 2013; Doerflinger et al., 2014) and as such, IL-36γ could be bolstering the inflammatory cascade in the FRT.

Poly (I:C), FSL-1, and flagellin treatments each resulted in unique IL-36γ expression and secretion patterns in our 3-D FRT EC models. TLR2, 3, 5, and 6 are the most abundantly expressed and functional in the FRT and our 3-D human FRT models (Herbst-Kralovetz et al., 2008; Hjelm et al., 2010; Radtke and Herbst-Kralovetz, 2012; Radtke et al., 2012). Flagellin targets TLR5, which activates the pro-inflammatory NF-κB pathway in parallel to apoptotic caspase cascades (Zeng et al., 2006). FSL-1 signals through TLR2/6, which also leads to the pro-inflammatory NF-κB pathway, but also triggers the MAPK pathway leading to possible apoptosis through MyD88 and caspase 8 (Aliprantis et al., 2000). Increased levels of IL-36γ were detected in 3-D FRT EC cell culture supernatant following FSL-1 treatment, but not following flagellin treatment. The mechanism of secretion is unclear as IL-36γ lacks a conventional signal sequence (Towne et al., 2011), and further work must be performed to determine IL-36γ secretion mechanisms in FRT EC. Poly (I:C) triggers TLR3 in the endosome, activating inflammation through the NF-κB pathway. Poly (I:C) has also been shown to induce FRT EC pro-inflammatory cytokine secretion, recruiting immune cells that activate cellular defense mechanisms, limiting viral replication until an adaptive immune response is generated (Schaefer et al., 2005; Herbst-Kralovetz and Pyles, 2006). It is unclear whether poly (I:C) induces IL-36γ secretion via a signaling sequence or via cell death, but it is possible that IL-36γ acts as an alarmin, alerting surrounding cells of danger (Lian et al., 2012).

In our study, levels of extracellular IL-36γ significantly increased and intracellular IL-36γ decreased following high dose treatments with poly (I:C). In contrast, flagellin treatment in FRT EC resulted in increased intracellular IL-36γ protein with corresponding supernatants containing low levels of extracellular IL-36γ. These results are similar to IL-36γ expression patterns observed in a study by Lian et al. in keratinocytes (Lian et al., 2012). These microbial product-specific induction and secretion relationships suggest that IL-36γ influences TLR dependent cellular defense responses unique to different forms of microbial attack. Further studies are required, but our data suggest that IL-36γ secretion may play a role in antimicrobial host defense and regulating tissue specific immune responses to infection in the FRT by amplifying the mucosal immune response.

IL-36γ activates the release of cytokines and chemokines from surrounding cells, leading to inflammatory host defense against invading pathogens. Prolonged inflammation in the FRT may also act as a warning sign of infection, indicating that IL-36γ may act as a marker for FRT disease or inflammation. A recent proteomics report demonstrated that cervicovaginal lavages collected from women with bacterial vaginosis exhibited elevated levels of IL-36α and IL-36 receptor antagonist relative to controls, further supporting a role for IL-36 family members in the FRT (Borgdorff et al., 2015). Both 3-D vaginal and endocervical EC responded to rIL-36γ treatment by upregulating gene expression of IL-6, IL-8, IL-1β, and TNFα. Each of these immune mediators has been found to be elevated in human cervicovaginal lavages collected from women with STI (Trifonova et al., 2007; Kyongo et al., 2015), as well as in the cell lines used in our 3-D FRT EC cultures following STI exposure (Herbst-Kralovetz et al., 2008; Hjelm et al., 2010; Radtke and Herbst-Kralovetz, 2012; McGowin et al., 2013). However, preliminary studies have not shown significant changes in TLR expression following rIL-36γ treatment (data not shown). We found that treating the 3-D FRT EC with rIL-36γ induced expression of IL-36R and cellular IL-36γ. A study by Friedrich et al. with keratinocytes defined this autocrine function as a self-amplifying loop involving IL-17 (Friedrich et al., 2014). IL-36γ has also been shown to induce CCL20, a Th17 cytokine, in lung fibroblasts due to asthma and COPD (Chustz et al., 2011) and in dermatoses via LL-37 (Li et al., 2014). rIL-36γ induced upregulation of IL-36γ and IL-36R mRNA as well as CCL20 mRNA and protein in 3-D FRT EC models suggesting the induction of an IL-36γ amplification loop following TLR activation. The increased secretion of CCL20 and its impact on Th17 cell recruitment and activation may play a role in host defense against FRT insult and is a future area of investigation.

AMP are present in the FRT during homeostasis and production is increased following infection in the FRT, as detected in cervicovaginal lavages (Novak et al., 2007; Keller et al., 2012; Madan et al., 2012; Pellett Madan et al., 2015). AMP induction by IL-36γ has been observed in keratinocytes and bronchial ECs (Chustz et al., 2011; Lian et al., 2012; Li et al., 2014). We investigated a panel of AMP known to be expressed in the lower FRT (Yarbrough et al., 2015) for induction by rIL-36γ exposure. Our data shows that each of these AMP (CCL20, HE4, SLPI, HBD-2, and HBD-4) were induced by treatment with rIL-36γ, further promoting inflammation in FRT EC in a dose-dependent fashion. CCL20, HBD-2, and HBD-4 upregulation was more robust in 3-D vaginal EC relative to cervical EC. Following pathological insult, serine protease inhibitors HE4 and SLPI have an inverse relationship, for example in bacterial vaginosis, HE4 is elevated, whereas SLPI is decreased (Mitchell et al., 2008). Interestingly, rIL-36γ treatment induced HE4 and SLPI expression in 3-D FRT models, similar to IL-1 treatment (Bingle et al., 2006). Further investigation is needed to determine if AMP induction by IL-36γ enhances host defense or results in damaging inflammation.

In the FRT, IL-36γ may function as a key regulator of mucosal inflammation. This is the first study to report the induction and regulation of IL-36γ, IL-36R, and related immune mediators in the human FRT following microbial product exposure. Both IL-36γ and IL-36R were induced by rIL-36γ in a dose dependent fashion, as well as a number of AMPs, pro-inflammatory cytokines, and chemokines in the FRT. The IL-36 family has been associated with the pathogenesis of several inflammatory diseases. Our data suggest that IL-36γ could play a critical role in initiating, promoting and sustaining epithelial-mediated inflammation to microbial products in the FRT. As such, future work will be aimed at studying the role of the IL-36 family in the context of the FRT in terms of host response to vaginal microbiota, STI pathogens, and other reproductive disorders.
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Enterococcus lactis IW5 was obtained from human gut and the potential probiotic characteristics of this organism were then evaluated. Results showed that this strain was highly resistant to low pH and high bile salt and adhered strongly to Caco-2 human epithelial colorectal cell lines. The supernatant of E. lactis IW5 strongly inhibited the growth of several pathogenic bacteria and decreased the viability of different cancer cells, such as HeLa, MCF-7, AGS, HT-29, and Caco-2. Conversely, E. lactis IW5 did not inhibit the viability of normal FHs-74 cells. This strain did not generate toxic enzymes, including β-glucosidase, β-glucuronidase, and N-acetyl-β-glucosaminidase and was highly susceptible to ampicillin, gentamycin, penicillin, vancomycin, clindamycin, sulfamethoxazol, and chloramphenicol but resistant to erythromycin and tetracyclin. This study provided evidence for the effect of E. lactis IW5 on cancer cells. Therefore, E. lactis IW5, as a bioactive therapeutics, should be subjected to other relevant tests to verify the therapeutic suitability of this strain for clinical applications.
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INTRODUCTION

Probiotics are non-pathogenic live microorganisms that provide health benefits when these organisms are consumed in sufficient amounts (FAO/WHO, 2001; Mehra et al., 2012; Howarth and Wang, 2013; Haghshenas et al., 2014a; Nami et al., 2014a). Probiotics have been utilized to prevent bacterial infections (Forsyth et al., 2009) and treat cancer (Baldwin et al., 2010; Haghshenas et al., 2014b, 2015a,b; Nami et al., 2014b,c,d). These organisms can also create an acidic environment in the colon by producing short-chain fatty acids. Furthermore, probiotic bacteria can inhibit the occurrence of cancer by (i) lowering pH, (ii) reducing the level of pro-carcinogenic enzymes (Donaldson, 2004), (iii) enhancing cell proliferation by inhibiting normal cell apoptosis and by promoting cell differentiation and cytoprotective activities (Lin et al., 2008), and (iv) suppressing inflammation-induced cell apoptosis (Prisciandaro et al., 2011) caused by lactic acid bacteria (LAB), including Lactobacillus, Enterococcus, Streptococcus, and Bifidobacterium. Among these LABs, the genus Enterococcus has gained considerable interest in environmental, food, and clinical research (Sharma et al., 2012).

Enterococcus is ubiquitous in nature and considered as the most controversial LAB genus because of unclear functions (Galvez et al., 2009). Enterococci have been utilized as adjutants to treat human and animal diseases. Enterococci have also been used in the food industry as probiotics (Franz et al., 2003) or as starter cultures because these microorganisms produce useful bacteriocins (Fisher and Phillips, 2009). Although Enterococcus comprises many species, only a few species are recognized as probiotics, such as E. faecalis, E. faecium, and E. lactis. Probiotics should exhibit important characteristics, such as tolerant to gastrointestinal conditions (acid and bile) and non-pathogenic; probiotics should also display competitive exclusion of pathogens (Collins et al., 1998; Ouwehand et al., 2002). Thus, the selection criteria of probiotic bacteria for clinical applications should be carefully evaluated. This study aimed to determine the probiotic properties (bile tolerance, antimicrobial activity, and antibiotic susceptibility) and antitumor activities of E. lactis isolated from the human gut.

MATERIALS AND METHODS

Bacterial Strain and Culture Condition

Enterococcus lactis IW5 was isolated from human fecal samples using streak plate method previously described by Shin et al. (2015) and this strain was maintained at -70°C in de Man Rogosa broth (MRS, Merck, Germany) containing 25% (v/v) glycerol. E. lactis IITRHR1 isolated from cheese was used as a control strain. Working cultures were anaerobically incubated at 37°C for 24 h in an anaerobic jar (Mitsubishi Inc. USA) that contains anaerobic gas generation kits (AnaeroPack).

Tolerance to Artificial Gastric Juice and Artificial Bile Acid

Tolerance to artificial gastric juice and bile acid were determined according to previously described method with slight modification (Lee et al., 2014). E. lactis was suspended in MRS containing 0.1% pepsin (Sigma, St. Louis, MO, USA) and adjusted to a pH of 2.0 with 0.1 M HCl, and then incubated for 3 h at 37°C. Artificial bile acid tolerance was measured by cultivating cells treated with artificial gastric juice. The cells were incubated at 37°C for 24 h in artificial bile acid consisting of MRS containing 0.3% oxgall (Becton Dickinson, Sparks, MD, USA). The numbers of viable cells were measured by incubating aliquots for 24 h on MRS agar plates at 37°C. The survival rate was calculated using the formulation:

Survival rate (%) = (Log CFU after reaction/Log CFU at 0 h) × 100

Antimicrobial Susceptibility Assay

Thirteen pathogenic organisms from the Persian Type Culture Collection (Table 1) were selected to detect antagonistic substances. Well diffusion was performed to detect inhibitory substances produced in the supernatant fluid of the isolate. For this purpose, an overnight culture of the indicator strains was used to inoculate appropriate agar growth media (Dimitonova et al., 2007) at 37°C. Wells with a diameter of 5 mm were cut into agar plates; afterward, 50 μL of filtered cell-free supernatant obtained from the third subculture of the microorganisms grown in MRS broth (cell density 108 cfu/mL) was added to each well. The supernatant was obtained by growing inhibitory producer strains overnight in MRS broth at 37°C. The cells were removed through centrifugation; the supernatant was placed in the wells and allowed to diffuse in agar for 2 h at room temperature. The plates were incubated at optimum growth temperature of the indicator strains and examined after 24 h to determine inhibition zone areola diameter (Nowroozi et al., 2004; Maldonado et al., 2012).

TABLE 1. The inhibitory effect of Enterococcus lactis IW5 against pathogenic bacteria.
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Enzyme Activity

Enzyme activity was evaluated using an API ZYM kit (BioMerieux, Paris, France). E. lactis IW5 was suspended in sterile saline (0.85% NaCl) at 105 CFU/mL and added to each cupule. After inoculation was performed, the cultures were incubated at 37°C for 4 h. One drop of ZYM B reagent was added and a drop of surface-active agent (ZYM reagent) was added to each cupule. ZYM A was introduced to facilitate ZYM B solubilization in the medium. The resulting color was observed for at least 5 min. Values ranging from 0 to 5 were assigned on the basis of color strength to determine the approximate amount (in nmol) of hydrolyzed substrate.

Cell Cultures

Five human cancer lines, namely, Caco-2 (human colorectal carcinoma cell), AGS (human gastric carcinoma cell), MCF-7 (human breast carcinoma cell), HeLa (human cervical carcinoma cell), and HT-29 (human colon carcinoma cell), and one normal cell line, namely, FHs-74 (human intestinal epithelial cells) – obtained from cell resource center of Pasteur institute of Iran (Tehran, Iran) – were used to investigate the anticancer effects of E. lactis IW5. The cells were grown in RPMI-1640 medium supplemented with 10% heat-inactivated fetal bovine serum and a 1% penicillin–streptomycin mixture. The cultures were maintained at 37 °C in an atmosphere of 95% O2 and 5% CO2 with relative humidity (Merghoub et al., 2009).

Cell-free Culture Supernatant Preparation

The liquid culture of E. lactis at the end of the exponential growth phase was centrifuged at 4000 × g for 10 min to obtain cell precipitates. The supernatant was collected; pH was adjusted to 7.2 with 1 N NaOH and subjected to lyophilization. Endogenous proteases were inactivated by heat at 100 C for 3–5 min. The desired concentrations of lyophilized culture supernatant (10–50 μg/mL) were prepared in RPMI media by diluting from stock solution (10 mg lyophilized supernatant/mL RPMI media) and sterilized by filtering the supernatant through a 0.22 μm bacterial filter (Millipore); the prepared supernatant was then used to treat cancer cells.

Adhesion to Caco-2 Cells

Enterococcus lactis IW5 was assessed for its adhesion ability to the human colon carcinoma cell line, Caco-2. The cells were seeded in RPMI-1640 medium supplemented with 10% heat-inactivated fetal bovine serum and 1% penicillin/streptomycin mixture. Cells were seeded on 24-well tissue culture plates and incubated at 37°C in 5% CO2 in a relatively humid atmosphere until a confluent monolayer was achieved. Adherence assay was carried out by adding 1 mL of the bacterial strain, suspended in RPMI-1640 medium, at a concentration of about 1 × 107 CFU/well and was incubated for 3 h at 37°C in an atmosphere of 5% (v/v) CO2. Before the adhesion assay, the media in the wells containing a Caco-2 cell monolayer were removed and replaced once with fresh antibiotic-free RPMI.

To remove non-attached bacterial cells, the wells were washed three times with a sterile, pre-warmed PBS solution. To detach the cells from the wells, 1 mL of trypsin/EDTA solution (0.5% porcine trypsin and 0.2% EDTA in PBS; Sigma) was added to each well and the mixture was gently stirred for 5 min. To measure the viable Caco-2 cell count, the cells were counted by the pure plate method onto MRS agar medium and incubated at 37°C under anaerobic conditions. Bacterial adhesion was expressed as the total number of bacteria attached to viable Caco-2 cells.

Cytotoxicity against Different Cancer Cells

The cytotoxicity of the isolated E. lactis on tumor/normal cells was evaluated through a microculture tetrazolium [MTT, 3-(4, 5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide] assay (Mosmann, 1983). In brief, HeLa, AGS, MCF-7, HT-29, Caco-2, and FHs 74 cells (1.2 × 104 cells/well) were seeded in each well of a 96-well microplate with RPMI growth medium. Once 50% confluence was reached 24 h after the cells were seeded, the cells were treated with the filtered supernatant of the isolated strain at different time points (12, 24, and 48 h). After treatment was administered, the medium was replaced with 200 μl of fresh medium containing 50 μl of MTT solution (2 mg/mL in PBS) and incubated for another 4 h at 37 C. After incubation was completed, the MTT mixture was carefully removed, and 200 μl of dimethyl sulfoxide and 25 μl of Sorenson’s glycine buffer (0.1 M glycine and 0.1 M NaCl at pH 10.5) were added to each well and incubated for 30 min. The absorbance of each well was determined after 30 s of shaking by using a microplate reader (Biotek, ELx 800, USA) at 570 nm. The cells treated with MRS (bacterial culture medium) and Taxol (anticancer drug as a reference) served as negative and positive controls, respectively.

Apoptotic Cells Detection

4′,6-diamidino-2-phenylindole (DAPI) staining

All of the cultured cells (treated/untreated groups) were evaluated through 4′,6-diamidino-2-phenylindole (DAPI) staining to detect apoptotic cells. For this purpose, sterile cover slips were placed in each of the six wells of the culture plate. Cancer cells (120 × 104 cells/well) were added to each well and maintained under the desired standard culture condition. At 24 h after the cells were seeded, all of the cultured cells were subjected to E. lactis secretion, MRS medium, and Taxol (IC50 concentration) treatments. The treated and untreated control groups were incubated for another 24 h and prepared for apoptosis assay. Afterward, 4% paraformaldehyde was added to each well to stain cells with DAPI dye. The cells were fixed and permeabilized with 0.1% Triton-X100 for 5 min. The permeabilized cells were stained with 50 μl of DAPI dye (1:2000 dilutions) and incubated for 3 min at room temperature. The processed cells with cover slips were washed thrice with PBS (pH 7.2) and utilized to assess apoptosis by using a fluorescent microscope (BX64, Olympus, Japan) equipped with a U-MWU2 fluorescence filter (excitation filter BP 330-385, dichromatic mirror DM 400, and emission filter LP 420; Paolillo et al., 2009).

Flow cytometry

The fraction of apoptotic cells was quantitatively measured via flow cytometry using the Annexin V-FITC apoptosis detection kit (eBioscience, San Diego, CA, USA). HeLa cell line (1.2 × 105 cells/well) was seeded into a six-well culture plate and the treatment of cells were similar to DAPI staining. After treatment time point (24 h), the treated/untreated control cells were detached by trypsin, the supernatant was discarded after centrifugation at 900 rpm for 10 min at 28 C, and the cell pellet was resuspended in 500 μl of 1× binding buffer and transferred into a new 5 ml tube. The tubes were centrifuged again and the supernatants were replaced with100 μl binding buffer (1×). Afterward, the tubes were added with 5 μl of FITC-conjugated Annexin V then were incubated for 15 min at room temperature under dark conditions. The incubated cells were centrifuged and the cell plates were resuspended in 500 μl of binding buffer (1×). Finally, 5 μl of propidium iodide solution was added to the cells, and quadrant settings were fixed with untreated, single-stained controls, and copied to dot plots of the treated cells. Quadrant statistic calculations were performed using CELLQuest Pro software (BD Biosciences, San Jose, CA, USA). The experiment was repeated two times with triplicate samples for each experiment. Analyses were accomplished using 10000 cells at a rate of 450 cells/s.

Quantitative Real Time PCR

For RNA analysis, HeLa cells were lysed using TRI Reagent®(Sigma Chemical Co., Poole, UK) according to manufacture guidelines. 24 h post-treatment or untreated control monolayer cells were lysed by adding desired amount of TRI Reagent® (2 mL per 25 cm2 T-flask) accordingly were homogenized and transferred to RNAse/DNAse-free microtubes. Chloroform (0.2 mL per each mL of TRI ReagentTM used for lysing) was added to each sample, and the mixture was vortexed. After maintaining at room temperature for 5 min, the samples were centrifuged at 12000 × g, 4°C and 10 min and the colorless supper aqueous phase was carefully separated and mixed with ice-cold isopropanol (0.5 mL per each mL of TRI Reagent® used initially). The mixture was centrifuged at12000 × g, 4°C for 10 min, yielding total RNA pellet that was washed with 75% ethanol (×3). The air dried samples were dissolved in DEPC treated water and tested qualitatively and quantitatively prior to its use for RT-PCR experiments.

The isolated RNA was reverse transcribed to cDNA using Moloney- murine leukemia virus (MMLV) reverse transcriptase (Bethesda Research Laboratories, Gaithersburg, MD, USA). For RT reaction, 1 μL RNA (1 μg/μL) was mixed with master mix [DEPC treated water 13 μL, dNTP’s (10 μM) 2 μL, MMLV buffer with DTT 2 μL, random hexamer primer (pdN6; 400 ng/μL) 0.5 μL], and denatured at 95°C for 5 min. The sample was then cooled down to 4°C for 5 min using ice-bath. Then 1 μL MMLV (200 U/μL) and 0.5 μL RNase in (40 U/μL) were added to the sample and the mixture was incubated using following thermocycling program: 10 min at 25°C, 42 min at 42°C, and 5 min at 95°C. The prepared cDNA templates were used for real time PCR experiments.

Primers were designed from published Gene Bank sequences using Beacon Designer 5.01 (Premier Biosoft International, http://www.premierbiosoft.com) and listed in Table 3. All amplification reactions were performed in a total volume of 25 μL using iQ5 Optical System (Bio-Rad Laboratories Inc., Hercules, CA, USA). Each well contained: 1 μL cDNA, 1 μL primer (100 nM each primer), 12.5 μL 2× Power SYBR Green PCR Master Mix (Applied Biosystems, Foster City, CA, USA), and 10.5 μL RNAse/DNAse free water. Thermal cycling conditions were as follow: 1 cycle at 94°C for 10 min, 40 cycles at 95°C for 15 s, 56–62°C (annealing temperature) for 30 s, and 72°C for 25 s. Interpretation of the result was performed using the Pfaﬄe method and the threshold cycle (Ct) values were normalized to the expression rate of GAPDH as a housekeeping gene. All reactions were performed in triplicate and negative controls were included in each experiment.

Statistical Analysis

Data were analyzed by one-way ANOVA. Significant differences of means (p < 0.05) were compared through Duncan’s test by using SPSS 19.0. Graphs were prepared using Microsoft Office Excel (Rahmati, 2011).

RESULTS AND DISCUSSION

Isolation and Identification

The bacterial strain was isolated from the human gut. The strain was initially identified by phenotypic methods; the Gram reaction of the isolates was determined by observation under a light microscope after Gram staining by using a Gram staining kit. LAB were considered Gram positive when they appeared blue–purple upon Gram staining. The isolates did not produce gas bubbles when hydrogen peroxide solution (3%) drops (Sigma–Aldrich, USA) were added to bacterial cells to determine catalase positive/negative strains; hence, the result confirmed that this strain is a Gram-positive and catalase-negative bacterium. A total of 45 Gram-positive and catalase-negative strains were obtained. Based on 16S rRNA identification results, the 45 isolated bacteria were classified into three major groups of LAB: enterococci, lactobacilli, and lactococci. After sequencing was performed, the strains belonging to Enterococcus genus were categorized into nine different species: one E. lactis, two E. pseudoavium, four E. hirae, two E. gilvus, four E. avium, three E. durans, eight E. faecalis, five E. malodoratus, and seven E. faecium. Moreover, lactobacilli were classified into three diverse species: one L. casei, three L. acidophilus, and one L. plantarum. Lactococci were classified into one species: three Lactococcus lactis, with two subspecies, namely, L. lactis ssp. lactis and L. lactis ssp. cremoris.

Probiotics have been extensively investigated because these organisms provide health benefits when such probiotics are consumed in sufficient amounts. In this study, LAB species with probiotic and antitumor activities were isolated; the strains that could grow in 5% CO2 atmosphere. An E. lactis strain (Accession number: HF562969.1) resistant to pH 2.0 and 0.3% bile salt was isolated from the human gut and then identified.

Acid and Bile Tolerance

The survival of E. lactis IW5 and E. lactis IITRHR1 in artificial gastric juice (pH 2.0,0.1% pepsin, for 3 h) and artificial bile salt (0.3% oxgall, for 24 h)was evaluated (Table 1). The cells of E. lactis IW5 and E. lactis IITRHR1 were strongly maintained, with 94.60 and 92.27% survival rate in artificial gastric juice, respectively. In artificial bile salt, the cells of E. lactis IW5 and E. lactis IITRHR1demonstrated 95.46 and 94.14% survival rate, respectively. Our findings are similar to those of previous studies, which revealed that the survival rates of Enterococcus bacteria treated with acid and bile range from 63 to 100% (Haghshenas et al., 2014b; Nami et al., 2014d). Similarly, it has been revealed that Enterococcus bacteria were very stable in acidic conditions (pH 2 for 3 h) and high bile salt (0.3% oxgall for 4 h; Bhardwaj et al., 2010).

Antimicrobial Susceptibility Assay

The antimicrobial susceptibility spectrum of E. lactis IW5 is shown in Table 2. This strain inhibited the growth of pathogenic bacteria, including Escherichia coli O26, Staphylococcus aureus, Bacillus cereus, Klebsiella pneumoniae, Shigella flexneri, and Streptococcus mutans. Moreover, E. lactis exhibited strong activity against Listeria monocytogenes. No significant activity was observed against Serratia marcesens, Pseudomonas aeruginosa, Candida albicans, Staphylococcus saprophyticus, Escherichia coli O157, and Salmonella typhimurium.

TABLE 2. Tolerance of E. lactis IW5 and E. lactis IITRHR1 against artificial gastric and bile conditions.
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TABLE 3. Real time PCR genes and their forward/reverse primers.
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The 50% inhibitory concentration (IC50) of isolated strain metabolites was determined as an index of antagonistic activity from the antimicrobial time and dose-dependent curves. After 24 h of incubation, IC50 values were only observed in E. coli O26, S. aureus, B. cereus, K. pneumoniae, S. flexneri, S. mutans, and L. monocytogenes cells treated with E. lactis secretions. The IC50 for E. lactis secretions on E. coli O26, S. aureus, and B. cereus cells was 47, 28 and 32 μg/mL, respectively. The IC50 values of E. lactis secretions on K. pneumoniae, S. flexneri, and S. mutans cells was 31, 26 and 22 μg/mL, respectively. The IC50 value of E. lactis secretions on L. monocytogenes cells showed the lowest value (13 μg/mL). Our results showed that the E. lactis IW5 strain obtained from the human gut exhibited good probiotic properties, such as low pH and bile salt resistance. This strain was capable to inhibit several pathogenic bacteria.

Enzyme Activity

Certain enzymes are characteristically produced by probiotics to provide protection from toxic substances. β-glucosidase, N-acetyl-β-glucosaminidas, and β-glucuronidase have been associated with certain health disorders (Chen et al., 2014). β-glucuronidase increases the risk of carcinogenesis by secreting toxins and mutagens (Delgado et al., 2007; Dabek et al., 2008). These toxic enzymes could be produced by microorganisms. Our data demonstrated that E. lactis did not produce toxic enzymes, including β-glucosidase, N-acetyl-β-glucosaminidase, and β-glucuronidase. Conversely, E. lactis produced various enzymes, including esterase (20 nmol), acid and alkaline phosphatase (5 nmol), and esterase lipase (≥25 nmol).

Adhesion Ability to Colon Endothelial Cells

Several investigations have implicated a number of factors in the attachment of probiotic bacterial cells to epithelial cells. Such factors include: passive entrapment of the bacterial cells by fimbrial cell matrix material (Sarem et al., 1996), bacterial cell surface-associated lipoteichoic acid (Granato et al., 1999), proteinaceous extracellular adhesins (Conway and Kjelleberg, 1989), and bacterial cell surface-associated proteinaceous factors (Adlerberth et al., 1996). Adhesion of E. lactis IW5 and E. lactis IITRHR1 was confirmed by using the plating technique. When E. lactis IW5 was plated at a concentration of 8.35 ± 0.06 log CFU/well, we found that 8.16 ± 0.04 log CFU/well of the bacteria adhered to the Caco-2 cells. Conversely, when E. lactis IITRHR1 was plated at a concentration of 8.13 ± 0.05 log CFU/well, it was found that only 6.45 ± 0.03 log CFU/well of the bacteria adhered to the Caco-2 cells. It has been reported previously that E. lactis IITRHR1 can strongly adhere to intestinal epithelial cells, which promote its survival and show a broad range of antimicrobial activity (Sharma et al., 2011). Similar to our findings, these data demonstrated that the bacterial concentration was reduced by 1.68 log CFU/well, following removal of the non-adhered cells.

Toxicity Assay

Microculture tetrazolium assay was performed to determine the cytotoxicity effects of the metabolites secreted by E. lactis IW5 on various cancer cell lines, particularly HeLa, Caco-2, AGS, and HT-29. The cytotoxicity potential of the metabolites produced by E. lactis IW5 on various cancer cells was determined (Figures 1 and 2A–D,F). After 24 h of incubation, the metabolites inhibited all cancer cell lines. Approximately 38, 36, 28, 40, and 30% of MCF-7, HeLa, HT-29, AGS, and Caco-2 cells, respectively, remained viable after these cells were incubated with the metabolites for 24 h. The antiproliferative effect of the metabolites on all of the evaluated cancer cells significantly differed from that of the un-treated and reference strain-treated groups. The effect of the metabolites on FHs 74 normal cells was also examined (Figure 2E). E. lactis IW5 secretions exhibited no toxic effect on normal cells; more than 95% of the cells grew well. These results indicated that E. lactis IW5 is a potential candidate for cancer treatment.
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FIGURE 1. The cytotoxic effects of isolated Entreococcus lactis IW5 secretion on different cancer cell lines at three time points 12, 24, and 48 h. Error bars represent the standard deviation of the each mean.
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FIGURE 2. Effect of E. lactis secretions on the proliferation of cancerous MCF-7, Caco-2, HT-29, HeLa, AGS, and FHs-74 normal cell lines. E. lactis secretions final concentration: 50 μg/mL, Taxol concentration: IC50 for each cell line. Incubation time is 24 h. Data are expressed as mean and error bars represent standard deviation of means. UT: Untreated media were used as control. E. lactis IITRHR1 was used as Reference Strain (RS) for comparison. Asterisks denote statistically significant differences (∗p < 0.05; ∗∗p < 0.01).



The anticancer activity of probiotic bacteria has been demonstrated by in vivo and in vitro systems (Ouwehand, 2007). Probiotic organisms inhibit mammalian cell proliferation in primary leukocyte cultures and cell lines. The induction of apoptotic cells by conjugated linoleic acid produced by various probiotic strains has been established in Caco-2 and HT-29 mammalian cancer cell lines. In this study, four human cancer cell lines, namely, Caco-2 (colorectal cancer), AGS (gastric cancer), HeLa (cervical cancer), and HT-29 (colon cancer), and one normal cell line, namely, FHs-74, were utilized. The results of this study demonstrated that the metabolites secreted by E. lactis IW5 strain significantly inhibited the growth of the four cancer cell lines. E. lactis IW5 secretions decreased the proliferation and viability of all cancer cell lines but did not adversely affect FHs-74 normal cells. Therefore, this strain was considered non-toxic. Different cancer cells were treated with 106 CFU/well of E. lactis IW5; this treatment strongly inhibited the proliferation of cancer cells. In E. lactis IW5 treatment, the proliferation of MCF-7, HeLa, HT-29, AGS, and Caco-2 cells was particularly inhibited by 38, 36, 28, 40, and 30%, respectively. Thus, E. lactis IW5 can inhibit the proliferation of cancer cells; however, E. lactis IITRHR1could not inhibit the proliferation of cancer cells.

Apoptosis Assay

HeLa cells were treated with 50 μg/mL of the filtered secretion after these cells were incubated for 24 h; the treated HeLa cells were stained with DAPI and analyzed through fluorescent microscopy to analyze the effect of E. lactis secretions on HeLa cell viability. The intact viable cells displayed completely healthy nuclei (Figure 3a); by contrast, the apoptotic cells were characterized by shrunk cells with condensed (early apoptosis) or fragmented (late apoptosis) nuclei. Other morphological and apoptotic changes, such as membrane blebbing and apoptotic body formation, were observed in the treated cells. This result suggested that apoptosis is the main cytotoxic mechanism of bacterial metabolites (Figure 3b). The newly identified E. lactis IW5 strain obtained from the human gut exhibited appropriate probiotic properties, such as high tolerance to low pH, resistance to high bile salt concentration, and anti-pathogenic activity against several pathogenic bacteria. Cytotoxic findings indicated that E. lactis IW5 secreted metabolites that possessed high anticancer activity against all of the examined cancer cell lines (AGS, Caco-2, HeLa, and HT-29). Therefore, the metabolites produced by E. lactis IW5 strain may be used as an alternative nutraceutical with promising therapeutic index because these metabolites are non-cytotoxic to normal mammalian cells.


[image: image]

FIGURE 3. 4′,6-diamidino-2-phenylindole (DAPI) staining and flow cytometric analysis of treated/untreated HeLa cancer cells. (a,b) Untreated and treated DAPI-stained cells; (c,d) flow cytometric analysis of untreated and treated cells with 50 μg/mL E. lactis secretion metabolites after 24 h incubation. Dots with Annexin V-/PI+ (Q1), Annexin V+/PI+ (Q2), Annexin V+/PI- (Q3), and Annexin V-/PI- (Q4) and feature represent necrotic, late apoptotic, early apoptotic, and viable intact cells, respectively.



Compared with the control cells that exhibited natural cell death (Figure 3c), the HeLa cells treated with 50 μL/mL of filtered E. lactis IW5 secretions demonstrated significant amounts (p ≤ 0.05) of annexin V+/PI+ (late apoptotic cells) after incubating for 24 h (Figure 3d). In the treated HeLa cells 87.3 and 6.48% were observed in late apoptosis and necrosis, respectively. Based on the flow cytometry findings, E. lactis IW5 secretions can inhibit the proliferation of cancer cells and the main mechanism of this prophylactic effect was related to apoptosis induction in cancer cells.

Quantitative Real Time PCR

As shown in Figure 4, the expression of anti-apoptotic genes (ERBB 2 and ERBB3), intrinsic apoptosis blocker genes (BCL-2 and BCL-XL), and CASP 8 gene (starter gene in TNF-α apoptosis pathway) were significantly down-regulated by E. lactis IW5compared to untreated control group. The down-regulation in the mentioned genes by E. lactis IW5 was similar to Taxol® but the expression of CASP 9 (starter gene in intrinsic apoptosis pathway) and BAX (crucial gene in extrinsic IL-3 mediated apoptosis pathway) genes was significantly different in E. lactis IW5 and Taxol treated groups (Figure 4). E. lactis IW5 up-regulated the expression of BAX gene whereas Taxol up-regulated the expression of CASP9 indicating different inducing pathways of apoptosis. Lactobacillus paracasei M5L can induce apoptosis in HT-29 cells through reactive oxygen species generation followed by CRT accompanied endoplasmic reticulum stress and S phase arrest (Hu et al., 2015). The molecular mechanisms of pro-apoptotic effects of human-derived Lactobacillus reuteri ATCC PTA 6475 has been previously investigated on myeloid leukemia-derived cells and findings have shown the down-regulation of nuclear factor-kappaB (NF-kappaB)-dependent gene products that mediate cell survival (Bcl-2 and Bcl-xL) related genes (Iyer et al., 2008). Findings of antitumor effects of cell-bound exopolysaccharides (cb-EPS) isolated from Lactobacillus acidophilus 606 on HT-29 colon cancer cells have shown the antitumourigenic effects through the induction of BAX gene (Kim et al., 2010). In addition, the human probiotic Propionibacterium freudenreichii could kill HT-29 colorectal adenocarcinoma cells through apoptosis in vitro via its metabolites (the short chain fatty acids, acetate and propionate; Lan et al., 2007). Furthermore, the investigation results of the effect of probiotic Bacillus polyfermenticus on the growth of human colon cancer cells including HT-29, DLD-1, and Caco-2 cells have illustrated that B. polyfermenticus can inhibit tumor growth and its anticancer activity occurs through suppressing ErbB2 and ErbB3 genes (Ma et al., 2010). Based on our findings, the induction of apoptosis by E. lactis IW5 is related to extrinsic IL-3 receptor pathway and it is deferent from Taxol’s apoptosis induction (intrinsic mitochondria apoptosis pathway).
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FIGURE 4. Apoptosis related gene expression ratio in treated (50 μg/mL E. lactis secretion metabolites) and untreated control HeLa cells for 24 h.
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Histoplasma capsulatum var. capsulatum is a dimorphic fungus that causes histoplasmosis, a human systemic mycosis with worldwide distribution. In the present work, we demonstrate that H. capsulatum yeasts are able to induce cytokine secretion by the human lung epithelial cell line A549 in integrin- and Src-family kinase (SFK)-dependent manners. This conclusion is supported by small interfering RNA (siRNA) directed to α3 and α5 integrins, and PP2, an inhibitor of SFK activation. siRNA and PP2 reduced IL-6 and IL-8 secretion in H. capsulatum-infected A549 cell cultures. In addition, α3 and α5 integrins from A549 cells were capable of associating with H. capsulatum yeasts, and this fungus promotes recruitment of these integrins and SFKs to A549 cell membrane rafts. Corroborating this finding, membrane raft disruption with the cholesterol-chelator methyl-β-cyclodextrin reduced the levels of integrins and SFKs in these cell membrane domains. Finally, pretreatment of A549 cells with the cholesterol-binding compound, and also a membrane raft disruptor, filipin, significantly reduced IL-6 and IL-8 levels in A549-H.capsulatum cultures. Taken together, these results indicate that H. capsulatum yeasts induce secretion of IL-6 and IL-8 in human lung epithelial cells by interacting with α3 and α5 integrins, recruiting these integrins to membrane rafts, and promoting SFK activation.
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INTRODUCTION

Histoplasmosis is a human systemic mycosis caused by the fungal pathogen Histoplasma capsulatum. This fungus presents two varieties: H. capsulatum var. capsulatum and H. capsulatum var. duboisii that are etiological agents of the classical and the African histoplasmoses, respectively. Classical histoplasmosis is widely distributed in the Americas. In the United States, highly endemic areas include the Mississippi and Ohio River valleys. This mycosis also occurs in countries of Central and South America, and in Brazil, outbreaks of histoplasmosis have been reported after exposure to H. capsulatum fragments (Martins et al., 2003; Guimarães et al., 2006; Oliveira et al., 2006; Rocha-Silva et al., 2014).

Histoplasma capsulatum is a thermally dimorphic fungus, which is found in soil, caves, and abandoned constructions that are enriched in bat or bird excrements (Smith and Kauffman, 2012). Infection with H. capsulatum occurs by inhaling microconidia or mycelial fragments which then settle in the host’s lungs and convert to yeast forms (Mihu and Nosanchuk, 2012). Some fungi are internalized by phagocytes and are able to survive and multiply within macrophages, allowing, in this manner, dissemination of H. capsulatum to several organs through the bloodstream or lymphatic system (Mihu and Nosanchuk, 2012; Adenis et al., 2014).

The severity of this mycosis depends on the number of inhaled fungal particles and the immune status of the host. In immunocompetent individuals, a small inoculum can cause asymptomatic infection or acute pulmonary histoplasmosis. Individuals with pre-existing lung diseases, such as emphysema, may develop chronic pulmonary histoplasmosis, and immunocompromised patients may present disseminated histoplasmosis (Smith and Kauffman, 2012). Histoplasmosis is responsible for low rates of morbidity and mortality among immunocompetent patients. However, among immunocompromised patients, morbidity, and mortality of this mycosis have increased mostly due to HIV (Adenis et al., 2014). Histoplasmosis is an AIDS-defining illness, and some authors consider HIV-associated histoplasmosis a neglected disease in South America. Unhappily, these cases are often confused with tuberculosis or pneumocystosis (Nacher et al., 2013). In Brazil, in the state of Ceará, a study of a 4-years period (2006–2010) reported 208 cases of histoplasmosis in HIV-positive patients. Histoplasmosis was the first indicator of AIDS in about 39% of the cases. About 80% of these patients were not being treated with highly active antiretroviral therapy (HAART) at the moment of histoplasmosis diagnosis, and about 42% of these patients died (Brilhante et al., 2012).

Besides acting as a structural barrier, several research groups have demonstrated the importance of epithelial cells in modulating the immune system in various body tissues. In the lungs, for example, type II pneumocytes are among the cells that form the alveolar epithelium, and they are involved not only in surfactant production and repair of alveoli after a lung injury, but also in the immune response against particles and inhaled microorganisms (Mason, 2006). To participate in the host’s innate immunity, airway epithelial cells produce a wide range of inflammatory mediators, such as growth factors, cytokines, and chemokines, that promote recruitment and activation of immune cells to the sites of infection (Suzuki et al., 2008; Proud and Leigh, 2011).

Recently, our group has demonstrated that the human fungal pathogen Paracoccidioides brasiliensis induces interleukin (IL)-6 and IL-8 secretion by the human lung epithelial cell line A549. This cytokine secretion was dependent on activation of some host cell signaling kinases, such as ERK 1/2 (extracellular signal-regulated kinase 1/2), p38 MAPK (p38 mitogen-activated protein kinase) and PKC δ (protein kinase C δ; Maza et al., 2012; Alcantara et al., 2015). Later, we demonstrated that integrins are one type of receptor involved in the secretion of IL-6 and IL-8 (Barros et al., 2016). In addition, P. brasiliensis promoted an increase of integrin expression in these epithelial cells, and clustering of α3 and α5 integrins into host membrane rafts was also observed in the presence of this fungus (Barros et al., 2016).

Integrins are heterodimeric transmembrane glycoproteins consisting of α and β subunits. In mammals, 18 α and 8 β integrin subunits non-covalently dimerize to form 24 different receptors. Integrins, a major class of receptors involved in cell adhesion to other cells or to extracellular matrix, are able to bind to a wide variety of ligands, including adhesive proteins present on the surface of pathogens. Therefore, in this manner, several pathogens hijack host cell signaling to invade and survive in the host, leading to the establishment of an infection (Hauck et al., 2012).

Integrins may be recruited and clustered into membrane rafts (Leitinger and Hogg, 2002; Wang et al., 2013). These cell membrane structures are dynamic nanoscale domains enriched in sterols, sphingolipids, and specific proteins. Upon stimulation, membrane rafts coalesce to form larger platforms, compartmentalizing and activating cell signaling (Simons and Sampaio, 2011). Some pathogens, such as Listeria monocytogenes, Toxoplasma gondii, and herpes simplex virus, recruit membrane rafts for host cell invasion (Seveau et al., 2004; Gianni et al., 2010; Cruz et al., 2014). Previously, we verified that P. brasiliensis is able to recruit these cell domains for host cell adhesion, and also, cytokine secretion (Maza et al., 2008; Barros et al., 2016).

Engagement of integrins may activate Src-family kinases (SFK), which are non-receptor tyrosine kinases that participate in regulating several cellular events, such as cell growth, division, differentiation and survival (Engen et al., 2008; Ingley, 2008; Okada, 2012). In response to pathogens or other stimuli, some studies have also shown SFK involvement in cytokine secretion by epithelial cells (Ren et al., 2005; Kannan et al., 2006; Lin et al., 2006; Bentley et al., 2007; Eucker et al., 2014). For example, Eucker et al. (2014) recently demonstrated that Campylobacter jejuni promotes IL-8 secretion by the INT 407 human intestinal epithelial cells, and that this is triggered in response to engagement of β1 integrins and activation of focal adhesion kinase (FAK), paxillin and Src. Our group previously observed that P. brasiliensis also induces SFK activation and recruitment of these signaling molecules to A549 cell membrane rafts (Maza et al., 2008), but the participation of integrins in SFK activation and the role of these kinases in P. brasiliensis epithelial cell infection were not determined yet.

Regarding host innate immunity and infection mechanisms by human pathogenic fungi, such as P. brasiliensis or H. capsulatum, most of the studies were performed with cells of the myeloid lineage, which include macrophages, neutrophils and dendritic cells. However, since the first reports describing the secretion of cytokines by epithelial cells in the 1990s (Stadnyk, 1994), various research groups have demonstrated the importance of these cells in modulating the host immune system. Cleaver et al. (2014), for example, recently showed that mice that inhaled Toll-like receptor (TLR) agonists were protected against lethal pneumonia. This protection persisted even after the reduction or depletion of neutrophils, alveolar macrophages, dendritic cells, mature lymphocytes, or natural killer cells. Moreover, airway epithelial cells treated with TLR agonists were able to kill pathogenic bacteria. Thus, the authors concluded that lung epithelial cells are important for pulmonary antimicrobial defense, and for patients with impaired leukocyte-mediated immunity, epithelial cells may be critical for the antimicrobial action (Cleaver et al., 2014).

As studies about interaction of epithelial cells with H. capsulatum are still incipient, in the present study, we aimed to analyze the secretion of inflammatory cytokines by A549 epithelial cells during infection with H. capsulatum yeasts. To the best of our knowledge, this is the first report describing the role of α3 and α5 integrins, SFK activation, and membrane rafts in H. capsulatum-inducible cytokine secretion.

MATERIALS AND METHODS

Fungal Growth Conditions

Histoplasma capsulatum, strain 496, was kindly provided by Dr. Olga F. Gompertz, Escola Paulista de Medicina, Universidade Federal de São Paulo, São Paulo, Brazil. Yeast forms were grown 5–7 days at 37°C, 100 rpm, in BHI medium (Brain Heart Infusion, Becton, Dickinson and Company, USA) as described elsewhere (Toledo et al., 2001).

Histoplasma capsulatum yeasts, grown for 3 days, were washed three times with Dulbecco’s Modified Eagle’s Medium (DMEM; Sigma, USA) and used for interaction assays with A549 cells.

A549 Cell Culture

Human lung epithelial cell line A549 was grown in DMEM supplemented with 10% fetal bovine serum (FBS; Vitrocell Embriolife, Brazil), 10 mM HEPES, 100 U/ml penicillin, and 100 μg/ml streptomycin (complete DMEM) at 37°C, 5% CO2.

Analysis of Cytokine Levels in Culture Supernatants of A549 Cells during Incubation with H. capsulatum

1.8 × 104 A549 cells were cultured in 24-well plates with complete DMEM. After 72 h, A549 cells were maintained overnight in FBS-free DMEM (FBS starvation). Next, A549 cells were incubated with 2.0 × 106 H. capsulatum yeasts [multiplicity of infection (MOI) of 8 yeasts per A549 cell] for 5, 16, or 24 h. After incubation with H. capsulatum, culture supernatants were collected and centrifuged at 1300 × g to remove fungi. IL-6, IL-8, and IL-10 levels in these supernatants were determined using DuoSet® ELISA Kits (R&D Systems), according to manufacturer’s instructions.

In some experiments, after FBS starvation, A549 cells were incubated for 2 h in FBS-free DMEM containing 0.1, 1, or 10 μM PP2 (an inhibitor of SFK activation, Calbiochem, USA), 1 μg/ml filipin (a cholesterol-binding compound that disrupts membrane rafts, Sigma, USA), or 0.025% or 0.05% DMSO (DMSO concentrations used as vehicle for PP2 and filipin, respectively). And then, H. capsulatum yeasts were added to the cultures and incubated for 16 h. IL-6 and IL-8 levels in these culture supernatants were determined as described above.

Analysis of Integrin Expression in A549 Cells during Incubation with H. capsulatum

1.0 × 105 A549 cells were cultured in 6-well plates with complete DMEM. After 48 h, A549 cells were incubated overnight in FBS-free DMEM. Next, A549 cells were incubated with 6.5 × 106 H. capsulatum yeasts (MOI of 8 yeasts per A549 cell) for different periods of time. After incubation with fungi, A549 cells were washed three times with phosphate buffered saline (PBS, 10 mM sodium phosphate buffer, pH 7.2, containing 150 mM NaCl), harvested with a cell scraper, and lysed with TNE (25 mM Tris buffer, pH 7.5, with 150 mM NaCl, 5 mM EDTA pH 7.5) containing 1% Brij® 98 (Sigma, USA) and a mixture of inhibitors (IMix – 5 mM Na3VO4, 100 μM leupeptin, 125 μg/ml aprotinin, 1 mM AEBSF, all inhibitors were purchased from Sigma, USA) for 30 min at 4°C. Protein content in samples was measured using a Micro BCATM Protein Assay Kit (Thermo Scientific, USA) according to manufacturer’s instructions.

Ten micrograms of protein were loaded per well of SDS-PAGE gels, and expression of integrins was evaluated by Western blot.

Association of A549 Cell Integrins with H. capsulatum Yeasts

1.12 × 106 A549 cells were cultured in 150-mm plates with complete DMEM. After 72 h, A549 cells were maintained overnight in FBS-free DMEM. A549 cells were washed three times with PBS, harvested with cell scraper, and lysed with lysis buffer (50 mM Tris buffer, pH 7.2, containing 150 mM NaCl, 1 mM CaCl2, 1% Brij® 98 and IMix) for 30 min at 4°C.

After protein quantification of A549 cell lysates, 1 mg protein in 500 μl was incubated with 5.0 × 108 H. capsulatum yeasts at 4°C with gentle shaking. As controls, fungi were incubated with A549 cell-free lysis buffer. After overnight incubation, samples were centrifuged, and supernatants containing H. capsulatum-unassociated proteins were collected. Fungi (pellet) were washed five times with 500 μl of lysis buffer. After each washing step, the supernatant containing H. capsulatum-unassociated proteins was collected (UFractions). Next, H. capsulatum-associated proteins (AFraction) were eluted with 60 μl of sample buffer (125 mM Tris-HCl, pH 6.8; 4% sodium dodecyl sulfate; 20% glycerol; 0.05% bromophenol blue), boiled for 5 min, and centrifuged. Then, aliquots of A549 cell lysates, H. capsulatum-associated (AFraction) and unassociated (UFractions) proteins, and A549 cell-free lysis buffer, that was incubated with this fungus, were submitted to SDS-PAGE. Integrins and caspase-3 were analyzed by Western blot using antibodies anti-α3 and α5 integrins, and caspase-3.

Silencing of Integrins in A549 Cells by Small Interfering RNA (siRNA)

2.0 × 105 A549 cells were cultured in 6-well plates with DMEM supplemented with 10% FBS and 10 mM HEPES in the absence of antibiotics. After 24 h, A549 cells were washed three times with DMEM supplemented with 1% FBS, and then, transfected with Lipofectamine® RNAiMAX (Life Technologies, USA) and Silencer® Select Pre-designed α3 or α5 integrin siRNA (#s7543 and #s7549, Life Technologies, USA) at a final concentration of 10 nM. Silencer® Select Negative Control No. 1 siRNA (Life Technologies, USA) was used as negative control. After 24 h, A549 cells were washed three times with DMEM, and then, incubated with 6.5 × 106 H. capsulatum yeasts (MOI of 8 yeasts per A549 cell). After 16 h, culture supernatants were collected for IL-6 and IL-8 analysis. Concomitantly, A549 cells were washed three times with PBS, harvested with a cell scraper, and lysed with TNE containing 1% Brij® 98 and IMix for 30 min at 4°C. Silencing of α3 and α5 integrins was analyzed by Western blot.

Analysis of SFK Activation during the Interaction of A549 Cells with H. capsulatum

1.0 × 105 A549 cells were cultured in 6-well plates with complete DMEM. After 48 h, A549 cells were maintained overnight in FBS-free DMEM to decrease basal phosphorylation of SFK. Next, A549 cells were incubated with 6.5 × 106 H. capsulatum yeasts (MOI of 8 yeasts per A549 cell) for 15, 30, 60, 120, or 180 min. After incubation with fungi, A549 cells were washed three times with PBS containing 1 mM Na3VO4 (PBS/SV), harvested with a cell scraper, and lysed with TNE containing 1% Brij® 98 and IMix for 30 min at 4°C.

In some experiments, A549 cells were transfected with α3 or α5 integrin siRNA, maintained overnight in FBS-free DMEM, and then, incubated with H. capsulatum yeasts for 3 h. After incubation with fungi, A549 cells were washed, harvested, and lysed as described above.

Twenty micrograms of protein were loaded per well of SDS-PAGE gels, and SFK activation was evaluated by Western blot.

Detergent-Resistant Membrane Isolation

1.12 × 106 A549 cells were cultured in 150-mm plates with complete DMEM. After 72 h, A549 cells were maintained overnight in FBS-free DMEM. Next, A549 cells were incubated with 1.5 × 108 H. capsulatum yeasts (MOI of 8 yeasts per A549 cell). After 3 h, A549 cells were washed three times with PBS containing 1 mM Na3VO4 (PBS/SV), and detergent-resistant membranes (DRMs) were isolated as previously described (Maza et al., 2008). Briefly, harvested cells were lysed with TNE containing 1% Brij® 98 and IMix for 30 min at 4°C. Next, after Dounce-homogenization, the lysate was centrifuged at 1300 × g, for 7 min, and the supernatant obtained, termed post-nuclear fraction, was subjected to protein quantification. Same amount of protein was submitted to sucrose gradient, and centrifuged at 260,800 × g at 4°C, using the SW 41 Ti rotor Beckman Coulter. After 16 h, 12 fractions of 1 ml each were collected and numbered from top to bottom. Aliquots of DRM fractions (fractions 4–6) and non-DRM fractions (fractions 10–12) were submitted to SDS-PAGE and analyzed by Western blot.

In some experiments, the membrane cholesterol of the cell homogenate was removed as described elsewhere (Maza et al., 2008). Briefly, A549 cells were incubated with H. capsulatum yeasts for 3 h then washed, harvested, and centrifuged, producing a cell pellet that was subsequently incubated with 10 mM methyl-β-cyclodextrin (MβCD) in TNE containing IMix for 30 min at 37°C with gentle shaking. Control experiments were performed in the absence of MβCD. Then, Brij® 98 was added to a final concentration of 1%, and after 30 min at 4°C, DRMs were isolated as described above. Aliquots of DRM fractions (fractions 4–6) were submitted to SDS-PAGE, and analyzed by Western blot.

SDS-PAGE and Western Blot

Aliquots, each containing the same amount of protein, were loaded onto 10% SDS-PAGE gels and then transferred to PVDF membranes. Next, membranes were blocked with 5% non-fat dry milk (Cell Signaling, USA) in TBST (200 mM Tris buffer, pH 8.0, containing 150 mM NaCl and 0.1% Tween® 20) at room temperature. After 1 h, membranes were incubated with 1% BSA in TBST containing the primary antibodies: mouse anti-α3 integrin (1:1000, sc-374242, Santa Cruz, CA, USA), rabbit anti-α5 integrin (1:1000, #4705, Cell Signaling, USA), mouse anti-glyceraldehyde 3-phosphate dehydrogenase (GAPDH; 1:10000, Cat.No.39-8600, Invitrogen, USA), rabbit anti-caspase-3 (1:1000, #9665, Cell Signaling, USA), rabbit anti-Phospho (P)-SFK (Tyr416; 1:1000, #2101, Cell Signaling, USA), rabbit anti-cSrc/SFK (1:1000, sc-18, Santa Cruz, CA, USA), or rabbit anti-caveolin-1 (1:2500, sc-894, Santa Cruz, CA, USA). After overnight incubation at 4°C, membranes were incubated for 1 h at room temperature with HRP-conjugated anti-rabbit (1:2000, #7074, Cell Signaling, USA), or anti-mouse antibodies (1:2000, A-10668, Invitrogen, USA) diluted in 1% BSA in TBST. After each step, membranes were washed three times with TBST.

Reactive proteins were detected using SuperSignalTM West Pico Chemiluminescent Substrate (Thermo Scientific, USA) and were documented with a Uvitec Cambridge System (UVITEC, UK). In some experiments, after immunoblotting with anti-P-SFK, membranes were stripped using Restore Western Blot Stripping Buffer (Thermo Scientific, USA), and reprobed with anti-cSrc/SFK (1:1000, sc-18, Santa Cruz, CA, USA). For protein quantification, densitometric analyses were performed using Scion Image (Scion Corporation, USA).

Cell Viability and Statistical Significance

The viabilities of A549 cell and H. capsulatum were measured by MTT (3-[4,5-dimethylthiazol-2-yl]-2,5-diphenyltetrazolium bromide) assay as described previously (Maza et al., 2008).

Briefly, to determine A549 cell viability, cells were incubated in the presence or absence of 0.1, 1, or 10 μM PP2, 1 μg/ml filipin, or 0.025 or 0.05% DMSO for 2 h and then with H. capsulatum yeasts for 16 h. After incubation with fungi, A549 cells were washed three times with DMEM without phenol red and incubated using the same medium containing 0.5 mg/ml MTT (Life Technologies, USA) for 2 h. The medium was removed, formazan was solubilized with DMSO, and absorbance was determined at 540 nm with a microplate reader.

To determine fungal viability, after incubation with PP2, filipin or DMSO for 16 h, H. capsulatum yeasts were washed three times with DMEM without phenol red and incubated with 0.5 mg/ml MTT as described above.

Statistical significance was evaluated using Student’s t-test. p < 0.01 or p < 0.05 was considered significant.

RESULTS

Cytokine Secretion by A549 Cells during Interaction with H. capsulatum

To verify whether H. capsulatum yeasts induce secretion of inflammatory cytokines by epithelial cells, the human lung epithelial cell line A549 was incubated with H. capsulatum yeasts for different periods of time (5-24 h), and levels of IL-6, IL-8, and IL-10 in these culture supernatants were determined by ELISA. IL-6 and IL-8 levels significantly increased in a time-dependent manner (Figure 1). Regarding IL-6, after 5, 16 and 24 h of A549-H. capsulatum interaction, this cytokine levels increased 2.3-, 15.9- and 9.8-fold over basal levels, respectively. Under the same conditions, IL-8 levels increased 2.4-, 9.3- and 8.8-fold for 5, 16 and 24 h time periods, respectively. On the other hand, the anti-inflammatory cytokine IL-10 was undetectable in these culture supernatants (data not shown).
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FIGURE 1. IL-6 (A) and IL-8 (B) levels in culture supernatants of A549 cells during interaction with H. capsulatum. A549 cells were incubated in the absence (C) or presence (Hc) of H. capsulatum yeasts for 5, 16 or 24 h. Culture supernatants were collected, and IL-6 and IL-8 levels were determined by ELISA. Values represent the mean of triplicate experiments ± the standard deviation. ∗p < 0.01 and #p < 0.05 when compared to C of the related time period. Similar results were obtained from three independent experiments.



By MTT assay, we verified that cell viability was unaffected when A549 cells were incubated with H. capsulatum yeasts for 5–24 h (Supplementary Table 1). Despite this result, as major differences of cytokine levels were observed at 16 h, following experiments were performed within this period.

Association of α3 and α5 Integrins from Epithelial Cells with H. capsulatum Yeasts

First, to determine whether H. capsulatum is able to modulate the expression of α3 and α5 integrins, A549 cells were incubated with this fungus for different periods of time (0.5–16 h). By Western blot, it was observed that H. capsulatum yeasts were not able to increase the expression levels of these integrins (Supplementary Figure 1).

Next, to evaluate whether α3 or α5 integrin from epithelial cells interacts with H. capsulatum, A549 cell lysate was incubated with yeast forms of this fungus. Associated A549 cell proteins with H. capsulatum (AFraction – AF) and unassociated proteins from washing steps (UFractions – UF) were analyzed by Western blot. α3 and α5 integrins from A549 cells, associated with yeasts, were eluted and recovered in AFraction (Figure 2, lane 8). As expected, caspase-3 (a cytoplasmatic protein of A549 cell) was not recovered in AFraction (Figure 2, lane 8), indicating that there is no interaction between this cytoplasmatic protein and H. capsulatum. In addition, we verified that unassociated proteins were removed efficiently by washing steps (Figure 2, lanes 3–7, UFractions). To demonstrate that detected proteins by Western blot were derived from A549 cells, and not from H. capsulatum, fungi were also incubated with A549 cell-free lysis buffer. Incubation with this lysis buffer did not extract H. capsulatum proteins that could be recognized by the antibodies anti-α3 and anti-α5 integrins (Figure 2, lane 9). Therefore, these results indicate that α3 and α5 integrins from A549 cells were associated with H. capsulatum yeasts.
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FIGURE 2. Association of α3 and α5 integrins from A549 cells with H. capsulatum yeasts. A549 cell lysate was incubated with H. capsulatum yeasts overnight at 4°C. Then, samples were centrifuged, and supernatants were collected. Fungi were washed five times to remove unassociated proteins. Next, H. capsulatum-associated proteins were eluted with sample buffer. Some fungi were also incubated with A549 cell-free lysis buffer. Lane 1, A549 cell lysate. Lane 2, H. capsulatum-unassociated proteins. Lanes 3–7, washing steps (1–5) containing H. capsulatum-unassociated proteins (UF). Lane 8, associated A549 cell proteins with H. capsulatum (AF). Lane 9, H. capsulatum yeasts incubated with A549 cell-free lysis buffer. Proteins were analyzed by Western blot using antibodies anti-α3 and -α5 integrins. Caspase-3 (Casp) was used as a negative control of association. Blots are representative of two independent experiments.



Involvement of α3 and α5 Integrins in Cytokine Secretion by A549 Cells during Interaction with H. capsulatum

Integrins are able to modulate cytokine secretion in various cell types, including epithelial cells (Lubin et al., 2003; Schmid et al., 2004; Gianni and Campadelli-Fiume, 2014). Therefore, to determine the importance of α3 and α5 integrins on IL-6 and IL-8 secretion by A549 cells, during interaction with H. capsulatum, silencing of these integrins was performed by using small interfering RNA (siRNA). First, by Western blot (Figure 3A) and densitometric analysis (data not shown), we verified that α3 and α5 integrin-directed siRNAs reduced the expression of these receptors by 89 and 87%, respectively, when compared to A549 cells transfected with negative control siRNA.
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FIGURE 3. Effect of α3 or α5 integrin silencing on IL-6 and IL-8 secretion by A549 cells during interaction with H. capsulatum. A549 cells were transfected with α3 or α5 integrin-directed siRNA or with Negative Control (NC) siRNA for 24 h, and then, incubated with H. capsulatum yeasts for 16 h. After incubation with fungi, culture supernatants were collected for determination of IL-6 and IL-8 levels, and A549 cells were harvested, lysed, and analyzed by Western blot. (A) Silencing of α3 and α5 integrins was confirmed by Western blot. GAPDH was used as protein loading control. Blots are representative of three independent experiments. (B) IL-6 and IL-8 levels in culture supernatants were determined by ELISA. Values represent the mean of triplicate experiments ± the standard deviation. ∗p < 0.01 when compared to NC siRNA. Similar results were obtained from three independent experiments.



Next, after incubation with H. capsulatum yeasts, we analyzed IL-6 and IL-8 levels in culture supernatants of A549 cells transfected with negative control, α3 or α5 integrin-directed siRNA. By ELISA, it was verified that α3 integrin-directed siRNA was able to reduce significantly 32.7% of IL-6 and 21.9% of IL-8 levels when compared to A549 cells transfected with negative control siRNA (Figure 3B). Reduction of IL-6 and IL-8 levels was even more pronounced when α5 integrin-directed siRNA was used (55.0% for IL-6 and 56.7% for IL-8; Figure 3B). It was also verified that, in cultures of A549 cells transfected with both integrins (α3 and α5)-directed siRNAs, the decrease of IL-6 and IL-8 levels was the same as observed for A549 cells transfected only with α5-directed integrin siRNA (data not shown). Taken together, these results indicate that α3 and α5 integrins are involved in IL-6 and IL-8 secretion during A549-H. capsulatum interaction.

Activation of Src-Family Kinases (SFK) in A549 Cells during Interaction with H. capsulatum

Some pathogens exploit integrins for host cell adhesion and invasion, triggering activation of several signaling molecules, including downstream tyrosine kinases such as SFKs (Scibelli et al., 2007; Ulanova et al., 2009; Hauck et al., 2012). Therefore, in order to verify whether A549-H. capsulatum interaction induces SFK activation, A549 cells were first incubated with H. capsulatum yeasts for different periods of time (15–180 min), and then, levels of SFK phosphorylated at Tyr416 (P-SFK) were analyzed by Western blot. As shown in Figure 4A, H. capsulatum induced SFK activation as early as 15 min, increasing up to 9.1-fold over basal levels after 3 h of A549 cell-H. capsulatum interaction.
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FIGURE 4. Activation of SFKs in A549 cells during interaction with H. capsulatum, and effect of PP2 on IL-6 and IL-8 secretion by A549 cells during interaction with H. capsulatum. (A) A549 cells were incubated with H. capsulatum yeasts for 15, 30, 60, 120 or 180 min, and then P-SFK (Tyr416) was analyzed by Western blot. SFK was used as protein loading control. Relative SFK phosphorylation was determined by densitometric analysis of bands obtained by Western blot, and values represent the ratio of the intensity of P-SFK band divided by the corresponding intensity of SFK band. Blots are representative of three independent experiments. (B) A549 cells were incubated for 2 h in the absence or presence of 0.1, 1, or 10 μM PP2 (an inhibitor of SFK activation), and then, with H. capsulatum yeasts (Hc) for 16 h. After incubation with fungi, culture supernatants were collected, and IL-6 and IL-8 levels were determined by ELISA. To analyze basal cytokine levels, A549 cells were incubated in the absence of PP2 and H. capsulatum (PP2 0/Hc -). Values represent the mean of triplicate experiments ± the standard deviation. ∗p < 0.01 when compared to A549 cells incubated in the absence of PP2 and H. capsulatum (PP2 0/Hc -). #p < 0.01 when compared to A549 cells incubated with H. capsulatum in the absence of PP2 (PP2 0/Hc +). Similar results were obtained from three independent experiments.



Involvement of SFK Activation in Cytokine Secretion by A549 Cells during Interaction with H. capsulatum

PP2 (an inhibitor of SFK activation) was used to determine the role of SFK activation in cytokine secretion during A549-H. capsulatum interaction. By ELISA, cytokine levels were evaluated in A549 cell-H. capsulatum cultures, it was verified that PP2 decreased in a dose-dependent manner IL-6 and IL-8 levels up to 60.3 and 55.1%, respectively (Figure 4B). The IC50 values of PP2 for IL-6 and IL-8 levels were 3.9 and 7.6 μM, respectively. Taken together, these results indicate that H. capsulatum promotes IL-6 and IL-8 secretion in A549 cells in an SFK activation-dependent manner.

A549 cell and fungal viabilities were verified by MTT assay in these experiments. More than 97.0% of A549 cells were viable in the presence of H. capsulatum yeasts and PP2, and no morphological changes were observed (Supplementary Table 2). H. capsulatum yeasts were viable in the presence of different concentrations of PP2 (Supplementary Table 3).

Role of α3 and α5 Integrins in SFK Activation in A549 Cells during Interaction with H. capsulatum

A549 cells were transfected with α3 or α5 integrin-directed siRNA, and then, incubated with H. capsulatum in order to evaluate the importance of these cell receptors on SFK activation. By Western blot and densitometric analyses, it was verified that α3 integrin-directed siRNA reduced SFK activation by 57% up to 64% when compared to A549 cells transfected with negative control siRNA, and incubated with fungi. In addition, SFK activation was decreased by 42% up to 62% when A549 cells were transfected with α5 integrin-directed siRNA (Figure 5 and Supplementary Figure 2). These results indicate that the interaction between H. capsulatum and α3 and α5 integrins is important for SFK activation in A549 epithelial cells. Silencing of these integrins under the same culture conditions was confirmed by Western blot (data not shown).
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FIGURE 5. Effect of α3 or α5 integrin silencing on SFK activation in A549 cells during interaction with H. capsulatum. A549 cells were transfected with α3 or α5 integrin-directed siRNA or with Negative Control (NC) siRNA for 24 h, and then, incubated with H. capsulatum yeasts for 3 h. After incubation with fungi, A549 cells were harvested, lysed, and then P-SFK (Tyr416) was analyzed by Western blot. SFK was used as protein loading control. Relative SFK phosphorylation was determined by densitometric analysis of the bands obtained by Western blot, and values represent the ratio of the intensity of P-SFK band divided by the corresponding intensity of SFK band.



Localization of α3 and α5 Integrins and SFKs in Epithelial Cell Membranes Rafts during A549 Cell-H. capsulatum Interaction

As previous reports have demonstrated that integrins and/or SFKs may be recruited to membrane rafts under a particular stimulation (Leitinger and Hogg, 2002; Maza et al., 2008; Wang et al., 2013), we investigated whether H. capsulatum promotes the recruitment of these proteins to A549 cell membrane rafts. To study this event, DRMs, which contain membrane rafts, were isolated by sucrose gradient/ultracentrifugation method.

After A549-H. capsulatum interaction, it was verified the dislodgment of α3 and α5 integrins from non-DRMs (fractions 10–12) to DRMs (fractions 4–6; Figure 6). Regarding SFK activation, incubation of epithelial cells with this fungus promoted an increase of P-SFK (Tyr416) levels into DRMs (fractions 4–6; Figure 6). As expected, caveolin-1, a marker for DRM isolation efficiency, was observed mostly in A549 cell DRMs (fractions 4–6) of both conditions, i.e., A549 cells incubated in the absence (Control) or presence of H. capsulatum (Figure 6).
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FIGURE 6. Localization of SFKs, α3 and α5 integrins in A549 cell DRMs during interaction with H. capsulatum. A549 cells were incubated in the absence (Control) or presence of H. capsulatum yeasts. After 3 h, A549 cell DRMs were isolated by using a sucrose gradient and ultracentrifugation. Aliquots of DRM fractions (4–6) and non-DRM fractions (10–12) were submitted to SDS-PAGE. α3 and α5 integrins, P-SFK (Tyr416), SFK and caveolin-1 were analyzed by Western blot. Caveolin-1 (Cav) was used as a marker of DRM isolation efficiency. Blots are representative of three independent experiments.



Membrane rafts are enriched in cholesterol, therefore cholesterol dependence in the recruitment of integrins and SFK to DRMs was analyzed. For this, cholesterol of A549 cell homogenate was depleted with methyl-β-cyclodextrin (MβCD). Treatment with MβCD reduced the levels of α3 and α5 integrins, P-SFK and SFK in DRMs (fractions 4–6; Figure 7). Taken together, these results indicate that H. capsulatum induces cholesterol-dependent recruitment of these proteins to membrane rafts in A549 cells.
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FIGURE 7. Effect of membrane raft disruption on the localization of SFKs, α3 and α5 integrins in A549 cell DRMs during interaction with H. capsulatum. After incubation with H. capsulatum yeasts for 3 h, A549 cells were harvested, lysed and membrane cholesterol of cell homogenate was removed by methyl-β-cyclodextrin (+ MβCD). Control in the absence of MβCD (- MβCD) was also performed. Then, A549 cell DRMs were isolated by using a sucrose gradient and ultracentrifugation. Aliquots of DRM fractions (4–6) were submitted to SDS-PAGE. α3 and α5 integrins, P-SFK (Tyr416) and SFK were analyzed by Western blot. Blots are representative of two independent experiments.



Effect of Membrane Raft Disruption on IL-6 and IL-8 Secretion by A549 Cells during Interaction with H. capsulatum

The cholesterol-binding compound filipin disrupts membrane rafts, and it was used to evaluate the importance of these domains on H. capsulatum-inducible cytokine secretion by A549 cells. By ELISA, it was verified that 1 μg/ml filipin significantly decreased IL-6 and IL-8 levels by 14 and 62%, respectively, when compared to A549 cell cultures incubated with fungi, in the absence of filipin (Figure 8). This result indicates, especially for IL-8, that membrane raft recruitment is important for cytokine secretion by A549 epithelial cells during interaction with H. capsulatum.
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FIGURE 8. Effect of filipin on IL-6 and IL-8 secretion by A549 cells during interaction with H. capsulatum. A549 cells were incubated in the absence or presence of 1 μg/ml filipin (FIL, a cholesterol-binding compound that disrupts membrane rafts). After 2 h, H. capsulatum yeasts (Hc) were added to these cultures. After 16 h, culture supernatants were collected, and IL-6 (A) and IL-8 (B) levels were determined by ELISA. To analyze basal cytokine levels, A549 cells were incubated in the absence of filipin and H. capsulatum (FIL -/Hc -).Values represent the mean of triplicate experiments ± the standard deviation. ∗p < 0.01 when compared to A549 cells incubated in the absence of filipin and H. capsulatum (FIL -/Hc -). #p < 0.01 when compared to A549 cells incubated with H. capsulatum, in the absence of filipin (FIL -/Hc +). Similar results were obtained from three independent experiments.



A549 cell and fungal viability was verified by MTT assay. A549 cells were viable in the presence of H. capsulatum yeasts and filipin, and no morphological changes were observed (Supplementary Table 4). H. capsulatum yeasts were also viable in the presence of filipin (Supplementary Table 5).

DISCUSSION

Most of the studies about the interaction between pathogenic fungi and host cells are performed using macrophages, dendritic cells, or neutrophils. However, over the last two decades, several groups have demonstrated the ability of epithelial cells to produce inflammatory mediators. In this manner, studies about the epithelial cell mechanisms involved in pathogen-inducible cytokine secretion are important for understanding the role of these cells in the host’s innate immune defense. To the best of our knowledge, this is the first report showing that H. capsulatum yeasts are able to promote cytokine release by pulmonary epithelial cells and, more importantly, this event is dependent on α3 and α5 integrins, SFK activation, and membrane rafts clustering.

In this work, it was demonstrated that H. capsulatum yeasts promote secretion of the inflammatory cytokines IL-6 and IL-8 by A549 epithelial cells, but not the anti-inflammatory cytokine IL-10. This result was expected because we recently verified that the fungal pathogen P. brasiliensis also promotes IL-6 and IL-8 secretion by A549 cells (Maza et al., 2012). Furthermore, other fungi induce cytokine secretion during epithelial cell–fungus interaction. Aspergillus fumigatus and Cryptococcus neoformans, for example, induce IL-8 secretion by human bronchial epithelial cells (BEAS-2B), while Candida albicans promotes IL-6 secretion by human oral epithelial cells (TR146), but not IL-8 (Balloy et al., 2008; Guillot et al., 2008; Moyes et al., 2011), demonstrating that the cytokine profile depends on the pathogen and epithelial cell type studied.

Several groups have demonstrated that host cell integrins are exploited by different pathogens. These microorganisms express molecules that bind directly to integrins, or to extracellular matrix proteins which then associate with integrins. Both ways lead pathogens to manipulate host signaling pathways and subvert cell processes in order to survive and proliferate (Scibelli et al., 2007). Furthermore, pathogen adhesion to host cell surface is essential for establishing infection, and several microorganisms are able to adhere to integrins. In addition, integrins are able to modulate cytokine secretion in different cell types, including epithelial cells (Lubin et al., 2003; Schmid et al., 2004; Gianni and Campadelli-Fiume, 2014).

In this work, it was verified whether integrins are involved in the secretion of IL-6 and IL-8, promoted by H. capsulatum, in A549 cells. By siRNA, silencing of α3 and α5 integrins led to IL-6 and IL-8 level reduction in A549-H. capsulatum cultures. Therefore, some of the mechanisms by which these integrins induce this cytokine secretion were investigated. First, we verified that H. capsulatum interacts with α3 and α5 integrins in A549 cells, because these integrins, present in A549 cell lysates, associated with H. capsulatum yeasts. Despite this result, at the moment, we are not certain whether H. capsulatum interacts with α3 and α5 integrins directly, or indirectly, by binding to an extracellular matrix ligand. There is a high probability that this interaction is indirect, because H. capsulatum yeasts are able to bind to murine laminin that is recognized by α3β1 integrin (McMahon et al., 1995; Kikkawa et al., 1998; Tagliari et al., 2012). This hypothesis is under current investigation in our laboratory.

In addition, pathogens interact with integrins and may lead to cytokine secretion by several mechanisms. For example, the adhesin A of the bacterium Yersinia enterocolitica (YadA) mediates adhesion and invasion of HeLa cells and promotes IL-8 secretion by engaging Rho GTPases, MAPKs and NF-κB activation. All these events are dependent on β1 integrin, because blocking antibodies against this integrin reduced IL-8 production and host cell adhesion (Schmid et al., 2004). The periodontopathogen Treponema denticola (Td92) is another example that interacts with integrins. Interaction of a surface protein of this bacterium with α5β1 integrin promotes NLRP3 inflammasome activation, IL-1β secretion, and NF-κB signaling pathway (Jun et al., 2012).

Besides integrins, membrane rafts and SFKs may also be involved in cytokine secretion promoted by different pathogens. For example, Cheon et al. (2008) and Im et al. (2009) showed that treatment of A549 cells with nystatin reduces IL-8 secretion promoted by bacterial flagellin and peptidoglycan, indicating the importance of membrane rafts on this cytokine secretion. Regarding SFKs, Kannan et al. (2006) demonstrated that Pseudomonas aeruginosa infection promotes Lyn (a member of SFK) activation in A549 cells. In addition, the authors showed that Lyn is involved in cytokine secretion, because PP2 reduced IL-1β levels in A549-P. aeruginosa supernatants. In this work, using different approaches, we show that H. capsulatum yeasts lead to IL-6 and IL-8 secretion by associating with α3 and α5 integrin, recruiting these integrins to A549 cell membrane rafts, and then activating SFKs.

Comparing the results of our previous work with P. brasiliensis (Barros et al., 2016), and those obtained with H. capsulatum, we observed some differences in the importance of α3 and α5 integrins in IL-6 and IL-8 secretion by A549 cells. First, although both fungi are able to interact with α3 and α5 integrins, H. capsulatum infection did not alter these integrin levels in A549 cells, while P. brasiliensis was able to promote an increase of α3 and α5 integrins. Regarding integrin involvement in cytokine secretion, major differences were seen when A549 cells were transfected with α3 integrin siRNA and IL-8 levels were measured. α3 integrin seems to be critical for IL-8 secretion promoted by P. brasiliensis, but not by H. capsulatum. Therefore, together, these results indicate that each fungal pathogen interacts differently with these epithelial cells, promoting cytokine secretion by several mechanisms.

In addition, besides integrins, several receptors may be involved in cytokine secretion. Some studies have shown the cooperation between integrins and TLRs (Marre et al., 2010; Gianni and Campadelli-Fiume, 2014). For example, Lerman et al. (2014) related the importance of α3β1 integrin expression on TLR-induced cytokine production by neutrophils during sepsis. The authors showed that integrin deletion reduced IL-6 and IL-10 secretion by neutrophils stimulated with Pam3CSK4 (a TLR2/1 specific stimulus), indicating that α3β1 integrin cooperates with TLR2-induced cytokine responses. Therefore, the involvement of TLRs and other receptors in integrin-mediated cytokine secretion during interaction with pathogenic fungi will also be studied in our laboratory.
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In its hyphal form, Candida albicans invades epithelial and endothelial cells by two distinct mechanisms: active penetration and induced endocytosis. The latter is dependent on a reorganization of the host cytoskeleton (actin/cortactin recruitment), whilst active penetration does not rely on the host's cellular machinery. The first obstacle for the fungus to reach deep tissues is the epithelial barrier and this interaction is crucial for commensal growth, fungal pathogenicity and host defense. This study aimed to characterize in vitro epithelial HeLa cell invasion by four different isolates of C. albicans with distinct clinical backgrounds, including a C. albicans SC5314 reference strain. All isolates invaded HeLa cells, recruited actin and cortactin, and induced the phosphorylation of both Src-family kinases (SFK) and cortactin. Curiously, L3881 isolated from blood culture of a patient exhibited the highest resistance to oxidative stress, although this isolate showed reduced hyphal length and displayed the lowest cell damage and invasion rates. Collectively, these data suggest that the ability of C. albicans to invade HeLa cells, and to reach and adapt to the host's blood, including resistance to oxidative stress, may be independent of hyphal length.
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INTRODUCTION

Candida albicans is a polymorphic opportunistic human pathogen that takes on the most common morphologies of yeast, pseudohyphae, and true hyphae. All morphology types are found during infection; however, hyphae are generally the invasive form of C. albicans (Jacobsen et al., 2012). C. albicans frequently causes superficial infections in mildly immunocompromised patients, but in severely immunocompromised or critically ill patients, this fungus may cause life-threatening, disseminated disease. The Candida genus is associated with approximately 80% of nosocomial fungal infections, representing the major cause of fungemia showing a high mortality rate (40–60%) (Perlroth et al., 2007; Doi et al., 2016).

For most microbial pathogens, adherence to epithelial surfaces is the first step to initiating an infection, and is even a prerequisite for their survival and eventual distribution. After attachment, many pathogens invade host cells (Filler and Sheppard, 2006). With regard to C. albicans, this fungus uses various mechanisms of pathogenicity: escape from host immune responses, morphological change (yeast–to–hypha transition) and invasion, which is supported by hyphae-associated factors such as adhesion molecules and the secretion of hydrolytic enzymes (Wilson et al., 2009).

In order to infect mucosal tissues, gain access to blood and subsequently escape from the bloodstream, C. albicans must interact with epithelial and endothelial cells (Davis, 2009). The invasion of non-professional phagocytic host cells by C. albicans can occur through two mechanisms: induced endocytosis and active penetration. The latter mechanism does not rely on the host's cellular machinery, but possibly on physical pressure applied by the advancing hyphal tip and the secretion of extracellular hydrolases (Wilson et al., 2009).

In contrast, invasion via induced endocytosis is dependent on host cell actin microfilament dynamics. C. albicans stimulates epithelial cells to produce pseudopodia-like structures that surround the fungus and cause its uptake. In endocytosis, induced proteases of C. albicans have little or no role (Frank and Hostetter, 2007). This highly effective invasive mechanism is predominantly triggered by the interaction between a fungal adhesin (Als3) (Phan et al., 2007) and either human E-cadherin or the epidermal growth factor receptor 2 (Her2) on epithelial cells (Zhu et al., 2012). Such interactions stimulate actin rearrangement in host cells and the subsequent internalization of fungal cells (Phan et al., 2007; Zhu et al., 2012; Yang et al., 2014). In addition, C. albicans exploits clathrin-dependent endocytosis, which requires dynamin and cortactin, to invade human epithelial cells (Moreno-Ruiz et al., 2009). Cortactin is involved in actin-related cellular processes ranging from lamellipodium protrusion and extracellular matrix degradation to the uptake of intracellular pathogens such as bacteria and parasites (Chen et al., 2003; Bonfim-Melo et al., 2015). Cortactin interacts with the Arp2/3 complex, newly formed actin filaments and a variety of actin-binding/regulation proteins (Daly, 2004); it is also regulated by phosphorylation (Martinez-Quiles et al., 2004). Oral and vaginal epithelial cells recognize both the yeast and hyphal forms of C. albicans. As a consequence, they activate cellular signaling mechanisms, including mitogen-activated protein kinase (MAPK), nuclear factor kappa-light-chain-enhancer of activated B cells (NF-κB), and phosphatidylinositol 3-kinase (PI3K) pathways (Moyes et al., 2010, 2014, 2015; Naglik et al., 2014).

With regard to induced endocytosis, our group has previously shown that extracellular amastigote (EAs) infective forms of Trypanosoma cruzi seem to share with C. albicans a similar pathway for entry into the host cell. Both events occur via an actin-dependent mechanism and involve cortactin (Moreno-Ruiz et al., 2009; Bonfim-Melo et al., 2015). In addition, T. cruzi recruited actin and cortactin to sites of adherence and invasion into HeLa cells and also selectively induced cortactin phosphorylation during cell invasion (Bonfim-Melo et al., 2015). However, possible cortactin phosphorylation in response to C. albicans invasion into non-phagocytic cells, such as HeLa cells, has never been assessed. We propose that epithelial cells represent the first obstacle for Candida invasion which probably will determinate the fate of this infection. We would like to consider invasion in a broad spectrum which includes crossing the endothelial barrier, reaching and adapting to blood.

In this study, we verified the ability of different Candida albicans isolates (the reference strain SC5314 and three C. albicans clinical isolates) to invade HeLa epithelial cells. First, we analyzed hyphal growth, cell internalization and damage rates and resistance to oxidative stress. Furthermore, we investigated HeLa cell cortactin/actin recruitment and Src-family kinases (SFK)/cortactin phosphorylation/activation in response to these isolates. Our data showed that all isolates are capable of invading HeLa cells, recruiting actin/cortactin and inducing SFK and cortactin phosphorylation. Interestingly, L3881 isolate, that has a natural HWP1 mutation, the shortest hyphae and the lowest internalization and damage rates, was able to reach the blood of a patient and to survive under nutritional and oxidative stress, indicating that the latter phenomenon was independent of hyphal length or damage/invasion rate.

MATERIALS AND METHODS

Candida Strains

C. albicans isolates were obtained from various sources: 997,5 g was isolated from the blood of a deceased patient (Chaves et al., 2012), L3881 (LEMI #L3881, Padovan et al., 2009) was isolated from blood of a patient who had candidemia which was cured clinically, and L3837 was an isolate from the oral cavity (oropharynx, LEMI# L3837, non-hematogenic). C. albicans SC5314 is a reference strain. The isolates were kindly provided by LEMI (Laboratorio Especial de Micologia, Universidade Federal de São Paulo, Brazil). C. albicans isolates were grown at 30°C on YPD (1% [w/v] yeast extract; 2% [w/v] peptone, 2% [w/v] dextrose) medium plates. Before performing all experiments, a single colony of C. albicans isolates was inoculated in YPD liquid media and incubated in an orbital shaker at 30°C for 24 h. Then, C. albicans cells were washed with phosphate buffered saline, pH 7.2 (PBS), harvested by centrifugation, and counted in a hemocytometer chamber.

Cell Culture

HeLa cells (human epithelial cells from a fatal cervical adenocarcinoma) were obtained from the Instituto Adolfo Lutz (São Paulo, SP, Brazil) and maintained in complete RPMI medium with 10% fetal bovine serum (FBS) supplemented with antibiotics (10 μg/mL streptomycin and 100 U/mL penicillin; Sigma–Aldrich, St. Louis, MO, USA) in a humidified atmosphere at 37°C and 5% CO2.

Antibodies

Rabbit anti-pT202/Y204 ERK1/2 (#9101S) and rabbit anti-pY416 SFK (#2101S) were obtained from Cell Signaling, Beverly, MA, USA. Rabbit anti-pY466 cortactin (PA114115) was obtained from Thermo Scientific, Waltham, MA, USA. Mouse monoclonal anti-β-actin (AC-74, A2228) was obtained from Sigma-Aldrich. Mouse monoclonal anti-cortactin (A-4; sc-55578) was from Santa Cruz Biotechnology (Santa Cruz County, CA, USA). The secondary antibody, goat anti-mouse AlexaFluor® 488 (A11001), was from Invitrogen, Carlsbad, CA, USA. Goat anti-rabbit IgG peroxidase (A6154) and goat anti-mouse IgG peroxidase (A4416) were obtained from Sigma–Aldrich.

Hyphal Growth Assay

C. albicans blastospores (3 × 105) were seeded in complete RPMI medium at 37°C and 5% CO2 for 2 h on glass coverslips in a 24-well plate. C. albicans cells were fixed with 4% paraformaldehyde, washed with phosphate buffered saline, pH 7.2 (PBS), and analyzed under a BX51 microscope (Olympus, Tokyo, Japan) with a 60× objective. Random images from 10 fields were acquired by a DP71 camera (Olympus) and hyphal lengths were measured using ImageProPlus 6.2 software (Media Cybernetics, Rockville, MD, USA). Data were treated and plotted using Office Excel and Prism 5 (GraphPad, San Diego, CA, USA). Experiments were performed in triplicate.

Cell Internalization Assay

To evaluate cell internalization by C. albicans strains, HeLa cells were cultured in complete RPMI medium on glass coverslips treated with acetic acid until they form confluent monolayers (80–100% confluence). After washing with PBS, monolayers were seeded with 2 × 105 C. albicans blastospores in RPMI 1640 medium without FBS for 2 h at 37°C in 5% CO2. Coverslips were fixed with 4% paraformaldehyde for 30 min. To stain C. albicans cells localized only to the outside of epithelial cells, coverslips were incubated with 25 μg/mL Concanavalin A–fluorescein conjugate (Invitrogen) in PBS for 45 min. After permeabilization with 0.1% Triton X-100 for 15 min, fungal cells localized outside and inside epithelial cells were stained with 10 μg/mL Calcofluor White (Sigma-Aldrich) in 0.1 M Tris hydrochloride (pH 9.0) for 20 min. After each step, HeLa cells were washed three times with PBS. Coverslips were mounted on slides with 50% glycerol and analyzed under a fluorescence microscope (Zeiss, Jena, Germany; Axio Observer Research microscope). This method allowed differentiation between hyphae of the fungus that were located in the external medium and hyphae that invaded the host cell (intracellular) (Almeida et al., 2008). Three experiments in duplicate were analyzed and 10 randomly chosen fields per coverslip were evaluated.

Epithelial Cell Damage Assay

To evaluate the cell damage caused by C. albicans strains, HeLa cells were incubated in complete RPMI medium on glass coverslips treated with acetic acid until they form confluent monolayers (80–100% confluence). Afterwards, 1 mL PBS was added and removed from each well to wash the cells. Finally, the monolayers were co-incubated with 106 C. albicans blastospores in 1 mL RPMI 1640 medium without FBS for 8 h at 37°C and 5% CO2. To quantify cell damage, supernatants were removed and the amount of lactate dehydrogenase (LDH) released into the medium was determined using LDH Cytotoxicity Assay Kit (Cayman Chemical, Ann Arbor, MI, USA) following manufacturer's instructions. Samples containing only epithelial cells or fungal cells alone were used as controls.

Phenotypic Characterization

C. albicans blastospores of the SC5314 reference strain and L3881 (102–106) were seeded in YPD medium plates containing different stressor agents: 200 mM CaCl2; 2 mM FeSO4; 200 mM MgCl2; 200 mM NaCl; 3 mM ethylenediaminetetraacetic acid (EDTA); 0.125 μg/mL 4-nitroquinoline N-oxide (4NQO); 50 μM camptothecin (CPT); 0.005% methyl methanesulfonate (MMS); 5 mM hydrogen peroxide (H2O2); and 1.25 mM paraquat (Pqt). Plates were incubated for 24–48 h at 30°C.

Host Molecules Recruitment, Immunofluorescence, and Confocal Microscopy

HeLa cells were cultured in complete RPMI medium on glass coverslips treated with acetic acid until they form confluent monolayers (80–100% confluence). After washing with PBS, HeLa cells were seeded with 105 C. albicans blastospores in RPMI 1640 medium without FBS for 2 h at 37°C in 5% CO2. Coverslips were washed with PBS, fixed with 3.5% paraformaldehyde for 15 min at room temperature and sequentially incubated with Calcofluor White (10 μg/mL), phalloidin-TRITC (10 ng/mL), anti-cortactin (20 μg/mL) and anti-mouse AlexaFluor® 488 (20 μg/mL) secondary antibodies diluted in PGNS solution (PBS pH 7.2 with 0.1% gelatin [Sigma–Aldrich], 0.1% sodium azide [Sigma–Aldrich] and 0.2% saponin [Sigma–Aldrich]) at room temperature in an humidified chamber for 1 h. Coverslips were mounted on slides in pH 9.0 buffered glycerol solution with 9 mM p-phenylenediamine. Then, HeLa–C. albicans interactions were evaluated and imaged in a TCS SP5 II Tandem Scanner (Leica, Wetzlar, Germany) confocal microscope with a 63 × 1.40 NA objective. Image processing and analysis were performed with Imaris v.7.4.2 software (Bitplane, Belfast, Ireland) or ImageJ (https://imagej.nih.gov/ij/).

Signaling and Western Blot Assays

Western blots were performed essentially as described by Bonfim-Melo et al. (2015). HeLa cells were seeded with 108 C. albicans blastospores and incubated for various time intervals (ranging from 0 to 180 min) at 37°C in 5% CO2. Protein extracts were quantified using Micro BCA Protein Assay Kit (Thermo Scientific), according to the manufacturer's instruction.

Statistical Analysis

All results are presented as the mean ± standard deviation (s.d.). Differences were considered statistically significant when p < 0.05, as determined by one-way ANOVA and Tukey's multiple comparison post-test. Analyses and graphs were created using Prism 5 (GraphPad, San Diego, CA, USA) software.

RESULTS

Hyphal Growth, Internalization, and Damage Rates

Hwp1 (hyphal wall protein 1) is a well-characterized C. albicans cell surface protein, expressed only on hyphae, which mediates binding to epithelial cells. The isolate L3881 is a HWP1-2 homozygous strain that showed reduced HWP1 expression, biofilm production, and hyphae formation (Padovan et al., 2009). In fact, we verified that C. albicans L3881 produced the shortest hyphae and in HeLa cells produced the lowest internalization and damage rates when compared to other strains (Figures 1A–C). The L3837 oral strain showed similar hyphal lengths to the SC5314 reference strain (Figures 1A,B). HeLa cell internalization and cellular damage rates were lower for L3837 than for SC5314 (Figures 1C,D). The 997,5 g isolate also displayed a similar hyphal length when compared to the reference isolate, SC5314. However, 997,5 g displayed the highest cell internalization and cell damage rates (Figures 1C,D) in this study. The characteristics of all four Candida species are summarized in the Supplementary Table 1 (Supplementary Material).
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FIGURE 1. Characterization of HeLa epithelial cell invasion by four C. albicans isolates. (A,B) The blood isolate L3881 displayed a smaller hyphal length. Blastospores from SC5314, 997,5 g, L3881 and L3837 isolates were seeded on glass coverslips for 2 h at 37°C and 5% CO2, washed, fixed and their hyphal length measured under optical microscopy. (A) Hyphal length of all isolates used (mean ± s.d., *p < 0.05 and ***p < 0.001). (B) Representative fields of each isolate observed under optical microscopy, showing the overall aspect and size of hyphal length. Bar = 20 μm. (C,D) The 997,5 g and L3881 blood isolates displayed the highest and lowest invasion index and cytotoxicity for HeLa cells, respectively. (C) Blastospores from all isolates were seeded with HeLa cells for 2 h at 37°C and 5% CO2, washed, fixed, stained for intracellular/extracellular hyphae discrimination and the cell invasion indexes evaluated under epifluorescence microscopy. The 997,5 g and SC5314 isolates displayed higher invasion indexes compared to the other isolates (L3837 and L3881; mean ± s.d. **p < 0.01 and ***p < 0.001). (D) For cytotoxicity assays, HeLa cells were seeded with blastospores for 8 h at 37°C and 5% CO2, washed and the amount of lactate dehydrogenase in culture supernatants was quantified by a commercial kit. L3881 did not induce toxicity in HeLa cells while the 997,5 g strain induced significantly higher cytotoxicity compared to other isolates (mean ± s.d., *p < 0.05, **p < 0.01, and ***p < 0.001). (E) L3881 showed more plasticity under stress. 102–106 blastospores of the SC5314 reference strain and L3881 blood isolate were seeded on plates containing different stressor agents for 24–48 h at 30°C. Fungi were cultured in the presence of 200 mM CaCl2; 2 mM FeSO4; 200 mM MgCl2; 200 mM NaCl; 3 mM ethylenediaminetetraacetic acid (EDTA); 0.125 μg/mL 4-nitroquinoline N-oxide (4NQO); 50 μM camptothecin (CPT); 0.005% methyl methanesulfonate (MMS); 5 mM hydrogen peroxide (H2O2); and 1.25 mM paraquat (Pqt). All assays are representative of triplicate experiments.



The L3881 Isolate Showed the Poorest Internalization Fitness but with a High Resistance to Oxidative and Nutritional Stress

To explore possible physiological alterations, we tested the SC5314 reference strain and the L3881 blood isolate and analyzed their ability to deal with different kinds of stresses (Figure 1E). SC5314 and L3881 strains demonstrated similar sensitivities in the presence of ions such as calcium, magnesium and iron, and during osmotic stress (NaCl). On the other hand, in the presence of ethylenediaminetetraacetic acid (EDTA), a chelator of bivalent ions, L3881 isolate displayed a more resistant phenotype, indicating lower nutritional requirements needed for maintaining growth. In the presence of DNA damage or stress agents of replication (4-nitro-quinoline-N-oxide [4NQO]; camptothecin [CPT] and methylmethanesulfonate [MMS]), both strains showed similar phenotypes in response to functional mechanisms of DNA repair. SC5314 and L3881 isolates were also tested in the presence of oxidative stress inducers such as H2O2 and Paraquat (Pqt). Paraquat is a potent oxidative stress inducer because it greatly increases reactive oxygen species (ROS) production and inhibits the regeneration of reducing equivalents and compounds necessary for maintaining the redox status. Surprisingly, L3881 the HWP1-2 homozygous strain with reduced HWP1 expression with shortest hyphae and the lowest internalization and damage rates in HeLa cells was found to be more resistant to oxidative stress (Figure 1E).

Different Clinical Isolates of C. albicans Invade HeLa Cells and Recruit Actin and Cortactin

After observing distinct levels of cell cytotoxicity and invasiveness promoted by different isolates, we then evaluated whether host actin and cortactin could be recruited by these isolates and also be differentially modulated. By staining hyphae, inside and outside HeLa cells, with Calcofluor White and by using Concanavalin A to stain hyphae that were not internalized, we tested the ability of the C. albicans SC5314 reference strain to invade HeLa cells. Figure 2A clearly shows the invasion of HeLa cells by C. albicans hyphae. Figure 2B shows that cortactin was recruited to host cell ruffles by C. albicans SC5314 with a similar distribution to that of F-actin recruitment. Actually, all C. albicans isolates recruited cortactin and actin, and both molecules colocalized at sites of hyphae internalization (Figure 2C).
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FIGURE 2. The hyphae of all four C. albicans isolates induced the recruitment and colocalization of actin and cortactin. (A) C. albicans SC5314 strain invaded HeLa cells. C. albicans SC5314 blastospores were seeded with HeLa cells for 2 h at 37°C and 5% CO2. Extracellular hyphae were stained with Concanavalin A–rhodamine (red), and, after permeabilization, extra- and intracellular hyphae were stained with Calcofluor White (blue). Bar = 10 μm. The arrows show hyphae internalization. (B) Interaction of HeLa cells with C. albicans SC5314 led to the recruitment and colocalization of actin and cortactin. C. albicans SC5314 blastospores were seeded for 2 h with HeLa cells and stained with phalloidin-TRITC (actin: red-orange), Calcofluor white (fungal cell wall: blue) and anti-cortactin antibody followed by Alexa Fluor-488® conjugated secondary antibody (cortactin: green). Epifluorescence microscopy. Bar: 10 μm. The arrows clearly show the recruitment and colocalization of both molecules at the hyphae invasion site in HeLa cells. (C) The four C. albicans isolates recruit actin and cortactin. Blastospores from SC5314, 997,5 g, L3881 and L3837 isolates were seeded with HeLa cells in RPMI medium for 2 h at 37°C and 5% CO2, washed, fixed, immunostained for cortactin, labeled with phalloidin for host actin and evaluated by confocal microscopy. Invading hyphae from all four isolates were able to induce the recruitment and colocalization of actin (red) and cortactin (green) to the proximity of the hyphal invasion sites (arrowheads). Bar = 20 μm.



Biphasic Activation of ERK Kinase Pathway and Induction of Cortactin-Phosphorylated SFK

We first tested ERK 1/2 (one of the MAP kinase components) signaling in response to C. albicans SC5314 invasion in HeLa cells at several time points (Figure 3). As previously shown with TR146 oral epithelial cells by Moyes et al. (2010), C. albicans SC5314 also induced a biphasic MAP kinase response in another cell type, i.e., HeLa cells (Figure 3A) in a characteristic pattern: an increasing activation within the first 15 min (3–15 min), followed by a rapid decline (30 min), and increased activation again beginning at the 75 min time point, ending in a further decline of activation after 120 min (Figure 3A, 180 min). The initial activation was observed directly after contact with yeast cells, possibly due to the recognition of fungal cell wall components; the second activation phase corresponds to hyphae formation. However, such biphasic activation has not been observed with the other Candida isolates (not shown). We also tested cortactin phosphorylation at Y466 (phosphorylated site by SFKs) under the same conditions (Figure 3B). Cortactin phosphorylation at Y466 started to increase after 30–45 min and was sustained until 75 min of incubation, after which the signal declined.
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FIGURE 3. C. albicans SC5314 strain induced host cell biphasic ERK 1/2 activation and cortactin phosphorylation by SFKs. HeLa cells were incubated with blastospores from the SC5314 strain for the indicated time points. After incubation, HeLa cells were harvested, lysed, and their protein lysates separated by sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) and analyzed by Western blot using the indicated antibodies. The SC5314 strain induced (A) a biphasic activation of host ERK 1/2 (the other isolates did not, not shown) and also (B) the phosphorylation of cortactin (pCort [Y466]) by SFKs. These are representative observations from at least three independent experiments. SC5314, 997,5 g, oral L3837 and blood L3881 isolates induced host cell signaling activation. HeLa cells were incubated with blastospores from four C. albicans isolates for the indicated time points. After incubation, HeLa cells were harvested, lysed, and SFK and cortactin activation were analyzed by Western blot using the indicated antibodies. Cortactin, SFKs and actin have different molecular weights (80–85, 60, and 45 kDa, respectively), thus the nitrocellulose membrane was cut into three horizontal strips, blocked and each strip was incubated with anti-pY466 cortactin, anti-pY416 SFK or anti-actin. (C) pSFK (Y416) and (D) pCort (Y466), cortactin phosphorylated by Src at the Y466 residue. Actin was used for protein loading normalization. Actin labeling is duplicated in (C,D). pSFK/Act = densitometric rate of pSFK over actin. pCort/Act = densitometric rate of pCort over actin. These are representative observations from at least three independent experiments.



Src-Family Kinases (SFKs) and Cortactin Signaling during C. albicans Invasion into HeLa Cells

Once our experimental approaches using HeLa cells showed that C. albicans SC5314 induced a biphasic pattern of ERK signaling similar to the one obtained by Moyes et al. (2010) but in a different cell type, we evaluated SFK and cortactin signaling at selected time points in HeLa cells. Figures 3C,D shows that all C. albicans strains induced, at different levels, both SFK and cortactin phosphorylation in HeLa cells.

Regarding cortactin, 997,5 g, oral L3837 and blood L3881 strains also activated cortactin phosphorylation by Src at the Y466 residue; this phosphorylation was sustained for at least 180 min of Candida–HeLa cell contact. Lipid rafts have no impact in the epithelial cell invasion of all Candida isolates (Supplementary Figure 1A). Conversely, SFK inhibition negatively modulated all Candida albicans isolates invasion to HeLa cells (Supplementary Figure 1B).

DISCUSSION

Candida albicans is an opportunistic human pathogen that can cause superficial and hematogenous infections. The latter result in substantial morbidity and mortality and are a common, costly problem in healthcare settings. To access the systemic circulation, C. albicans has to invade both epithelial and endothelial barriers. For epithelial cells, two mechanisms have been described their invasion by C. albicans: active penetration and induced, actin-driven endocytosis. In this study, we have demonstrated that C. albicans strains—the reference strain SC5314 and three isolates with different clinical backgrounds—can invade HeLa cells and recruit cortactin and actin to sites of hyphae internalization, suggesting that at least part of the invasion process is mediated by induced endocytosis—which is dependent on dynamic microfilaments of the host—independently of the source of the clinical isolate. All four strains induced SFK/cortactin phosphorylation/activation, but to varying levels.

Invasive Ability, Cortactin/Actin Recruitment, Induction of Src/Cortactin Phosphorylation and Survival Under Oxidative Stress by C. albicans Are Independent of Hyphal Length or Damage/Internalization Rates

In this study, all isolates of C. albicans from varying clinical backgrounds were able to invade and damage HeLa cells to different levels, and induced the accumulation of cortactin and actin around C. albicans hyphae that were in the process of being internalized by HeLa cells. Similar effects were observed for the reference strain, SC5314, in other epithelial cell types (Moreno-Ruiz et al., 2009). In addition, the invasive ability of C. albicans is apparently not related to the clinical background of the isolate.

It is noteworthy that 997,5 g strain—isolated from the blood of a patient who died within 24 h (unpublished results)—exhibited the greatest ability of all isolates tested to both internalize cells and cause damage in vitro.

Conversely, C. albicans L3881—isolated from the blood of a patient who had experienced candidemia but had undergone a clinical cure—expressed the HWP1-2 allele and showed very reduced levels of HWP1 mRNA expression (Padovan et al., 2009). In addition to displaying the shortest hyphae, as expected, C. albicans L3881 also showed the lowest rate of damage and internalization. Despite this, C. albicans L3881 was able to reach blood vessels, invade HeLa cells, recruit actin/cortactin, activate Src and cortactin by phosphorylation and, interestingly, survive under the pressure of nutritional and oxidative stress (i.e., ROS).

It is worth mentioning that many groups have previously shown the importance of hyphae length using HWP1 mutants. For instance, Tsuchimori et al. (2000) have shown that a HWP1 deletion mutant forms shorter hyphae and has decreased endothelial cell adherence, uptake and damage. Moreover, Wächtler et al. (2011) have examined a number of mutants for adhesion, internalization and damage of oral epithelial cells and have shown that a mutant with a HWP1 deletion has significant reduction in its epithelial cell adhesion and damage, but not internalization, which already indicates that hyphal length is likely to be important, but not an obstacle to cellular invasion. Indeed, in all cases, the deletions have been constructed artificially and the cell types used were different from this present study.

As a host defense mechanism, the production of ROS is a marked characteristic of phagocytic cells, which use such oxygen intermediates to kill invading pathogens. On one hand, C. albicans is relatively resistant to ROS, tolerating up to 20 mmol/L hydrogen peroxide (H2O2) under some conditions (Brown et al., 2014). Given that adaptation to oxidative stress is essential for pathogenicity, one can conclude that the inactivation of detoxifying enzymes, such as superoxide dismutases by C. albicans lead to severe attenuations in virulence and viability inside immune cells. Upon interaction with pathogens, phagocytes rapidly produce ROS. The ability to counteract oxidative attack by the patient would presumably aid fungal adaptation and invasiveness through the host. In the present study, L3881 isolate was resistant to oxidative stress and could reach the blood vessels of the patient, despite displaying a HWP1 natural deletion and the shorter hyphae. It is an open question whether L3881 subverts the innate immune response by mediating the efficient detoxification of host-derived ROS, which ultimately allows it to reach deep tissues such as blood vessels.

Moreover, L3881 was also more resistant to EDTA than the SC5314 reference strain. This evidence indicates that the L3881 blood isolate has developed plasticity to deal with challenges and maintain its growth under different environmental conditions.

Cortactin possesses a series of C-terminal tyrosines that are heavily Src-phosphorylated and implicated in regulating actin remodeling during cell motility (Head et al., 2003). Phosphorylation of cortactin by Src greatly enhanced Arp2/3 complex-mediated actin polymerization (Tehrani et al., 2007). This event required Nck, an adaptor that links phosphorylated cortactin with neuronal WASp (N-WASp) and WASp-interacting protein (WIP) to activate the Arp2/3 complex, enhancing polymerization. Src phosphorylation of cortactin is important for actin polymerization during host cell invasion by some bacteria (Shigella flexneri and Staphylococcus aureus) or parasites (Cryptosporidium parvum) (Chen et al., 2003; Bougnères et al., 2004; Agerer et al., 2005).

The C. albicans reference strain and clinical isolates activated Src phosphorylation and consequently Src phosphorylation of cortactin (Y466) during HeLa cell invasion, thus pointing to a concerted series of events involving phosphorylation, and culminating in actin remodeling and actin-driven C. albicans invasion. Actin-driven invasion is a process that can be interrupted by both the up- and down-regulation of actin polymerization, thus drawing attention to the fact that actin polymerization must be carefully controlled to generate productive results; excessive assembly can bring the network to a halt (Haglund and Welch, 2011).

The tyrosine SFKs play a fundamental role in a wide variety of cellular processes including morphogenesis and proliferation, phagocytosis and host–pathogen interactions. In this study, it became clear that SFKs are important for C. albicans invasion, which has been evidenced by the decrease of internalization rate of all Candida isolates into HeLa cells when using a SFK inhibitor. SFKs normally drive actin-dependent rearrangements required for cellular migration and may be used by the fungus to promote cell invasion in the same way of several bacteria (Mounier et al., 2009). Upon pathogen-cell adhesion, SFKs may associate to and activate other molecules such as FAK to regulate several actin-related processes, including phosphorylation of key substrates such as paxillin and cortactin (Ferreira et al., 2016). It has also been shown that activation of host cell SFK is correlated to the actin dependent internalization of bacterial pathogens (Pizarro-Cerdá et al., 2016). Src-dependent remodeling of the actin cytoskeleton has been also reported for viruses and parasites, suggesting that such signaling corresponds to a common feature that controls actin dynamics at the membrane (Mitra and Schlaepfer, 2006; Munter et al., 2006). As far as we know this is the first time that the inhibition of Src-familiy kinases has been shown to hinder host cell invasion by C. albicans, pointing to a key role for SFK in driving actin polymerization and consequently the internalization of C. albicans.

Several pathogens have been described to enter professional phagocyte cells via cholesterol-enriched membrane lipid raft microdomains. In fact, C. albicans uptake by human monocyte has been strongly impaired by the cholesterol extracting agent methyl-β-cyclodextrin in the study by de Turris et al. (2015). It is worth mentioning that HeLa cells are not professional phagocytes as monocytes or macrophages. This is probably why the disruption of lipid rafts in HeLa cells did not impact on C. albicans internalization.

Collectively, these results suggest that C. albicans invasion of HeLa epithelial cells—and also the ability to reach and adapt to live in blood—may be independent of fungal adherence and hyphal length, or even the ability to damage cells, since L3881, isolated from a patient's blood, has been able to both invade cells and, recruit actin/cortactin, activate SFKs and cortactin, survive under nutritional and oxidative stress and reach blood tissues, despite its shorter hyphae.

Final Consideration—Building a Niche

When discussing C. albicans invasion, it is known that to infect mucosal tissues, gain access to blood and escape blood flow, C. albicans must interact with both epithelial and endothelial cells, respectively (Davis, 2009). In superficial infections (skin and mucosa), this fungus only reaches blood vessels when a mechanical disruption (wound or cut) to epithelial tissue occurs.

Interestingly, oropharyngeal candidiasis is prevalent in HIV-positive patients and, although rare (especially in the terminally ill), HIV-positive patients can develop systemic candidiasis. Regarding the mechanisms involved in Candida penetration of epithelial cells, what is known from in vitro experiments is that active penetration is the predominant form of invasion, while induced endocytosis seems to occur in the initial phases of tissue colonization (Wächtler et al., 2012).

The fungus uses a variety of strategies in order to survive; other types of interactions may exist in vivo that we have not yet seen in vitro. In systemic infections, it is believed that the gastrointestinal tract is a major source of Candida invasion in addition to catheters or surgery, for example (Perlroth et al., 2007). The basic pH of gastrointestinal tissue, its 37°C temperature, ample contact with epithelial cells and an iron-restricted environment are strong inducers of hyphae formation, i.e., this fungus always forms hyphae when it meets its host (Almeida et al., 2008). However, in infected organs, hyphae, yeasts and pseudohyphae can be observed by histological analysis, probably because yeasts are part of the proliferation process (the more yeasts present, the more hyphae formed). However, the importance of pseudohyphae remains unknown.

Hematogenous infections caused by pathogens of the Candida genus have increased heavily in Latin America (Doi et al., 2016) mainly because modern medical treatments are becoming more invasive and more people are being treated with immunosuppressive drugs. Hematogenous candidiasis is a silent disease. Often, clinicians are only able to detect the infectious agent when the patient already has an irreversible condition. The mortality rate for hematogenous candidiasis is 40–60%, which are devastating numbers. However, drugs commonly used to control the infection cause pathogen resistance. Epithelial cells play a key role in many human–microbiota and/or pathogens interactions. Interactions of these cells with C. albicans have been shown to be critical to host and fungal cell responses (Moyes et al., 2015). Molecules of both Candida and the host are important for Candida internalization into epithelial cells, which is the first step to further dissemination leading to hematogenic infections. A better elucidation of these factors may significantly contribute to the control of systemic infections in hospitals, such as the rational development of new compounds against the essential components triggered during the invasion of host cells by the fungus.
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Mast cells have been shown to express vascular endothelial growth factor (VEGF), thereby implicating mast cells in pro-angiogenic processes. However, the mechanism of VEGF induction in mast cells and the possible expression of VEGF in fully mature mast cells have not been extensively studied. Here, we report that terminally differentiated peritoneal cell-derived mast cells can be induced to express VEGF in response to challenge with Staphylococcus aureus, thus identifying a mast cell–bacteria axis as a novel mechanism leading to VEGF release. Whereas live bacteria produced a robust upregulation of VEGF in mast cells, heat-inactivated bacteria failed to do so, and bacteria-conditioned media did not induce VEGF expression. The induction of VEGF was not critically dependent on direct cell–cell contact between bacteria and mast cells. Hence, these findings suggest that VEGF can be induced by soluble factors released during the co-culture conditions. Neither of a panel of bacterial cell-wall products known to activate toll-like receptor (TLR) signaling promoted VEGF expression in mast cells. In agreement with the latter, VEGF induction occurred independently of Myd88, an adaptor molecule that mediates the downstream events following TLR engagement. The VEGF induction was insensitive to nuclear factor of activated T-cells inhibition but was partly dependent on the nuclear factor kappa light-chain enhancer of activated B cells signaling pathway. Together, these findings identify bacterial challenge as a novel mechanism by which VEGF is induced in mast cells.

Keywords: mast cells, VEGF family, Staphylococcus aureus, NF-κB, peritoneal cavity

INTRODUCTION

Mast cells are tissue-resident cells located at the host–environment interface. They express numerous immune receptors and host a multitude of immunological mediators (1–3). While generally known for their involvement in allergy (4), mast cells have also implicated in numerous additional pathological settings, ranging from defense against bacterial infections (5) to an involvement in malignant processes (6). In the latter context, mast cells have, in particular, been implicated to support angiogenesis, thereby promoting tumor growth and metastasis (7, 8).

In the angiogenic process, vascular endothelial growth factor (VEGF) has a key role by promoting endothelial cell survival, proliferation, and migration (9). Moreover, VEGF has been found to exert a chemoattractant effect on immune cells (10). In support for the notion that mast cells are involved in angiogenesis, human, rat, and murine mast cells have been shown to synthesize and secrete VEGF. Previous work has shown that mast cells can release VEGF in response to IgE receptor cross-linking, through stimulation of c-kit, by challenge with a protein kinase C activator (phorbol myristate acetate) or calcium ionophore (11, 12). Additionally, mast cells have been shown to release VEGF in response to PGE2 activation through the EP(2) receptor (13), and the adenosine analog [5′-N-ethylcarboxamido adenosine (NECA)] has been reported to increase VEGF expression in human lung mast cells (14).

In a previous study, we studied the impact of Staphylococcus aureus (S. aureus) on gene expression patterns in mast cells (15). As judged by gene array data, we found that live S. aureus induced the expression of numerous pro-inflammatory genes such as various cytokines and chemokines. Somewhat unexpectedly, we also found that VEGF was markedly upregulated. In fact, the gene array experiment indicated that the VEGF gene was induced to a higher extent than most other genes. Since no previous study has suggested a link between bacterial infection and induction of VEGF in mast cells, we, here, investigated the relevance of this finding. Moreover, since most of the previous studies in which mast cells have been shown to express VEGF were performed using relatively immature mast cells, we also sought to investigate whether fully mature mast cells can be induced to express VEGF. Indeed, we here provide evidence that live S. aureus induces high levels of VEGF expression in terminally differentiated mast cells. Hence, our findings provide a hitherto unrecognized link between mast cells and VEGF expression in the context of bacterial infection.

MATERIALS AND METHODS

Bacteria and Conditioned Media

Staphylococcus aureus (strain 8325-4) was streaked on horse blood agar plates (5%; National Veterinary Institute, Uppsala, Sweden) and incubated at 37°C for 24 h. Liquid cultures were started by inoculating 20 ml of Tryptone Soy Broth (TSB; BD) followed by incubation at 37°C and 150 rpm for 16 h. Two hundred microliters of this overnight culture were used to inoculate 20 ml of fresh TSB followed by incubation at 37°C and 150 rpm to an OD600 of 1.0. Conditioned media were produced by culturing S. aureus in 20 ml of TSB or antibiotic-free peritoneal cell-derived mast cells (PCMCs) media for 24 h at 37°C. The bacteria were removed by centrifugation (6000 × g for 5 min) followed by sterile filtration through 0.2 μm filters. Sterility was checked by plating a 100-μl aliquot onto horse blood agar followed by incubation at 37°C for 24 h.

Peritoneal Cell-Derived Mast Cells

Peritoneal cell-derived mast cells (PCMCs) were established according to a published protocol (16). Briefly, peritoneal lavage of mice was performed, followed by culture of the peritoneal cells in DMEM plus GlutaMAX (Gibco, Invitrogen, Paisley, UK) supplemented with 10% supernatant of stem cell factor-transfected Chinese hamster ovary cells (a gift from Dr. M. Daeron, Pasteur Institute, France), 10% fetal bovine serum, 50 μg/ml streptomycin, 60 μg/ml penicillin, 10 mM MEM non-essential amino acids, and 50 μM 2-mercaptoethanol. The medium was changed every 3–4 days. The inclusion of stem cell factor in the medium promotes the expansion of mast cells at the expense of other peritoneal cell populations. After ~1 month, pure mast cell cultures were obtained, as judged by toluidine blue staining.

Mice

Female mice of the C57BL/6 background were used for the experiments. All animal experiments were approved by the local ethical committee (Uppsala djurförsöksetiska nämnd; C31/14).

In Vitro Exposure of PCMCs to S. aureus, Bacterial Cell-Wall Components, and Conditioned Media

PCMCs were washed twice in PBS and re-suspended in antibiotic-free PCMC medium and plated in 24-well tissue plates at a density of 0.5 × 106 cells per replicate. Alternatively, PCMCs were plated in Transwell plates (0.4 μm pores; Costar). For inhibition experiments, PCMCs were pretreated with 10 μM nuclear factor of activated T-cells (NFAT) inhibitor (11R-VIVIT; Calbiochem, Darmstadt, Germany), 200 nM nuclear factor kappa light-chain enhancer of activated B cells (NF-κβ) inhibitor [6-amino-4-(4-phenoxyphenylethylamino)quinazoline] for 1 h, or with 45 μM Myd88 inhibitor (Pepinh-MYD and control peptide Pepinh-Control) for 6 h prior to infection. The bacteria were washed twice in PBS and added to the PCMC cultures at a final concentration of ~1.25 × 107 CFU/ml; multiplicity of infection (MOI) 25. For inactivation experiments, the bacteria were heat inactivated (HIA) at 60°C for 1 h. Conditioned media were added at a volume corresponding to that of the added bacteria. Purified bacterial cell-wall components: lipopolysaccharide (LPS; 1 μg/ml), lipoteichoic acid (LTA; 1 μg/ml), peptidoglycan (PGN; 10 μg/ml), or Pam3CSK4 (PAM3; 0.5 μg/ml) were added in some experiments. At various time points after infection, cells were collected by centrifugation (6000 × g; 5 min). Media and cell fractions were frozen and stored at −20 and −80°C, respectively. All experiments were performed in quadruplicates.

RNA Preparation and Quantitative Real-Time PCR

Quantitative real-time PCR (qPCR) was performed as described (17). Briefly, total RNA from the co-culture pellets was isolated using the NucleoSpin RNA II kit (Macherey-Nagel, Düren, Germany). qPCR was performed using the SYBR GreenER qPCR Supermix Universal Mastermix (Invitrogen, Waltham, MA, USA) on an ABI 7900HT Fast Real-Time PCR System (Applied Biosystems). The following primers were used: VEGF forward, 5′-GGAGTCTGTGCTCTGGGATT and VEGF reverse, 5′-AACCAACCTCCTCAAACCGT. HPRT forward, 5′-GATTAGCGATGATGAACCAGGTTA and HPRT reverse, 5′-GACATCTCGAGCAAGTCTTTCAGTC. Melt curve analyses of all qPCR products were performed. Relative expression of the VEGF gene in comparison with the house keeping gene (HPRT) was calculated, as previously described (17).

ELISAs

ELISAs for murine VEGF (PeproTech) were performed according to the manufacturer’s instructions.

Statistical Analysis

Statistical analyses were performed using one-way ANOVA without matching and Fisher’s LSD post hoc test. The analyses were carried out with GraphPad Prism 6 (GraphPad Software). The results shown are from individual experiments, representative for at least two experiments.

RESULTS

S. aureus Induces VEGF Expression and Release in Cultured Peritoneal Cell-Derived Mast Cells

To investigate whether S. aureus can affect VEGF expression in mast cells, terminally differentiated peritoneal cell-derived mast cells (PCMCs; 0.5 × 106) were co-cultured with live S. aureus (MOI = 25). Cell pellets and supernatants were collected after 2, 6, and 24 h. Total RNA from cell pellets was used for reverse transcription and qPCR. Supernatants were analyzed by ELISA for content of VEGF protein. As shown in Figure 1A, VEGF gene expression was highly induced in the PCMCs after co-culture with the live S. aureus. Notably, VEGF expression was modest after 2 h of co-culture and reached a maximum after 6 h.
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FIGURE 1 | Co-culture of PCMCs and S. aureus induces the expression and release of vascular endothelial growth factor (VEGF). Mast cells (PCMCs) were co-cultured with S. aureus (SA) with PBS as negative control. Cell fractions were taken at indicated time points, and VEGF expression was measured by qPCR (A). Release of VEGF protein was measured by ELISA (B). Results are given as mean ± SD, ****p < 0.0001 (n = 4).



Increased VEGF gene expression was also accompanied by release of VEGF protein as determined by ELISA. As depicted in Figure 1B, VEGF release was seen from 2 h and onward, with gradually increasing accumulation of VEGF in the medium up to 24 h.

Live S. aureus Induces VEGF Expression in Mast Cells Independent of Bacterial Cell-Wall Components

To approach the mechanism by with the bacteria induce VEGF expression in mast cells, we investigated the possibility that VEGF is induced by various toll-like receptor (TLR) ligands that are expressed by bacteria. To this end, PCMCs were stimulated with typical cell-wall components of Gram-positive bacteria: lipoteichoic acid (LTA), PGN, or Pam3CSK4 (PAM3). In addition, we assessed the effect of LPS, i.e., the prototype cell-wall component of Gram-negative bacteria. The bacterial products were added to the mast cells, either alone or in combination, followed by measurement of VEGF gene expression. However, neither of these TLR ligands induced VEGF expression in PCMCs (Figure 2A), suggesting that bacteria induce VEGF by mechanisms in mature mast cells independent of bacterial cell-wall compounds and TLR signaling. In agreement with this notion, inhibition of Myd88, an adaptor molecule common for most TLR signaling pathways, did not reduce the expression of VEGF in response to stimulation of mast cells by live S. aureus (Figure 2B).
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FIGURE 2 | The induction of VEGF expression in PCMCs requires live bacteria. (A) VEGF mRNA expression in PCMCs in response to bacterial cell-wall components alone or in combination (“Cocktail”): lipopolysaccharide (LPS; 1 μg/ml), lipoteichoic acid (LTA; 1 μg/ml), peptidoglycan (PGN; 10 μg/ml), Pam3CSK4 (PAM3; 0.5 μg/ml); PBS, negative control. (B) VEGF mRNA expression in PCMCs preincubated with Myd88 inhibitor (Pepinh-MYD) or with Pepinh-Control (control for the Myd88 inhibitor; Myd88C) followed by co-culture with S. aureus (SA) for 2 or 6 h. (C) VEGF expression in response to heat-inactivated (HIA) S. aureus (SA); PBS, negative control. (D,E) VEGF expression in PCMCs at 6 h (D) and 24 h (E) in response to S. aureus-conditioned media. Conditioned media were taken from S. aureus cultured in either TSB (bacterial growth medium; C. TSB) or in PCMC medium (C. Cell Media), using TSB or PBS as negative controls. Results are given as mean ± SD, **p < 0.01, and ****p < 0.0001 (n = 3–4).



Next, we assessed whether VEGF induction requires that the bacteria are alive, by investigating the effect of heat-inactivated bacteria on VEGF expression in mast cells. As seen in Figure 2C, HIA S. aureus did not induce VEGF expression above baseline levels, indicating that it is essential that the bacteria are alive to be able to induce VEGF expression in mature mast cells. Moreover, since most bacterial cell-wall components are not affected by heat inactivation, this finding further supports that the VEGF induction in mast cells is not mediated by cell-wall components of S. aureus.

As VEGF expression was not induced by any of the tested cell-wall compounds, we assessed the possibility that S. aureus secrete soluble compounds that might drive VEGF expression. To test this, we collected conditioned media from S. aureus, having non-conditioned medium as control. For this experiment, S. aureus was either cultured in bacterial growth medium (TSB) or in the medium used for culture of the PCMCs. However, neither of these variants of conditioned media induced the expression of VEGF in PCMCs (Figures 2D,E).

Optimal Induction of VEGF Expression in Mast Cell Is Dependent of Direct Contact between Mast Cells and Bacteria

To determine whether the induction of VEGF expression in mast cells by S. aureus is dependent on physical contact between the bacteria and mast cells, PCMCs were co-cultured with S. aureus in a Transwell system in which the mast cells and bacteria were separated by a 0.4-μm membrane. PCMCs were collected after 6 and 24 h and were assessed for VEGF expression. As shown in Figure 3, the separation of bacteria and mast cells did not obviate the upregulation of VEGF in mast cells at 6 h, suggesting that soluble factors released during co-culture of mast cells and S. aureus can account for the induction of VEGF in mast cells. However, it is notable that increased VEGF induction between 6 and 24 h was seen in the direct contact situation, whereas the induction was reduced over time when mast cells and bacteria were separated. This indicates that direct cell–cell contact may be required for sustained VEGF induction at high levels.
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FIGURE 3 | Upregulation of VEGF does not require direct contact between S. aureus and PCMCs. Staphylococcus aureus (SA) was co-cultured for 6 h (A) or 24 h (B), either in direct contact or in Transwell conditions as indicated. Cells were recovered and were analyzed for VEGF expression by qPCR. Results are given as mean ± SD, *p < 0.05, and ***p < 0.001 (n = 3).



VEGF Upregulation in S. aureus-Stimulated Mast Cells Is Independent on NFAT but Partly Dependent on NF-κB

The inhibition of NFAT, a signaling molecule that previously has been shown to have role in the induction of pro-inflammatory genes in mast cells (18, 19), did not significantly affect the induction of VEGF by S. aureus (Figure 4). In contrast, NF-κB inhibition produced a modest, yet significant, reduction in VEGF expression in mast cells (Figure 4). Hence, the upregulated VEGF expression in mast cells stimulated with live S. aureus is partly dependent on the NF-κB signaling pathway.
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FIGURE 4 | Effect of NF-κB, and NFAT inhibition on VEGF expression in S. aureus-stimulated mast cells. Mast cells (PCMCs) were preincubated with inhibitors of NFAT (11R-VIVIT) or NF-κB [6-amino-4-(4-phenoxyphenylethylamino)quinazoline] followed by co-culture with S. aureus (SA) for 2 or 6 h. VEGF expression was assessed by qPCR. Results are given as mean ± SD, *p < 0.05, and ****p < 0.0001 (n = 3–4).



DISCUSSION

Mast cells are emerging as major detrimental effector cells in numerous pathophysiological conditions, not only in allergy but also in diverse processes such as autoimmune disease, atherosclerosis, cancer, obesity, and contact dermatitis (20, 21). On the other hand, mast cells can also be beneficial to their host, as exemplified by the contribution of mast cells to the host response against bacterial insult (1–3). Although the mechanism by which mast cells influence these processes can vary, there is a widespread notion that mast cells are a source of numerous growth factors, such as basic fibroblast growth factor, nerve growth factor, platelet-derived growth factor, and VEGF (21). Among these, the expression of VEGF by mast cells has attracted particular attention because of the implication of mast cells in malignant processes, where mast cells are thought to promote tumor angiogenesis by secreting growth factors including VEGF (22–25). However, although mast cells are emerging as major VEGF-producing cells, there is still limited knowledge of the mechanisms of VEGF induction in mast cells.

Here, we report that mast cells can be induced to express high levels of VEGF in response to bacterial insult, thus introducing a bacteria–mast cell axis as a mechanism for production of this growth factor. It is also important to stress that most previous studies in which mast cells were shown to express VEGF were focused on relatively immature mast cells, whereas we here report VEGF expression by fully mature mast cells. Interestingly, we noted a robust release of VEGF already after 2 h, whereas the onset of VEGF gene expression occurred at a later stage. This indicates that the early VEGF secretion is due to release of preformed VEGF from stores in granules, whereas the induction of VEGF gene expression may serve to maintain high levels of VEGF release after the preformed stores have been emptied.

The expression of VEGF in response to bacterial challenge could potentially have various pathophysiological consequences. One obvious scenario could be that mast cell-derived VEGF could have a role in the angiogenesis that accompanies the wound healing process following a bacterial infection. Alternatively, mast cell-expressed VEGF could promote vascular permeability and leukocyte attraction, thereby contributing to the primary host response following a bacterial insult. On a different angle, it is possible that VEGF expression induced in mast cells by bacteria, in fact, could be of relevance for the progress of malignant processes. Several species of bacteria and bacterial strains are known to populate tumors. These bacteria may either be the cause of the tumor or may represent an opportunistic infection occurring as a consequence of the immunosuppressed status of the tumor tissue (26). It is also well known that mast cells populate a wide range of tumors, often being located at the tumor periphery but also within the actual tumor (7, 8). Possibly, bacteria populating the tumor may thus cause mast cells to upregulate their expression of VEGF, and the mast cell-derived VEGF could then have a pathogenic impact by promoting tumor angiogenesis.

Our findings suggest that the induction of VEGF is critically dependent on the interaction of mast cells with live bacteria, whereas various isolated bacterial cell-wall components and heat-inactivated bacteria were without effect. These findings are somewhat surprising considering that mast cells express several TLRs, and that stimulation of these by various PAMPs have previously been shown to induce the expression of pro-inflammatory cytokines in mast cells (27–32). This suggests that the induction of VEGF occurs independently of TLR stimulation and, in support of this, we did not see any effect of an Myd88 inhibitor on VEGF expression in response to bacterial challenge. It was also noted that VEGF induction was not critically dependent on direct cell–cell contact between the bacteria and mast cells, suggesting that VEGF can to some extent be induced by soluble factors released by the bacteria. Intriguingly though, such factors were not found in conditioned medium obtained by culturing S. aureus alone, either in bacterial growth medium or in the medium used for culture of the mast cells. Hence, the release of factors promoting VEGF expression in mast cells appears to require communication between live bacteria and mast cells, leading to the induction and release of VEGF-driving soluble factors. Although we are at present not able to specify the nature of such factors, we noted that the induction of VEGF expression in mast cells was partly dependent on the NF-κB pathway. Altogether, the present findings suggest that soluble, VEGF-driving factors are released by live S. aureus as a consequence of crosstalk between live S. aureus and mast cells.
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A critical role for hemolysin in Vibrio fluvialis-induced IL-1β secretion mediated by the NLRP3 inflammasome in macrophages
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Vibrio fluvialis causes human diarrhea, but the pathogenesis is not well-studied. We hypothesized that V. fluvialis-secreted hemolysin (VFH) may induce IL-1β secretion through the activation of the NLRP3 inflammasome and contribute to the pathogenicity of V. fluvialis. To examine this possibility, we constructed VFH mutant and complement strains and demonstrated that V. fluvialis-induced IL-1β production and cytotoxicity in human monocytic THP-1 cells and mouse macrophages is attributed to VFH. To evaluate the role of VFH in vivo, we infected adult C57BL/6 mice intraperitoneally and suckling C57/B6 mice orally with various strains. The mice treated with 108 CFU wild-type V. fluvialis or cell-free supernatant containing VFH induced significantly higher IL-1β production in peritoneal lavage fluid or in colon compared with those infected with the mutant strain, while no effect on TNF and IL-6 production was observed at day 5 or 24 h post-infection. VFH contributed to pathological changes and IL-1β release independent of colonization of V. fluvialis in the colon. VFH has no effect on the synthesis of pro-IL-1β, but rather it triggers the processing of pro-IL-1β into IL-1β. Furthermore, using deficient mouse strains, we verified that V. fluvialis-induced IL-1β is mediated through activation of Caspase-1 and the NLRP3 inflammasome ex vivo. Confocal microscopy suggests that VFH contributes to cathepsin B release. Furthermore, V. fluvialis-induced IL-1β secretion requires potassium (K+) eﬄux and reactive oxygen species production. Our results provide new evidence for the role of VFH in the activation of the NLRP3 inflammasome and pathogenesis in response to V. fluvialis infection.

Summary Sentence: Vibrio fluvialis-secreted hemolysin induces IL-1β secretion through the activation of the NLRP3 inflammasome and contributes to the pathogenicity of V. fluvialis.

Keywords: Vibrio fluvialis, hemolysin, IL-1β, NLRP3 inflammasomes, macrophages

Introduction

Vibrio fluvialis causes mild to moderate dehydration, vomiting, fever, abdominal pain, diarrhea and it can be isolated from human diarrheal feces and aquatic environments (Igbinosa and Okoh, 2010; Ramamurthy et al., 2014). V. fluvialis infection has become an increasing public health hazard worldwide and frequently occurs in countries where the raw seafood is largely consumed (Ramamurthy et al., 2014). V. fluvialis accounted for 10% of Vibrio-caused clinical cases along the Gulf Coast in U.S. (Levine and Griffin, 1993). In China, information about the etiological characteristics of V. fluvialis and its epidemiology of infection are limited due to complexity in the identification and less attention in the pathogen surveillance (Liang et al., 2013).

It has been reported that V. fluvialis elicits intestinal fluid when fed to suckling mice and produces an array of virulence factors and toxins (Lockwood et al., 1982; Kothary et al., 2003). Cell-free culture filtrates of V. fluvialis strains are able to evoke distinct cytotoxic and vacuolization effects on HeLa cells (Chakraborty et al., 2005). Quorum sensing in V. fluvialis positively regulates production of an extracellular protease and hemolysin and affects cytotoxic activity against epithelial tissue cultures (Wang et al., 2013). Of note, the V. fluvialis-caused diarrhea with presence of blood is different from cholera. Thus far, the underlying mechanisms of inflammatory bloody diarrhea caused by V. fluvialis have not been fully defined.

The innate immune system recognizes microbial infections through a vast array of pathogen-associated molecular patterns (Takeuchi and Akira, 2010). After recognition of bacterial components, different TLRs activate signaling via the adapter MyD88, leading to the activation of the NF-κB signaling pathway. IL-1β, together with TNF-α and IL-6, are thought to be important proinflammatory mediators in initiating and maintaining the inflammatory response to pathogen and disease development during infection. IL-1β is expressed as a pro-form, which requires proteolytic cleavage for maturation. The cysteine protease Caspase-1 mediates the proteolytic processing and secretion of mature IL-1β (Fink and Cookson, 2005).

Caspase-1 is activated within inflammasomes, multiprotein complexes that also contain NLRs and the ASC. NLRP3 is essential for Caspase-1 activation in response to a variety of microbial molecules, necrotic cells and endogenous danger-associated molecules (Gurcel et al., 2006; Mariathasan et al., 2006; Kanneganti et al., 2007). Numerous pathogens activate the NLRP3 inflammasome through bacterial toxins, such as VFH (Toma et al., 2010), hemolysin of Staphylococcus aureus (Munoz-Planillo et al., 2009), pneumolysin (McNeela et al., 2010; Witzenrath et al., 2011), cytotoxins from Aeromonas hydrophila (McCoy et al., 2010). However, little is known about the host immune response to V. fluvialis infection. We hypothesized that upon V. fluvialis infection, the pore-forming VFH may induce the activation of NLRP3 inflammasome, leading to inflammatory response.

Here, we demonstrate that VFH induces cytotoxicity and the secretion of IL-1β in response to V. fluvialis infection in macrophages. VFH mediates the activation of the NLRP3 inflammasome and contributes to inflammatory pathology in the colon of suckling mouse orally infected with V. fluvialis. We further show that VFH-induced NLRP3 activation requires ROS production, cathepsin B release, and K+ eﬄux.

Materials and Methods

Bacterial Strains

Wild-type V. fluvialis strain 85003 used in this study was isolated from patient in China with diarrhea. Its genome sequence is available in the Sequence Read Archive under accession no. SRX397301 (Lu et al., 2014). The Δvfh was constructed as previously described using allele replacement strategies (Wang et al., 2013). To construct the pUC-vfh, a chromosomal DNA fragment comprising the vfh open reading frame and its promoter sequence was amplified with the primer pair 5′-CGG AAT TCT AAG ATC ATG TCT GAA TGT-3′/5′-CGG GAT CCC GAC TGA GTT CAG CTC TCA C-3′. The amplicon was cloned as an EcoRI-BamHI fragment in pUC18 and further confirmed by DNA sequencing. The resultant plasmid, pUC-vfh, was introduced into V. fluvialis Δvfh by electroporation (Marcus et al., 1990). Hemolytic phenotypes were examined using Columbia blood agar and 2% sheep erythrocytes. Unless noted otherwise, all strains were grown with aeration in brain heart infusion broth at 37°C.

Mice and Cell Culture

C57BL/6 WT mice were obtained from Beijing Vital River Laboratory Animal Technology Co. Ltd. Asc-/- and Nlrp3-/-) mice have been described previously (Mariathasan et al., 2004; Mao et al., 2014). Caspase-1-/- mice were obtained from the Jackson Laboratory and crossed onto the C57BL/6 genetic background for 10 generations. These mice are also deficient for functional Caspase-11 (Kayagaki et al., 2011). All animal studies were performed in accordance with protocols approved by the Welfare & Ethical Inspection in Animal Experimentation Committee at the Chinese CDC. BMMs were prepared from the femurs and tibias of the above mice and cultured for 6 days in RPMI 1640 supplemented with 10% heat-inactivated fetal bovine serum (Life Technologies, Grand Island, NY, USA), recombinant macrophage colony-stimulating factor (20 ng/ml; R&D), 25 mmol/L HEPES, 2 mmol/L glutamine, 100 KU/L penicillin, and 100 mg/L streptomycin (all from Gibco Invitrogen, Grand Island, NY, USA). Peritoneal exudate cells were obtained by peritoneal lavage and enriched for macrophages using the method of Kumagai et al. (1979). Macrophages prepared in these methods were at least 90% pure, as assessed by expression of F4/80 using flow cytometry. The human monocytic cell line THP-1 and mouse macrophage cell line IC-21 were purchased from ATCC (TIB-202 and TIB-186). THP-1 cells were allowed to differentiate to macrophages by incubating for 48 h in the presence of 1 nM phorbol myristate acetate. All cells in this study were cultured in RPMI 1640 at a maximum concentration of 1 × 106 cells/ml.

In Vivo Infection

Five-days-old C57BL/6 suckling mice were infected orally with WT V. fluvialis, Δvfh V. fluvialis, or pUC-vfh at 108 CFU in 100 μl sterile PBS. Control mice were given PBS by gavage. Mice were sacrificed 24 h post-infection (p.i.), and the ileum and colon were homogenized or collected for staining. Diluted homogenates were plated on LB plates containing 50 μg/ml streptomycin to quantify the CFU of V. fluvialis colonization. A portion of the colon was fixed in 10% formaldehyde, paraffin embedded, cut into 6-mm sections, stained with hematoxylin and eosin and observed under optical microscopy. A blinded grading was performed semi-quantitatively by an outside pathologist to assess the relative degree of pathology changes. The scoring of pathology slides was assessed as follows: 0, no inflammation; 1+, mild inflammatory cell infiltrate with cuffing around vessels; 2+, increased inflammation with hyperemia; 3+, severe inflammation involving vascular dilation; and 4+, submucosal edema.

For cytokine analysis, Four-weeks-old WT C57BL/6 mice were inoculated intraperitoneally (i.p.) with 107, 108, or 109 CFU of different bacteria in 200 μl PBS or PBS alone for control mice. Mice were sacrificed at day 5 p.i. Cytokine production in PLF was measured by ELISA using commercial kits (BD Biosciences, San Jose, CA, USA).

Ex Vivo Bacterial Infection, Lactate Dehydrogenase Assay, ELISA, and ATP Assessment

Various cells were incubated with WT, Δvfh, or Δvfh containing pUC-vfh or control vector pUC18 strains of V. fluvialis at a MOI of 50 per cell for 3 h without LPS priming. For some experiments, the BMMs were pre-incubated for 2 h with CA-074 Me (C5857, Calbiochem, San Diego, CA, USA), Z-YVAD-FMK (Alexis Biochemicals, Lörrach, Germany), oATP (Merck, Darmstadt, Germany), N-acetyl-L-cysteine (NAC; A7250 Sigma-Aldrich), or KCl at the indicated concentrations. At the indicated time points, LDH activity in the culture supernatants was measured using a Cytotox96 Kit (Promega, Madison, WI, USA). The concentrations of cytokines in cell-free supernatants were quantified using commercial ELISA kits (BD Biosciences, San Jose, CA, USA). The release of ATP from the BMMs was monitored using a bioluminescence assay kit (Molecular Probes).

Immunoblotting

Cell-free supernatants were concentrated using Amicon Ultra-4 10K Centrifugal Filter Devices (Millipore, Bedford, MA, USA). Cell extracts and concentrated supernatants were analyzed by immunoblotting. Antibodies specific for IL-1β (no. sc-52012; Santa Cruz, CA, USA), Caspase-1 (no. sc-56036), or GAPDH (no. sc-137179; Santa Cruz, CA, USA) and fluorescence-labeled secondary antibody (IRDye 800-labeled anti-rabbit IgG; 611-132-002; Rockland, Gilbertsville, PA, USA) were used, and the proteins were detected using an Odyssey Infrared Imaging System (LI-COR, Lincoln, NE, USA).

Confocal Laser Scanning Microscopy

Mouse BMMs were left untreated or treated with bacteria. After 3 h, the extracellular bacteria were removed and the cells were fixed with 3% paraformaldehyde. The cells were then permeabilized and stained as described (Zhang et al., 2012).

Statistical Analysis

Statistical analysis was performed using one-way ANOVA with Newman–Keuls post-testing. The correlation between ATP and IL-1β concentrations in the supernatants of BMMs co-cultured with V. fluvialis was assessed using the Pearson’s test and linear regression. Values of P < 0.05 were considered significant.

Results

V. fluvialis Colonizes Mouse Ileum and Colon and Induces IL-1β Release

To determine whether V. fluvialis can infect and productively colonize mice, we challenged suckling mice orally with different doses of V. fluvialis for 24 h. Our results show that V. fluvialis colonized in both ileum and colon in a dose-dependent manner (Figure 1A).
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FIGURE 1. Vibrio fluvialis colonizes the mouse colon and induces IL-1β production and cytotoxicity in BMMs. (A) Five-days-old C57BL/6 sucking mice were inoculated orally with 107, 108, or 109 CFU of V. fluvialis, and control mice were given PBS by gavage. The ileum and colon were collected and homogenized after 24 h, and bacterial colonization was determined by plating diluted homogenates on LB plates containing 50 μg/ml streptomycin (n = 6 mice per group). (B) BMMs (1 × 106) were infected with V. fluvialis at the indicated MOI. PBS was added as a negative control and LPS (100 ng/ml) + ATP (5 mM) was added as a positive control. After 3 h treatment, IL-1β production in culture supernatants was analyzed by ELISA. (C) BMMs (1 × 106) were infected with V. fluvialis at different doses. The release of LDH was measured as an indicator of cytotoxicity. (D) BMMs (1 × 106) were treated with V. fluvialis (MOI, 50) and supernatants were collected at different time points to detect IL-1β by ELISA. (E) BMMs (1 × 106) were treated with V. fluvialis (MOI, 50) and supernatants were collected at different time points to assess LDH for cytotoxicity. (F) Four-weeks-old C57BL/6 mice were injected i.p. with 107 or 108 CFU of V. fluvialis, and at day 5 p.i. PLF was harvested for IL-1β, TNF-α and IL-6 measurement by ELISA (n = 6 mice per group). ELISA and cytotoxicity data represent mean ± SD of six independent mice. ∗P < 0.05; ∗∗P < 0.01.



To assess the macrophage response to V. fluvialis, we treated mouse BMMs with V. fluvialis at different MOI. V. fluvialis induced IL-1β secretion and cytotoxicity in a dose-dependent manner, with peak levels of IL-1β production at 50 MOI, which caused 20% cytotoxicity (Figures 1B,C). At this MOI, V. fluvialis also promoted a time-dependent increase in IL-1β production, which peaked at 3 h p.i., as well as an increase in cytotoxicity (Figures 1D,E).

To assess the proinflammatory response induced by V. fluvialis in vivo, 4-weeks-old C57BL/6 mice were injected i.p. with 107 or 108 CFU of V. fluvialis and the cytokines levels in PLF were measured by ELISA at day 5 p.i. The results showed that the mice injected with V. fluvialis induced higher levels of IL-1β secretion, though the levels of TNF-α and IL-6 did not change significantly (Figure 1F). These results verify that V. fluvialis can colonize the mouse colon and specifically activate IL-1β.

VFH Plays a Critical Role in V. fluvialis-Induced IL-1β Release and Cytotoxicity Ex Vivo

To determine which component of V. fluvialis mediates V. fluvialis-induced IL-1β release and cytotoxicity in various cells, we constructed an isogenic mutant (Δvfh) and complement strain of VFH (pUC-vfh). WT and pUC-vfh strains induced significantly higher levels of IL-1β and cytotoxicity compared with the Δvfh strains in human THP-1 cells, mouse IC-21 cells, mouse peritoneal macrophages (PMs), and BMMs at 3 h p.i. (Figures 2A,B). In contrast, VFH did not contribute to the IL-6 and TNF-α production induced by V. fluvialis (Figure 2C).
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FIGURE 2. Vibrio fluvialis-secreted hemolysin triggers IL-1β production and cytotoxicity ex vivo. (A–C) 1 × 106 human monocytic THP-1 cells, mouse peritoneal macrophages (PMs), mouse BMM, or mouse macrophage IC-21 cells were infected at MOI 50 for 3 h with WT V. fluvialis (WT), V. fluvialis with a mutated VFH gene (Δvfh), Δvfh complemented with a VFH gene (pUC-vfh), or Δvfh complemented with an empty vector (pUC18). The levels of IL-1β (A), IL-6 and TNF-α (C) in the supernatants were determined by ELISA, and the levels of LDH release (B) was quantified using the Cytotox96 Kit (Promega). (D–F) BMMs were treated for 3 h with PBS or supernatant from overnight culture of WT, Δvfh, pUC-vfh, or pUC18 strains in PBS (designated as P.WT, P.Δvfh, P.pUC-vfh, and P.pUC18). The levels of IL-1β (D), IL-6 and TNF-α (F) in the supernatants were determined by ELISA, and the LDH release (E) was quantified using the Cytotox96 Kit. Results represent mean ± SD of at least three independent experiments. ∗P < 0.05; ∗∗P < 0.01.



To confirm that the secreted form of VFH can trigger IL-1β release and cytotoxicity, we treated BMMs with different supernatants of overnight cultures from WT, Δvfh, and pUC-vfh strains for 3 h. The supernatant of WT and pUC-vfh induced significantly higher levels of IL-1β production and cytotoxicity in BMMs than the supernatant of Δvfh (Figures 2D,E), though the production of TNF-α and IL-6 was comparable for all supernatants (Figure 2F). These results suggest that VFH has an essential and specific role in the release of IL-1β and cytotoxicity in human and mouse monocyte/macrophage cell lines and primary mouse macrophages.

VFH Plays a Critical Role in V. fluvialis-Induced IL-1β Release and Cytotoxicity In Vivo

To evaluate the role of VFH in inflammatory response, bacterial colonization, and pathology change induced by V. fluvialis in vivo, we infected adult mice i.p. with 108 CFU WT, Δvfh, and pUC-vfh strains and measured the cytokines in PLF at day 5 p.i. The mice injected with WT and pUC-vfh strains induced significantly more IL-1β than those injected with Δvfh (Figure 3A). The VFH-dependent IL-1β induction was confirmed in colon using a suckling mouse model (Figure 3B). In contrast to the results for IL-1β, no difference among the strains was observed for TNF-α (Figures 3C,D) or IL-6 (Figures 3E,F).
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FIGURE 3. Vibrio fluvialis-secreted hemolysin triggers IL-1β production and cytotoxicity in vivo. (A,C,E) C57BL/6 mice were injected i.p. with PBS as control or 108 CFU WT, Δvfh, or pUC-vfh. Mice (n = 6) were sacrificed 5 days after injection, and the IL-1β (A), TNF (C) and IL-6 (E) in PLF was measured by ELISA. (B,D,F) Five-days-old sucking mice were infected orally with PBS as a control or 108 CFU WT, Δvfh, or pUC-vfh. Mice (n = 6) were sacrificed 24 h p.i. and the ileum and colon were homogenized. The production of IL-1β (B), TNF (D) and IL-6 (F) in homogenate was assayed by ELISA. (G) Five-days-old sucking mice (n = 6) were treated by gavage with cell-free supernatant from overnight culture of various strains. The level of IL-1β, TNF, and IL-6 in homogenates of colon at 24 h p.i. were measured by ELISA. (H) The V. fluvialis colonization in ileum and colon was quantified by plating the diluted homogenates on LB plates containing 50 μg/ml streptomycin. Results represent the mean + SD of triplicates. ∗P < 0.05; ∗∗P < 0.01.



To verify the in vivo function of soluble VHF, we inoculated suckling mice with supernatants from overnight cultures of various strains. The supernatant from WT and pUC-vfh compared with Δvfh induced significantly higher levels of IL-1β release in colon without affecting TNF and IL-6 production (Figure 3G). Furthermore, we did not observe a difference in bacterial colonization in the colon after mice were challenged with three strains (Figure 3H), suggesting that VFH contributes to IL-1β release independent of colonization of V. fluvialis. Taken together, these findings confirm that VFH secreted by V. fluvialis specifically mediates IL-1β release upon V. fluvialis challenge.

VFH of V. fluvialis Induces Histopathological Lesions in the Colon

To characterize the inflammatory histopathology in colon caused by V. fluvialis infection, we inoculated five-days-old sucking mice with various strains or cell-free supernatant from overnight culture with various strains by gavage. At 24 h p.i., there were no lesions or obvious abnormalities in the negative control mice treated with PBS (Figure 4A); however, WT V. fluvialis caused submucosal edema, vascular dilation, hyperemia, and inflammatory cell infiltration as indicated by red arrow (Figure 4B). Mice infected with Δvfh showed similar pathology to the control mice (Figure 4C), whereas the pUC-vfh strain induced severe lesions including obvious epithelial shedding, glandular structure damage and inflammatory cell infiltration as pointed by arrow (Figure 4D). The effects of the Δvfh and WT supernatants were similar to the effects of the Δvfh and WT strains. (Figures 4E,F). The summary data showed that the mice treated with WT V. fluvialis or supernatants of WT culture had significantly higher colon pathology scores than did those mice treated with Δvfh or supernatants of Δvfh (Figures 4G,H). All these data verify that VFH contributes to the pathogenicity of V. fluvialis in the colon.
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FIGURE 4. Histopathological analysis of colon lesions. Five days C57 BL/6 sucking mice were inoculated orally with various strains or supernatant from cell-free overnight culture of various strain of V. fluvialis. Colons were collected 24 h p.i., and the specimens were fixed, embedded, cut, and stained with H.E. (A) Negative control mouse treated with PBS. (B) Infection with WT V. fluvialis. (C) Infection with the mutant strain Δvfh. (D) Infection with complemented mutant strain pUC-vfh. (E) Treatment with supernatant from Δvfh. (F) Treatment with supernatant from WT. (G) The pathology scoring in mice treated with WT or Δvfh or pUC-vfh strain. (H) The pathology scoring in mice treated with supernatant from Δvfh and WT. The result represent mean ± SD of six independent mice. ∗P < 0.05; ∗∗P < 0.01 and are shown as 200 magnification times, (A–H) 200×.



VFH Triggers IL-1β via Activation of Caspase-1 and the NLRP3 Inflammasome

To study the mechanism of VFH-triggered IL-1β, we measured mRNA expression level of IL-1β induced by different strains and found that VFH had no effect on the mRNA expression of IL-1β (Supplementary Figure S1). We further examined the production of inactive pro-IL-1β (p31) and mature active IL-1β (p17) in supernatants and cell lysates using immunoblotting after infection. WT and pUC-vfh induced significantly higher levels of active mature IL-1β in the supernatants than Δvfh did, which is consistent with the ELISA results; however, all strains induced similar levels of biologically inactive pro-IL-1β in cell lysates (Figure 5A). Furthermore, the secretion of p10 subunit of Caspase-1 was evident in the supernatants of BMMs infected with WT and pUC-vfh but not in negative control cells or those treated with the Δvfh strain (Figure 5B). These results verify that the induction of IL-1β by VFH occurs at the level of inflammasome processing. To verify the role of Caspase-1, we repeated the ELISA experiments in the presence of the Caspase-1 inhibitor Z-YVAD-FMK. Z-YVAD-FMK dramatically inhibited IL-1β secretion (Figure 5C), but not TNF-α secretion (Figure 5D). Furthermore, V. fluvialis-induced IL-1β was abolished for BMMs isolated from Caspase-1-/-, Nlrp3-/-, or Asc-/- mice, though the release of TNF-α was not affected (Figures 5E,F). Giving the fact that VFH did not obviously affect message level of IL-1β and it indeed induced Caspase-1 activation and caused more mature IL-1β secreted, we conclude that VFH may affect IL-1β production at the level of IL-1β processing or secreting.
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FIGURE 5. Vibrio fluvialis-secreted hemolysin-induced IL-1β secretion is dependent on Caspase-1 and NLRP3 inflammasome activation in mouse BMM. BMMs (1 × 106) were infected with WT, Δvfh, pUC-vfh, or pUC18 V. fluvialis strains at MOI 50 for 3 h or were incubated with PBS (negative control) or LPS + ATP (positive control). (A) Amounts of IL-1β p17 and p31 in supernatant (SN) and cell extract (CX) were visualized by Western blotting. (B) Amounts of active Caspase-1 p10 and procaspase-1 and in SN and CX were visualized by Western blotting. (C,D) The levels of IL-1β secretion (C) and TNF-α secretion (D) after infection of BMMs in the presence of the Caspase-1 inhibitor Z-YVAD-FMK were measured by ELISA. (E,F) The levels of IL-1β secretion (E) and TNF-α secretion (F) were measured in BMMs isolated from WT C57 B/6 or Caspase-1-/-, Nlrp3-/-, or Asc-/- mouse after infection with V. fluvialis. Values represent the mean + SD of triplicates and are representative of three independent experiments. ∗P < 0.05; ∗∗P < 0.01.



Cathepsin B Release Contributes to V. fluvialis-Induced-IL-1β Secretion in Mouse BMMs

To determine whether cathepsin B is activated and released from cells upon V. fluvialis-induced IL-1β release, we performed immunofluorescence staining and confocal microscopy of BMMs. Uninfected cells showed punctate staining, which was obviously diminished in WT-infected cells and pUC-Δvfh-infected cells, but was apparent in Δvfh-infected cells. These results suggest that VFH contributes to cathepsin B release from phagoendosomes to the cytosol (Figure 6A).
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FIGURE 6. Cathepsin B is involved in IL-1β secretion in BMMs upon V. fluvialis infection. (A) BMMs were left untreated or were infected with WT, Δvfh, pUC-vfh, or pUC18 V. fluvialis strains for 2 h. Cathepsin B was visualized by confocal laser scanning microscopy using a specific Ab. Actin was stained with phalloidin AF488. (B,C) BMMs were treated with cathepsin B inhibitor CA-074Me at the indicated concentrations for 1 h before infection with WT or Δvfh for 3 h. IL-1β (B) and TNF-α (C) in the supernatants were quantified by ELISA. Results represent mean ± SD of three independent experiments. ∗P < 0.05; ∗∗P < 0.01.



To verify these findings, we assessed the effects of the cathepsin B inhibitor CA-074Me on V. fluvialis-induced IL-1β secretion. CA-074Me significantly attenuated IL-1β production in BMMs infected with WT V. fluvialis (Figure 6B) but had no effect on TNF-α secretion (Figure 6C).

V. fluvialis-Induced Activation of the NLRP3 Inflammasome in BMMs Requires Potassium (K+) Eﬄux, and ROS Production

To investigate the role of K+ eﬄux in V. fluvialis-induced IL-1β production in BMMs, we added KCl to the cell culture medium to block K+ eﬄux prior to infection with V. fluvialis. KCl almost completely inhibited IL-1β production (Figure 7A), though no effects on TNF levels were observed (Figure 7B). Because extracellular ATP has been shown to trigger K+ eﬄux and NLRP3 activation via the ATP receptor P2X7 (Franchi et al., 2007), we sought to determine whether VFH affects extracellular ATP release. The results show that the WT and pUC-vfh strains induced significantly higher levels of ATP release into the supernatant than the Δvfh strain did (Figure 7C). Furthermore, there was a significantly positive correlation between ATP release and IL-1β secretion in BMMs (Figure 7D). To further study whether V. fluvialis exerts its effect through the ATP receptor P2X7, we tested the effects of the P2X7R inhibitor, oATP, on IL-1β release. oATP significantly reduced V. fluvialis-induced IL-1β levels (Figure 7E) although it had no effect on TNF-α production (Figure 7F). Finally, to determine the role of ROS in V. fluvialis-induced NLRP3 inflammasome activation, we pretreated BMMs with the ROS inhibitor NAC. NAC impaired V. fluvialis-induced IL-1β release in a dose-dependent manner (Figure 7G). NAC also reduced the production of TNF-α to a lesser extent (Figure 7H), which is different from the effects of KCl and oATP. Collectively, these findings suggest that V. fluvialis induction of IL-1β involves K+ eﬄux, extracellular ATP release, and the production of ROS.
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FIGURE 7. Vibrio fluvialis hemolysin-induced IL-1β production in BMMs requires ATP signaling, K+-eﬄux and ROS generation. (A,B) BMMs were infected with V. fluvialis WT or Δvfh in the absence or presence of KCl. IL-1β (A) and TNF-α (B) in the supernatants were determined at 3 h p.i. using ELISA. (C) The release of ATP from the BMMs infected with various strains was monitored using a bioluminescence assay kit. (D) The correlation between extracellular ATP release and IL-1β secretion is plotted for BMMs infected with different V. fluvialis strains at 3 h. (E–H) BMMs were infected with V. fluvialis WT or Δvfh in the absence or presence of oxidized ATP (oATP; E,F) or N-acetyl-L-cysteine (NAC; G,H). IL-1β and TNF-α in the supernatants were determined at 3 h p.i. using ELISA. Results represent mean ± SD of three independent experiments. ∗P < 0.05; ∗∗P < 0.01.



Discussion

Prior to this study, little was known regarding the mechanism of inflammatory response induced by V. fluvialis. Previous work identified VFH as a virulence factor of V. fluvialis for its role in lysing erythrocytes of various host origin and activating fluid accumulation (Kothary et al., 2003). VFH is a member of the pore-forming toxin family, which has a wide spectrum of cytocidal activity. It has been reported that bacterial hemolysins, for example, listeriolysin O of Listeria monocytogenes (Meixenberger et al., 2010), hemolytic cytolysin pneumolysin of Staphylococcus pneumonia (Witzenrath et al., 2011) and hemolysin of S. aureus (Kebaier et al., 2012), can induce the release of IL-1β through activation of NLRP3 inflammasome. We compared the amino sequence of these toxins and found out that the amino acid similarity between VFH and pneumolysin of S. pneumonia or listeriolysin O of L. monocytogenes or Staphylococcal α-hemolysin is 23, 27, or 24%, respectively. Of note, the amino similarity between VFH and Vibrio cholera hemolysin is 72%. However, it is not known whether VFH contributes to inflammation response during V. fluvialis infection. The presented data in this manuscript not only provides information that VFH induces IL-1β release dependent on NLRP3, but also demonstrate that VFH plays a key role in a suckling mouse model in contributing to host colon pathology and inflammatory response upon V. fluvialis infection, suggesting that VFH may be an important virulence factor of V. fluvialis causing inflammatory diarrhea in humans.

In this study, we unexpectedly found that VFH induced greater amount of IL-1β in colon but no detectable level of IL-1β in ileum (data not shown) and that IL-1β production was independent of colonization of V. fluvialis using the suckling mouse model. One possible explanation is that there may be some difference in the number of IL-1β-producing cells (like macrophages) or in their function of producing cytokines in response to V. fluvialis stimulation between ileum and colon. There is plenty of microbiota colonization in colon so the inflammatory response by innate immune cells in colon maybe functionally different from the cells in ileum. The exact mechanisms underlying the different inflammatory response induced by V. fluvialis between ileum and colon deserve further investigation. We agree that the inflammation triggered by VFH is a “double-edged sword” for the host. On the one hand, VFH-induced IL-1β, a key cytokine in the host’s immune response, contributes to controlling of the bacteria infection. On the other hand, if too much inflammation was induced, it will cause damage to the host cells and tissues and to evade certain defense mechanisms resulting in the severe inflammatory pathology changes.

We demonstrated that VFH can specifically trigger IL-1β but not TNF-α and IL-6 secretion. IL-1β is produced in a two-step process with the first step involving the generation of the biologically inactive precursor pro–IL-1β, typically in response to TLR activation (Bauernfeind et al., 2009; Franchi et al., 2009), and the second step involving pro–IL-1β cleavage by Caspase-1 into an active cytokine. The activation of Caspase-1 is controlled by inflammasomes. Recent studies have shown that many bacterial toxins, including the hemolysins of various other bacterial species trigger NLRP3 inflammasome activation (Harder et al., 2009; Munoz-Planillo et al., 2009; McNeela et al., 2010; Meixenberger et al., 2010; Toma et al., 2010; Holzinger et al., 2012; Zhang et al., 2012). Our data show that VFH did not affect the expression of IL-1β mRNA and pro-IL-1β synthesis but had an effect on activating the NLRP3 inflammasome and inducing the mature active IL-1β, therefore we propose that VFH affects IL-1β production at the level of IL-1β processing or secretion. The mature biological active IL-1β plays a critical role in host immune response. We confirmed the effect of VFH on secreted mature IL-1β and therefore have added a new member to the list of bacterial pore-forming toxins triggering IL-1β via Caspase-1 and NLRP3 inflammasome activation.

Cellular stimulation triggers ATP release and subsequently activates purinergic receptors in an autocrine and/or paracrine manner (Piccini et al., 2008), although certain non-nucleotide inflammasome activators may interact directly with purinergic receptors, which does not depend on ATP release (Babelova et al., 2009). In the present study, we demonstrated that VHF contributes to the ATP release into supernatant and that P2X7R signaling is involved in the inflammasome activation induced by V. fluvialis. A recent study has shown that the eﬄux of K+ is responsible for the maturation of pro-IL-1β (Petrilli et al., 2007). K+ eﬄux occurs upon the engagement of extracellular ATP with the P2X7R or directly through bacterial pore-forming toxins (Munoz-Planillo et al., 2013). Some bacterial pore-forming toxins were reported to cause K+ eﬄux by permeabilizing the plasma membrane (Walev et al., 1993; Fiser et al., 2012), which activates Nlrp3 independently of P2X7R (Harder et al., 2009). Therefore, we propose that VFH may induce extracellular ATP release, which results in K+ eﬄux via P2X7R indirectly. It has yet to be determined how K+ eﬄux is induced by other classes of inflammasome activators. More recently, calcium has been shown to play a role in NLRP3 inflammasome activation (Lee et al., 2012; Rossol et al., 2012). Whether migration of calcium is required in V. fluvialis-induced activation of the NLRP3 inflammasome warrants further investigation.

NLR family pyrin domain containing 3 activators induce lysosomal damage, which leads to the release of cathepsin B into the cytosol. The lysosomal proteases, in turn, could either degrade a putative NLRP3 inhibitor or cleave a substrate in the cytosol that would generate a NLRP3 ligand (Halle et al., 2008). Our results demonstrate that VFH significantly contributes to cathepsin B release and that an inhibitor of cathepsin B causes a modest decrease in IL-1β production in BMMs. It remains to be determined how cathepsin B release plays its role in VFH-induced NLRP3 activation in BMMs. Furthermore, our data show that ROS production is required for V. fluvialis-triggered NLRP3 activation. Consistent with these results, previous studies have shown that ROS inhibitors such as DPI and NAC strikingly inhibit IL-1β and IL-8 production in mouse macrophages (Bauernfeind et al., 2011; Mao et al., 2014).

In summary, this study demonstrates that VFH plays a key role in mediating IL-1β secretion and histopathology in the colon during V. fluvialis infection in vivo. Our data also suggest that VFH-mediated activation of the NLRP3 inflammasome is critically involved in the proinflammatory response upon V. fluvialis infection. Several signaling pathways are involved in NLRP3 activation, though K+ eﬄux appears to play a more important role in V. fluvialis-induced IL-1β production than ATP and cathepsin B release do in this study. These findings are helpful for understanding the role of VFH in the pathogenesis of V. fluvialis.
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FIGURE S1 | mRNA expression of IL-1β in BMMs induced by Vibrio fluvialis. BMMs were treated with WT, Δvfh, pUC-vfh, or pUC18 V. fluvialis strains at MOI 50 for 3 h or were incubated with PBS. Cells were lysed over 3 h post-infection and mRNA expression of IL-1β was analyzed using RT-PCR. Results represent mean ± SD of three independent experiments.
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ASC, adapter molecule; Asc-/-, Asc-deficient; BMMs, mouse bone marrow derived macrophages; Caspase-1-/-, Caspase-1-deficient; i.p., intraperitoneally; LDH, lactate dehydrogenase; MOI, multiplicity of infection; NLRs, nod-like receptors; Nlrp3-/-, Nlrp3-deficient; NLRP3, NLR family pyrin domain containing 3; PLF, peritoneal lavage fluid; pUC-vfh, Δvfh V. fluvialis with complement plasmid; ROS, reactive oxygen species; VFH, V. fluvialis-secreted hemolysin; Δvfh, isogenic vfh mutant; WT, wild-type.
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Upon infection with intracellular bacteria, nucleotide oligomerization domain protein 2 recognizes bacterial muramyl dipeptide and binds, subsequently, to receptor-interacting serine/threonine kinase 2 (RIPK2), which activates immune responses via the nuclear factor kappa-light-chain enhancer of activated B cells (NF-κB) and extracellular signal-regulated kinase (ERK) pathways. Activation of RIPK2 depends on its K63 ubiquitination by E3 ligases, whereas the deubiquitinating enzyme A20 counter regulates RIPK2 activity by cleaving K63-polyubiquitin chains from RIPK2. Here, we newly identify the deubiquitinating enzyme CYLD as a new inhibitor of RIPK2. We show that CYLD binds to and removes K63-polyubiquitin chains from RIPK2 in Listeria monocytogenes (Lm) infected murine bone marrow-derived macrophages. CYLD-mediated K63 deubiquitination of RIPK2 resulted in an impaired activation of both NF-κB and ERK1/2 pathways, reduced production of proinflammatory cytokines interleukin-6 (IL-6), IL-12, anti-listerial reactive oxygen species (ROS) and nitric oxide (NO), and, finally, impaired pathogen control. In turn, RIPK2 inhibition by siRNA prevented activation of NF-κB and ERK1/2 and completely abolished the protective effect of CYLD deficiency with respect to the production of IL-6, NO, ROS, and pathogen control. Noteworthy, CYLD also inhibited autophagy of Listeria in a RIPK2-ERK1/2-dependent manner. The protective function of CYLD deficiency was dependent on interferon gamma (IFN-γ) prestimulation of infected macrophages. Interestingly, the reduced NF-κB activation in CYLD-expressing macrophages limited the protective effect of IFN-γ by reducing NF-κB-dependent signal transducers and activators of transcription-1 (STAT1) activation. Taken together, our study identifies CYLD as an important inhibitor of RIPK2-dependent antibacterial immune responses in macrophages.
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INTRODUCTION

Macrophages play a crucial role in the innate immune response including sensing and phagocytosis of bacterial pathogens at the site of infection (1). In bacterial infections, phagocyte activation is augmented by type II interferon (IFN-γ) produced by natural killer (NK) and T cells (2). IFN-γ primarily signals through the Janus kinase (JAK) – signal tranducers and activators of transcription (STAT)-1 pathway and primes the secretion of proinflammatory cytokines, production of superoxide anions, generation of nitrogen and oxygen free radicals and thereby conditions macrophages as potent antibacterial effector cells (3, 4). Of note, STAT1 is also activated by type I IFNs, which can be produced by various cell types including macrophages in bacterial infection (5). However, in contrast to IFN-γ, type I IFN is not protective and may even exacerbate infection with Listeria monocytogenes (Lm), a facultative intracellular bacterium (6, 7).

In addition to cell surface and endosomal Toll-like receptors, cytosolic nucleotide oligomerization domain protein (NOD)-like receptors, in particular NOD2, recognize intracellular bacteria such as Lm. Activated NOD2 binds to receptor-interacting serine/threonine kinase 2 (RIPK2) (8). RIPK2 undergoes K63 polyubiquitination resulting in the activation of nuclear factor kappa-light-chain enhancer of activated B cells (NF-κB) and mitogen-activated protein kinases (MAPKs) (9–13). The activity of RIPK2 is counter-regulated by the deubiquitinating enzyme A20, which disassembles K63-linked ubiquitin chains from RIPK2 (10). NOD2-dependent RIPK2 activation is essential for an effective antibacterial response, since RIPK2-deficient macrophages have an impaired pathogen control (14–16) and RIPK2-deficient mice are highly susceptible to listeriosis (17).

Listeria monocytogenes may cause severe infections in pregnant women and immunocompromised patients (18). In mice, Listeria rapidly home to Kupffer cells, i.e., liver-resident macrophages (19). In addition, uninfected myeloid cell populations including macrophages, monocytes, and TNF/iNOS-producing dendritic cells are recruited to the site of infection and are crucial for the control of listeriosis (20). In macrophages, both NF-κB and MAPK induce the synthesis of protective (i) proinflammatory cytokines including IL-6 and IL-12, (ii) ROS, (iii) nitric oxide (NO), and (iv) autophagosomes (21–24). The formation of autophagosomes is either induced via the NOD2/RIPK2/extracellular signal-regulated kinase (ERK) pathway (25) or NOD2 independent by the autophagy-related protein 16-1 (ATG16L1) (26). In the autophagosomes, phagocytosed Lm are killed by ROS (27–29). In further amplification of antibacterial activity, ROS activates the STAT1 pathway leading to increased production of NO, which reacts with ROS to produce peroxynitrite, an even stronger antibacterial molecule (30).

The deubiquitinating enzyme CYLD cleaves K63-linked polyubiquitin chains from specific substrates (31), including tumor necrosis factor receptor-associated factors (TRAF)-2, TRAF6, transforming growth factor beta-activated kinase 1 (TAK1), B cell lymphoma 3 (BCL3), STAT3, nuclear factor kappa B essential modulator (NEMO), and retinoic acid inducible gene 1 (RIG-1) (32–36), and negatively regulates the activation of NF-κB, MAPKs, and type I IFN production. In infectious diseases, CYLD has a disease-specific effect and CYLD-deficient mice suffer from exacerbated Escherichia coli pneumonia and Haemophilus influenzae middle ear infection (37, 38) but are protected against lethal Streptococcus pneumoniae and Lm infection (36, 37).

Earlier, we have shown that macrophage-derived IL-6 induced STAT3-dependent protective fibrin production by hepatocytes in listeriosis (36). However, it remained unclear whether CYLD also directly regulated the antibacterial function of infected macrophages, in particular, the NOD2-dependent activation of NF-κB, MAPKs, and autophagy. Here, we newly identified that CYLD inhibits NOD2-dependent antibacterial activity of macrophages by K63 deubiquitination of RIPK2.

RESULTS

CYLD Impairs Production of Cytokines, ROS, and NO and Reduces Activation of NF-κB, ERK1/2, and p38MAPK in Lm-Infected BMDM

Upon infection with Lm, Cyld−/− BMDM showed no significant improvement in pathogen control as compared to WT BMDM (Figure 1A, p < 0.05). In good agreement with previous reports (39, 40), pretreatment of BMDM with IFN-γ, greatly augmented the listericidal activity of BMDM. Importantly, the IFN-γ-induced listericidal effect was significantly stronger in Cyld−/− as compared to WT BMDM. Since CYLD only regulated pathogen control upon IFN-γ stimulation, we further focused on the function of CYLD in IFN-γ-stimulated Lm-infected BMDM.
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FIGURE 1 | CYLD impairs pathogen control and decreases cytokine production and activation of NF-κB and MAP kinases. WT and Cyld−/− BMDM (1 × 106cells/group), stimulated with IFN-γ (100 U/ml) for 24 h followed by infection with Lm (MOI 5:1). (A) The bacterial load was determined in 1 × 106 IFN-γ-stimulated and unstimulated Lm-infected WT and Cyld−/− BMDM 24 h p.i. (B) Levels of intracellular ROS were analyzed by flow cytometry in 1 × 106 uninfected (0 h p.i.) and infected (1, 6, 24 h p.i.) WT and Cyld−/− BMDM. (C) The amount of NO was measured in the supernatant of 1 × 106 uninfected and infected WT and Cyld−/− BMDM colorimetrically using a Griess assay kit. (D,E) IL-6 (D) and IL-12 (E) were determined in the supernatant of 1 × 106 Lm-infected WT and Cyld−/− BMDMs by flow cytometric bead array. (F) Proteins were isolated from 1 × 106 uninfected and infected WT and Cyld−/− BMDM at the indicated time points and stained with antibodies specific for CYLD, p-p38, p38, p-ERK1/2, ERK1/2, p-IκB-α, p-p65, and p65. GAPDH was used as loading control. In (A–E), data represent the mean + SD from triplicate wells. In (A–F), data from one of the three representative experiments are shown.



In addition to pathogen control, the production of listericidal ROS and NO as well as the cytokines IL-6 and IL-12 were significantly increased in IFN-γ-treated Lm-infected Cyld−/− BMDM (Figures 1B–E). To identify the underlying CYLD-regulated signaling pathways, the activation of NF-κB, ERK1/2, and p38MAPK were analyzed by WB in IFN-γ-stimulated Lm-infected BMDM. As displayed in Figure 1F, Cyld−/− BMDM showed enhanced activation of NF-κB as indicated by increased phosporylation of p65 and IκB-α. In addition, activation of ERK1/2 and p38MAPK were augmented in Cyld−/− BMDM. In contrast, stimulation with IFN-γ only was insufficient to induce activation of these signaling pathways.

CYLD Impairs Activation of STAT1

Mice with macrophage-specific deletion of STAT1 are susceptible to listeriosis (41). Since IFN-γ augments bactericidal activity and NO production of Lm-infected macrophages [Figure 1A (39, 40)] and the immunostimulatory activity of IFN-γ is mediated by the transcription factor STAT1, we studied the impact of CYLD on the activation of STAT1 in Lm-infected IFN-γ-stimulated BMDM. Within 30 min post infection, the phosphorylation of cytoplasmic and nuclear STAT1 (Y701) and STAT1 (S727) was increased in Cyld−/− as compared to WT BMDM (Figure 2A). To study how CYLD reduces STAT1 activation and nuclear accumulation in IFN-γ-stimulated Lm-infected BMDM, we analyzed whether CYLD might directly bind to STAT1. However, immunoprecipitation experiments showed that CYLD and STAT1 did not interact with each other (data not shown). Importantly, the inhibition of NF-κB activity by an IKK inhibitor decreased p-STAT1 to equally low levels in both Lm-infected WT and Cyld−/− BMDM indicating that the activation of STAT1 was dependent on the augmented Listeria-induced NF-κB activation (Figure 2B).
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FIGURE 2 | CYLD diminishes activation of STAT1 upon stimulation with IFN-γ. (A–C) 1 × 106 WT and Cyld−/− BMDM were stimulated with IFN-γ (100 U/ml) for 24 h. Thereafter, the indicated groups of BMDM were additionally infected with Lm (MOI 5:1) for 24 h. Proteins were isolated from uninfected (0 min p.i.) and infected (30, 60 min p.i.) BMDM as indicated. (A) Proteins were isolated from the cytoplasm and nucleus of BMDM respectively at the indicated time points after infection. WBs were stained with anti-tubulin and anti-histone deacetylase (HDAC) as marker proteins for the cytoplasm and nucleus, respectively. In addition to total STAT1, phosphorylation of STAT1 at position Y701 and S727, respectively, was analyzed by WB. (B) BMDM were either left untreated or treated with IKK inhibitor (1 μM) beginning in parallel to IFN-γ treatment. Proteins were isolated at the indicated time points and WB analysis for p-65, p-p-65, STAT1, p-STAT1 (Y701), p-STAT1 (S727), and GAPDH was performed. (C) IFN-γ-stimulated, -uninfected, and -infected BMDM were either treated with control IgG or anti-IFNAR1 antibody (30 μg/ml) beginning 30 min before infection with Lm. Proteins were isolated at the indicated time points and WB analysis for p-65, p-p-65, STAT1, p-STAT1 (Y701), p-STAT1 (S727), and GAPDH was performed. In (A–C), data represent one of the two independent experiments.



In listeriosis, type I IFNs, which also activate STAT1, are mainly produced by macrophages and exacerbate the diseases (5–7). Therefore, we studied the effect of type I IFNs on the CYLD-mediated suppression of STAT1 activation in Lm-infected IFN-γ-stimulated BMDM. Blocking of IFNAR1 by IFNAR1-specific antibodies in Lm-infected IFN-γ-stimulated BMDM decreased p-STAT1 (Y701) and p-STAT1 (S727) levels in Lm-infected WT and Cyld−/− BMDM without abolishing the strongly enhanced STAT1 activation of Cyld−/− BMDM (Figure 2C). Thus, in addition to IFN-γ, the activation of STAT1 was partially dependent on autocrine type I IFN-mediated activation of STAT1 (Figure 2C).

CYLD Impairs RIPK2-Mediated Activation and Antibacterial Function of BMDM

Since RIPK2 activates the canonical NF-κB and ERK pathways, upon intracellular recognition of Lm by the NOD2 receptor, we studied the impact of CYLD on RIPK2 expression in IFN-γ-stimulated Lm-infected BMDM. In IFN-γ-stimulated and Lm-infected BMDM, RIPK2 protein was increased in Cyld−/− as compared to WT BMDM (Figure 3A). To study whether increased RIPK2 levels in Cyld−/− BMDM led to the increased activation of NF-κB and MAPKs pathways, IFN-γ-stimulated WT and Cyld−/− BMDM were treated with RIPK2 and control siRNA, respectively, for 48 h prior to Lm infection. WB analysis showed an efficient knockdown of RIPK2 in RIPK2-siRNA-treated BMDM 24 h p.i., whereas treatment with control siRNA did not influence RIPK2 protein levels (Figure 3B). RIPK2 knockdown caused a strong decrease of p-IκB-α (Figure 3B) and p-ERK (Figure 3B) and diminished differences in the expression levels of both molecules in Cyld−/− and WT BMDM. In addition, RIPK2-siRNA-treatment of IFN-γ-stimulated Lm-infected BMDM significantly reduced IL-6 (Figure 3C), ROS (Figure 3D), and NO levels (Figure 3E) in both Cyld−/− and WT BMDM. Consequently, siRNA-mediated RIPK2 inhibition significantly increased colony-forming units (CFUs) in RIPK2-siRNA-treated Cyld−/− and WT BMDM (Figure 3F). Thus, the improved immune response in Lm-infected Cyld−/− BMDM is RIPK2 dependent.
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FIGURE 3 | CYLD-mediated inhibition of NF-κB and MAP kinases activation is dependent on RIPK2. WT and Cyld−/− BMDM were cultivated and the indicated subgroups of BMDM (1 × 106/well) were transfected with RIPK2 and control siRNA, respectively, beginning 48 h before stimulation with IFN-γ (100 U/ml, all groups of BMDM). After 24 h of IFN-γ-stimulation, the indicated groups of BMDM were infected with Lm (MOI 5:1) for the indicated time points or left untreated (0 h p.i.). (A) Proteins were isolated from indicated groups of 1 × 106 uninfected and Lm-infected BMDM and analyzed for RIPK2 and GAPDH protein expression by WB. In this experiment, the same proteins were used as in Figure 1F. (B) BMDMs were treated with siRNA and infected with Lm as indicated. Proteins were isolated and analyzed by WB for RIPK2, p-ERK1/2, p-IκBα, and GAPDH protein expression. (C) The indicated groups of RIPK2 and control siRNA-treated WT and Cyld−/− BMDM were infected with Lm or left uninfected. The supernatant of BMDM cultures was harvested before infection (0) or 24 h post infection (p.i.). IL-6 was determined in the supernatant by flow cytometry using cytometric bead array. Data show the mean + SD of triplicate wells per group. (D) BMDMs were transfected with RIPK2 and control siRNA and infected with Lm as indicated. Intracellular ROS production of 1 × 106 WT and Cyld−/− BMDM was analyzed by flow cytometry employing a ROS detection kit. BMDM were analyzed before infection (0 h p.i.) and at the time point of infection (1 h p.i. and 24 h p.i.). Data show the mean + SD of triplicate wells per group. (E) The supernatant of the indicated groups of RIP2K and control siRNA treated, uninfected, and infected WT and Cyld−/− BMDM (1 × 106 cells) was harvested before and 24 h p.i. NO was determined photometrically using a Griess assay kit. Data show the mean + SD of triplicate wells per group. (F) Twenty-four hours p.i., the bacterial load was determined in Lm-infected WT and Cyld−/− BMDM (1 × 106 cells), which were treated with RIPK2 and control siRNA as indicated. Data show the mean + SD of triplicate wells per group. In (A–F), data represent one of the two independent experiments with similar results.



K63 Deubiquitination of RIPK2 by CYLD

To study whether CYLD directly regulates RIPK2 in Lm-infected BMDM, we immunoprecipitated CYLD from Lm-infected IFN-γ-stimulated WT and Cyld−/− BMDM. WB analysis of immunoprecipitates detected CYLD and RIPK2 only in WT BMDM but not in Cyld−/− BMDM indicating that CYLD interacts with RIPK2 (Figure 4A). Transfection of Cyld−/− BMDM with MYC-DDK-RIPK2, HA-CYLD (CYLD WT), and catalytically inactive CYLD (CYLD C/S) followed by immunoprecipitation of DDK-RIPK2 further showed that WT CYLD reduced K63 ubiquitination of RIPK2 (Figure 4B). Catalytically inactive CYLD interacted with RIPK2 but failed to reduce K63 ubiquitination of RIPK2 (Figure 4B).


[image: image1]

FIGURE 4 | CYLD cleaves K63-polyubiquitin chains from RIPK2. (A) Proteins from 1 × 106 IFN-γ stimulated, infected (MOI 5:1, 24 h after infection) and uninfected WT and Cyld−/− BMDM were immunoprecipitated with CYLD antibody. Immunoprecipitates were stained for CYLD and RIPK2. GAPDH was used as loading control. (B) Cyld−/− BMDM (1 × 106 cells) were transfected with MYC-DDK-RIPK2, HA-CYLD (WT), and mutant HA-CYLD (C/S), which lacks catalytic activity, as indicated. After 24 h of infection, total lysates were immunoprecipitated with anti-DDK. Immunoprecipitates were stained for the indicated proteins. Beads plus lysate without antibody before immunoprecipitation (B + L), beads plus DDK antibody without lysate (B + A), and GAPDH were used as control. In (A,B), data represent one of the two independent experiments.



CYLD Regulates ERK1/2-Mediated Production of Antibacterial Effector Molecules, Autophagy, and Control of Lm

Since NOD2-mediated RIPK2 activation results in the activation of ERK (Figure 1F), we further studied the impact of CYLD on ERK1/2-dependent pathogen control and production of ROS and NO. Inhibition of ERK by pretreatment of BMDM with U0126, an ERK1/2 inhibitor, increased CFU and reduced the levels of ROS (Figure 5A) as well as NO (Figure 5B) in BMDM from both mouse strains. Whereas ERK1/2 inhibition abolished differences between WT and Cyld−/− mice with respect to CFU and ROS, NO levels were still significantly increased in Cyld−/− mice.
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FIGURE 5 | ERK-dependent production of anti-listerial effector molecules and autophagy protects against Listeria infection of BMDM. WT and Cyld−/− BMDM (1 × 106/well) were cultivated and stimulated with IFN-γ (100 U/ml) for 24 h. Thereafter, the indicated groups of BMDM were infected with Lm (MOI 5:1) or left uninfected (0 h p.i.). (A) IFN-γ-stimulated BMDM were either untreated or treated with the ERK inhibitor U0126 (1 μM) beginning 2 h before infection. Intracellular ROS was determined by flow cytometry using a ROS detection kit at the indicated time points. Data show the mean + SD of triplicate wells per group. (B) Uninfected and infected, IFN-γ-stimulated WT, and Cyld−/− BMDM were treated with the ERK inhibitor U0126 (1 μM) beginning 2 h before infection as indicated. The supernatant was harvested before and 24 h p.i. NO was determined photometrically in the supernatant using a Griess assay kit. Data show the mean + SD of triplicate wells per group. (C) Proteins were isolated from IFN-γ-stimulated, uninfected (0 h p.i.), and infected (2 h p.i.) WT and Cyld−/− BMDM and WB analysis for the autophagosomal marker LC3B-II and GAPDH was performed. LC3B-II expression was determined using a densitometer and data show the mean of three WB performed with independent samples. (D) Immunofluorescence images from uninfected and Lm-infected WT and Cyld−/− BMDM are shown. Cells (5 × 105 BMDM per slide) were either untreated or treated with RIPK2 siRNA (D3, beginning 48 h before infection) or the ERK inhibitor U0126 (D4, 1 μM, beginning 2 h before infection). BMDM were stained for Listeria (red), LC3B-II (green), and the nucleus (DAPI, blue). (E) Two hours p.i., the number of LC3B-II puncta per cell from the experimental groups shown in (D) was determined microscopically. Data show the mean + SD of three slides and 100 BMDM/slide per group. (F) CFUs were determined in 1 × 106 Lm-infected WT and Cyld−/− BMDM, which were either untreated or treated with ERK inhibitor U0126 (10 μM) beginning 2 h before infection. Data show the mean + SD of triplicate wells per group. In (A–F), data represent one of the two independent experiments.



Autophagy is an intrinsic defense mechanism against Lm and, therefore, we further investigated whether CYLD-dependent RIPK2 and ERK1/2 activation influences the formation of autophagosomes. WB for the autophagosome marker LC3B-II indicated increased autophagosome formation in Cyld−/− BMDM (Figure 5C). Fluorescence microscopy results showed increased number of autophagosomes (green) (Figures 5D,E) in Cyld−/− BMDM accompanied by reduced Lm burden (red) (Figure 5D). Furthermore, the enhanced formation of autophagosome in Cyld−/− BMDM was abolished upon knockdown of RIPK2 by siRNA (Figures 5D,E) as well as inhibition of the downstream molecule ERK1/2 (Figures 5D,E). The reduction in autophagomes resulted in increased Lm load in BMDM from both groups (Figure 5D) indicating that CYLD inhibits the formation of autophagosomes by regulating RIPK2-mediated ERK1/2 expression. In accordance to the reduced production of ROS, NO, and autophagosomal killing of Lm in ERK-inhibitor-treated WT and Cyld−/− BMDM, inhibition of ERK resulted in significantly increased CFUs in both groups (Figure 5F).

DISCUSSION

The present study identified CYLD as a novel and important inhibitor of RIPK2-dependent protective immune responses in Lm-infected murine macrophages. Activation of RIPK2 by the Lm-sensing intracellular pattern-recognition receptor NOD2 is essential for the downstream stimulation of the NF-κB and MAPK pathways (42, 43), NOD2-induced immune responses in macrophages (25) and the control of listeriosis in vivo (17). Previous studies have shown that CYLD limited RIPK2-mediated activation of NF-κB by removing K63-polyubiquitin chains from NEMO (8, 44). In addition to NEMO, the proinflammatory function of RIPK2 is also dependent on its K63 polyubiquitination. Although multiple E3 ligases including Pellino-3, ITCH, cellular inhibitor of apoptosis (cIAP)-1, cIAP2, X-linked apoptosis of protein (XIAP) and TRAF2, TRAF5, and TRAF6 (9, 11–13, 45) perform K63 polyubiquitination of RIPK2, the only counterregulatory RIPK2 K63-deubiquitinating enzyme identified so far is A20 (10). Here, we demonstrate that CYLD also directly binds to RIPK2 and cleaves K63-polyubiquitin chains from RIPK2 in Lm-infected macrophages resulting in a reduced activation of NF-κB, p38 MAPK, and ERK1/2 and, consequently, in an impaired control of Lm in macrophages.

In addition to listeriosis, RIPK2 plays essential protective role upon infection with the intracellular bacteria Legionella pneumophila, Chlamydophila pneumonia, and Mycobacterium tuberculosis (15, 17, 46). In sharp contrast, RIPK2 promotes inflammation and lethality during infection with the Gram-negative bacteria Pseudomonas aeruginosa and E. coli due to excessive activation of NF-κB and MAPK (47). Interestingly, Cyld deficiency also increases susceptibility to infection with E. coli and H. influenzae due to immunopathology induced by the hyperactivation of the same signaling pathways (37, 38), whereas it protects from lethal listeriosis (36). Thus, the underlying infection determines the impact of RIPK2 and CYLD on the outcome of the disease and our identification of a direct inhibition of RIPK2 by CYLD provides a mechanistical explanation of the antagonistic effects of these two signaling molecules.

The crucial importance of the CYLD/RIPK2 interaction for the reduction of protective anti-Lm immune responses is shown by the complete abolishment of the protective effect of Cyld deficiency by RIPK2 inhibition. In the absence of RIPK2, Lm-infected WT, and Cyld−/− macrophages produced less ROS and NO, showed reduced autophagy and, finally, exhibited diminished control of the pathogen without any significant differences between Cyld-competent and -deficient BMDM.

CYLD regulates the NF-κB-dependent production of antibacterial ROS and NO in macrophages (36, 48). Here, we also demonstrate that CYLD also inhibits ERK1/2-dependent ROS production. However, compared to NF-κB-dependent ROS production, the effect of ERK1/2 inhibition on reduction of ROS was lower (≈50%) in both WT and Cyld−/− BMDM. In addition, NO production was significantly reduced by ERK1/2 inhibition in both Lm-infected WT and Cyld−/− BMDM. In contrast to ROS, ERK inhibition did not abolish the increased production of NO in Cyld−/− BMDM. Thus, both the increased NF-κB and ERK1/2 activation in Cyld−/− BMDM contributes to the increased ROS and NO production, although NF-κB seems to be the more potent regulator. This is also illustrated by the more than 100-fold increase of CFU in both NF-κB inhibited WT and Cyld−/− BMDM as compared to a <10-fold increase in macrophages with ERK1/2 inhibition (Figure 5F) (36).

Autophagy is an essential cell intrinsic mechanism to combat intracellular Listeria and RIPK2 is known to regulate autophagy via ERK activation (25). Here, we identify for the first time that CYLD also impairs autophagosome formation in Lm-infected macrophages (Figures 5D–E). Inhibition of RIPK2 and ERK caused a reduction in autophagosome formation accompanied by increased Lm burden in both WT and Cyld−/− BMDM. Thus, CYLD impairs production of antibacterial effector molecules and autophagosome formation, which all contribute to the impaired pathogen control.

The convergence of type I and type II IFN signaling on the level of STAT1 places this signaling molecule in a central position in antibacterial defense of macrophages (41).

In good agreement with previous studies (39, 40), IFN-γ prestimulation of macrophages greatly augmented their capacity to control Lm. In extension and importantly, the protective effect of Cyld deficiency on the control of Lm was completely dependent on IFN-γ prestimulation of macrophages. IFN-γ prestimulation of WT and Cyld−/− BMDM without infection resulted in an equally weak activation and nuclear translocation of STAT1, a critical IFN-γ-induced transcription factor (Figure 2A). In accordance with the CYLD-independent activation of STAT1 by IFN-γ, we could not detect a direct interaction of CYLD with STAT1. In sharp contrast, STAT1 activation was much stronger in Cyld−/− BMDM upon additional Lm infection. This suggests an indirect regulation of STAT1 activation by NOD2/RIPK2-dependent immune responses. In fact, we could identify that inhibition of NF-κB abolished the increased STAT1 activation in Lm-infected IFN-γ-stimulated Cyld−/− BMDM (Figure 2B). This indirect regulation of STAT1 signaling by CYLD resembles the function of the deubiquitinating enzyme A20, which also inhibits STAT1 activation indirectly by suppressing NF-κB activation (49).

In addition to type II IFN, type I IFNs play an important role in the macrophage-mediated immune responses. The convergence of type I and type II IFN signaling on the level of STAT1 places this signaling molecule in a central position in antibacterial defense of macrophages (41). Previously, it has been shown that type I IFNs synergistically activates with NF-κB an anti-listerial response in Lm-infected macrophages (50), in good agreement, inhibition of the IFNAR resulted in a reduced activation of STAT1 in both WT and Cyld−/− macrophages (Figure 2C). Thus, activation of the NOD2/RIPK2/NF-κB pathway and endogenous production of type I IFN cooperatively regulated the activation of STAT1 and gene transcription of proinflammatory and antibacterial mediators.

Taken together, our study identifies CYLD as a new interaction partner and regulator of RIPK2 kinase signaling pathways and as an inhibitor of anti-listerial immune responses of macrophages. Before, we have shown that CYLD inhibits protective fibrin production by hepatocytes in listeriosis (36). Thus, CYLD impairs the outcome of the infection by inhibiting several non-redundant protective host responses. This places CYLD in an attractive position as a therapeutic target molecule in severe infections with Lm and, potentially, other intracellular bacteria. In addition, it will be important to develop conditional CYLD-deficient mice to decipher the importance of CYLD in individual cell types under infectious disease conditions.

MATERIALS AND METHODS

Ethics Statement

All animal experiments were in compliance with the German animal protection law in a protocol approved by the Landesverwaltungsamt Sachsen-Anhalt (file number: 203.h-42502-2-901, University of Magdeburg).

Animals

Age- and sex-matched animals were used for the experiments. C57BL/6 WT were obtained from Janvier (Le Genest Saint Isle, France) and C57BL/6 Cyld−/− mice were kindly provided by Dr. Ramin Massoumi (Department of Laboratory Medicine, Malmö, Sweden) (34). All animals were kept under conventional conditions in an isolation facility of the Otto-von-Guericke University Magdeburg. Experiments were approved and supervised by local governmental institutions.

Listeria monocytogenes

Listeria monocytogenes (EGD strain) was grown in brain–heart infusion broth (Merck, Darmstadt, Germany) and aliquots of log-phase cultures were stored at −80°C. For infection of BMDM, fresh log phase cultures were prepared from frozen stock.

Bone Marrow-Derived Macrophages

Freshly prepared BMDM were used for each experiment. Femur and tibia were aseptically removed from mice, the bone ends were cut off, and the bone marrow cells were flushed out using PBS (4–8°C; Gibco, Darmstadt, Germany). The cell suspension was washed twice with PBS by centrifugation (490 × g, 5 min) and cultured in Petri dishes (ø 85 mm, Sarstedt, Numbrecht, Germany) in Dulbecco’s modified Eagle’s medium with high glucose and L-glutamine (DMEM) supplemented with 10% FCS, 1% non-essential amino acids (all from PAA, Coelbe, Germany), 1% glutamine (Biochrom, Berlin, Germany), 50 μM 2-­mercaptoethanol (Gibco, Darmstadt, Germany), and 20 ng/ml macrophage colony-stimulating factor (M-CSF) (PeproTech, Hamburg, Germany) for 3 days. Medium was changed on day 3 and non-adherent cells were removed by washing with PBS. Adherent BMDM were harvested at day 6 and used for experiments. The purity of the cultured macrophages ranged from 95 to 99%, as determined by flow cytometry using the macrophage-specific markers CD11b and F4/80 (F4/80 eFluor450 (clone: BM8)) and CD11b APC (clone: M1/70; both eBioscience, Frankfurt, Germany).

In vitro Infection of BMDM with Lm

About 1 × 106 BMDM were stimulated in six-well plates (Greiner bio-one, Frickenhausen, Germany) with IFN-γ (100 U/ml) (PeproTech, Hamburg, Germany), a dose previously standardized by us (36) for 24 h. Thereafter, stimulated and unstimulated BMDM were infected with Lm at a multiplicity of infection (MOI) of 5:1 in DMEM supplemented with 10% FCS, 1% non-essential amino acids, 1% glutamine, 50 μM 2-mercaptoethanol, and 20 ng/ml M-CSF. For infection, Lm were thawed from frozen stocks (−80°C) and added to brain–heart infusion broth. The optical density of log-phase cultures were determined using a photometer (Eppendorf, Hamburg, Germany). Cultures with an optical density of 0.1, which corresponds to a dose of 1 × 108 Lm/ml according to a previously established standard growth curve, were pelleted by centrifugation (870 × g, 4°C, 10 min) and the multiplicity of infection MOI was adjusted to 5:1 in DMEM supplemented with 10% FCS, 1% non-essential amino acids, 1% glutamine, and 50 μM 2-mercaptoethanol. In each experiment, the bacterial dose used for infection was controlled by plating an inoculum on brain–heart infusion agar and counting colonies after incubation at 37°C for 24 h.

After 1 h of infection (37°C, 5% CO2), 30 μg/ml gentamicin (Sigma-Aldrich) was added for additional 3 h to kill extracellular bacteria. Thereafter, infected BMDM were washed twice with PBS and further cultivated in DMEM supplemented with 15 μg/ml gentamicin for the indicated time points. For inhibition of NF-κB, BMDM were treated with IKK inhibitor VII (1 μM; Calbiochem, Darmstadt, Germany) beginning 24 h before infection (concentration and incubation time were pretested before usage). For the inhibition of ERK, BMDM were treated with the ERK inhibitor U0126 (1 μM; Calbiochem) beginning 2 h before infection according to the manufacturer’s recommendation. The inhibitors were dissolved in DMSO (5 mg U0126/ml; 10 mg IKK inhibitor VII/ml). The final concentration of DMSO used in the cultures was 0.1%. For the inhibition of IFNAR1, BMDM were pretreated with either anti-IFNAR1 or control IgG (30 μg/ml) 30 min before infection according to the manufacturer’s recommendation (BioLegend, Fell, Germany).

Colony-Forming Units

At the indicated time points p.i., Lm-infected BMDM cultures were centrifuged (5 min, 490 × g) and the medium was discarded. Thereafter, the cells were washed with PBS to remove traces of remaining antibiotics. After centrifugation (5 min, 490 × g) and removal of PBS, the cell pellets were lysed in 0.1% Triton-X-100 and serial dilutions were plated on brain–heart infusion agar in Petri dishes (ø 85 mm; Merck, Darmstadt, Germany). Bacterial colonies were counted microscopically using a grid plate after incubation at 37°C for 24 and 48 h. The counting was conducted blindly and 16 fields were counted.

Protein Isolation and Western Blot

Interferon gamma-stimulated Lm-infected BMDM were washed in PBS and resuspended in 4–8°C cold lysis buffer containing 50 mM Tris–HCl (pH 7.4), 5 mM EDTA, 100 mM NaCl, 1% Triton-X-100, 10% glycerol, 10 mM KH2PO4, 0.5% Na-deoxycholate, 1 mM phenylmethanesulfonyl fluoride 1 mM NaF, 1 mM Na4O7P2, 1 mM Na3VO4 and aprotinin, leupeptin, and pepstatin (1 μg/ml each) (all reagents from Sigma, Taufkirchen, Germany) for 30 min and centrifuged (19,000 × g, 4°C, 10 min). The supernatant was collected and the protein concentration was determined by a commercial protein assay kit (Bio-RAD, Munich, Germany). A 1× lane marker reducing sample buffer (Thermo Scientific, Dreieich, Germany) was added to the samples and proteins were denatured at 99°C for 5 min. Equal amounts of proteins were separated on SDS-polyacrylamide gels (6–12%) and transferred semidry (220 mA, 60 min) on polyvinylidene fluoride membranes, preactivated in methanol. Unspecific binding of antibodies was blocked by incubating the membranes with either Blotto B [1% milk powder plus 1% bovine serum albumin (BSA)], 5% milk powder, or 5% BSA for 1 h. The proteins were stained for GAPDH, STAT-1, phospho-STAT1 S727, phospho-STAT1 Y701, phospho-p65, p65, phospho-p38, p38, phospho-IκBα, phospho-ERK1/2, ERK1/2, CYLD, LC3B, ubiquitin, K63-linkage-specific polyubiquitin (all antibodies from Cell Signaling Technology, Frankfurt, Germany), RIPK2 (Abcam, Cambridge, UK), tubulin (Sigma-Aldrich, Steinheim, Germany), and HDAC1 (Santa Cruz, Heidelberg, Germany). Primary antibodies were used at a dilution of 1:1000 in specific blocking medium as recommended by the supplier. Following overnight incubation, membranes were washed three times using Tris-buffered saline with 0.1% Tween 20 (TBST) for 10 min each and further incubated with 1:1000 diluted anti-mouse or anti-rabbit secondary antibodies (Dako, Hamburg, Germany) for 1 h. The blots were washed for three times in TBST 10 min each and developed using an ECL Plus kit (GE Healthcare, Freiburg, Germany). For quantification of protein intensities by densitometry, WB images were captured using the Intas Chemo Cam Luminescent Image Analysis system® (INTAS Science Imaging Instruments, Göttingen, Germany) and analyzed with the LabImage 1D software® (Kapelan Bio-Imaging Solutions, Leipzig, Germany).

Transfection of BMDM

Bone marrow-derived macrophages were transiently transfected with hemagglutinin (HA)-CYLD WT, HA-CYLD C/S (catalytically inactive CYLD), and MYC-DDK RIPK2 (Origene, Rockville, MD, USA) plasmids, respectively, as indicated using Neon transfection system (Invitrogen, Darmstadt, Germany). PBS (without Ca2+ and Mg2+) was added to 1 × 107 BMDM followed by centrifugation (5 min, 490 × g) and removal of the supernatant. The cell pellet was resuspended in 1 ml of resuspension buffer R (provided in the Neon transfection system kit). The transfection was performed according to the manufacturer’s instructions using a single pulse of 1000 V for 20 ms. The transfected BMDM were plated in six-well plates (Greiner bio-one, Frickenhausen, Germany) containing culture medium (DMEM supplemented with 10% FCS, 1% non-essential amino acids, 1% glutamine, 50 μM 2-mercaptoethanol, and 20 ng M-CSF/ml) and incubated at 37°C for 24 h before using them for experiments. The efficiency of transfection was controlled by WB for the indicated proteins.

Immunoprecipitation

Uninfected and IFN-γ-stimulated Lm-infected BMDM as well as Cyld−/− BMDM transfected with MYC-DDK-RIPK2, HA-CYLD (WT), and mutant HA-CYLD (C/S) were lysed on ice using the same protein lysis buffer as described above in “Protein isolation and Western Blot.” In a preclearing phase, Gamma Bind™ G Sepharose™ beads (GE Healthcare Europe GmbH, Freiburg Germany) were incubated with cell lysates under continuous shaking at 4°C for 30 min. The beads were removed by centrifugation (10 min, 10,000 × g, 4°C) and equal amounts of lysates were incubated with anti-RIPK2 (1:100) and anti-CYLD (1:200) antibodies, respectively, at 4°C overnight. The immune complexes were captured by incubating with fresh Gamma Bind™ G Sepharose™ beads at 4°C overnight. The beads were then washed three times with PBS by pulse centrifugation (1000 × g, 30 s). The pellet containing the Gamma Bind™ G Sepharose™ immune complexes was resuspended in 1× lane marker reducing sample buffer and boiled at 99°C for 5 min. Thereafter, samples were centrifuged (1000 × g, 30 s), the supernatant was collected and used to detect RIPK2, CYLD, K63 ubiquitin, by WB. GAPDH was used as the input control.

Measurement of NO

The concentration of NO in the cell culture medium was measured using a Griess Assay Kit (Promega, Mannheim, Germany) according to the manufacturer’s instructions. In brief, the cells were centrifuged (490 × g, for 5 min) to harvest the supernatant. Triplicates of diluted standard and supernatant (50 μl each) were added to the wells of a 96-well flat-bottom plate (Greiner bio-one, Frickenhausen, Germany). Subsequently, 50 μl of sulfanilamide solution was dispensed to the standard and the experimental samples and incubated in the dark for 10 min. Thereafter, 50 μl of N-(1-naphthyl) ethylenediamine solution was added to all samples, which were further incubated in the dark for 10 min. The NO concentration was determined by measuring samples at 540 nm using a Synergy® microplate reader (Biotek, Berlin, Germany) within 30 min.

ROS/RNI Detection

The intracellular production of reactive oxygen and nitrogen species (ROS/RNI) was determined with a total ROS detection kit (Enzo Life Science, Lörrach, Germany). In brief, 1 × 106 freshly prepared BMDM were infected with Lm at an MOI of 5:1. After infection, the cells were centrifuged (490 × g, for 5 min), the supernatant was discarded and the cell pellet was washed twice with 2 ml of 1× washing buffer. Thereafter, the cell pellet was resuspended in 500 μl detection solution (500 μl 1× washing buffer + 0.1 μl detection reagent) and incubated in the dark at 37°C for 30 min. BMDM stimulated with pyocyanin for 30 min were used as a positive control. BMDM stimulated with N-acetyl-L-cystein for 1 h were used as the negative control. The samples were analyzed by flow cytometry using a FACS Canto II (BD, Heidelberg, Germany). Enhanced ROS production was detected as an increase in the mean fluorescence (490/525 nm) of the samples over the control.

Cytometric Bead Array

The level of IL-6 and IL-12/IL-23/p40 in the supernatant of the BMDM cell cultures were analyzed by flow cytometry using the cytometric bead array (CBA) from BD Biosciences (Heidelberg, Germany) using the manufacturer’s protocol. The cells were centrifuged (490 × g, for 5 min) to harvest the supernatant. Cytokine concentration in the supernatant was determined by adding 50 μl of cytokine-specific capture bead mixture to 50 μl of supernatant and standard tubes. Phycoerythrin (PE) detection agent (50 μl) was added to each sample and incubated in the dark at 4°C for 2 h. The samples were washed with 1 ml washing buffer, centrifuged at 200 × g for 5 min and, thereafter, resuspended in washing buffer (300 μl). The cytokine levels were measured using a FACS Canto II (BD, Heidelberg, Germany) and analyzed with FCAP Array™ software (version 3, BD Biosciences).

In vitro siRNA Treatment

About 30 pmol siRNA [predesigned RIPK2 siRNA or silencer negative control siRNA from Ambion (CA, USA)] and 18 μl of Lipofectamine® RNAiMAX (Invitrogen, Darmstadt, Germany) were diluted separately in 150 μl Opti-MEM serum-free medium each. The siRNA and Lipofectamine were mixed at a ratio of 1:1 and incubated for 5 min at room temperature. A total of 250 μl of the siRNA–Lipofectamine mixture was added to each well in a six-well plate containing 1 × 106 BMDM and incubated at 37°C for 48 h. The efficiency of siRNA-mediated RIPK2 silencing was controlled by WB.

Immunofluorescence

About 5 × 105 BMDM were cultured on flamed coverslips in 12-well plates (Greiner bio-one, Frickenhausen, Germany). BMDM were infected with Lm as described earlier. At the indicated time points after infection, the coverslips were fixed in 4% paraformaldehyde (Roth, Karlsruhe, Germany) for 10 min and washed three times with PBS for 10 min each. The cells were then permeabilized in 0.1% Triton-X-100 solution for 7 min and blocked in 10% goat serum, 0, 5% BSA, 0.3% Triton-X-100, and 5% sucrose for 45 min. For staining, mouse anti-Lm antibody (BioRad, Munich, Germany) and rabbit anti-mouse LC3B antibody (Cell Signaling Technology, Frankfurt, Germany) were used at dilution of 1:200 in blocking medium and incubated with constant shaking in the dark overnight. The coverslips were then washed three times with PBS for 10 min each and incubated with 1:200 diluted Alexa Flour® 488 goat anti-rabbit and Alexa Flour® 594 goat anti-mouse antibody, respectively (both from Invitrogen, Darmstadt, Germany) at room temperature for 1 h. Thereafter, the coverslips were washed three times with PBS for 10 min each. The coverslips were air-dried and mounted on ethanol-cleaned slides with ProLong® Gold antifade reagent containing DAPI (Invitrogen) and the immunofluorescence was captured using Zeiss observer Z.1 microscope (Carl Zeiss GmbH, Oberkochen, Germany).

Statistics

Statistical significance was determined using the two-tailed Student’s t-test or non-parametric Mann–Whitney rank-sum test. All experiments were performed at least twice. p Values of <0.05 were considered significant.
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Helminths and their products can suppress the host immune response to escape host defense mechanisms and establish chronic infections. Current studies indicate that macrophages play a key role in the immune response to pathogen invasion. They can be polarized into two distinct phenotypes: M1 and M2. The present paper examines the impact of the adult Hymenolepis diminuta (HD) tapeworm and its excretory/secretory products (ESP) on THP-1 macrophages. Monocytes were differentiated into macrophages and cultured with a living parasite or its ESP. Our findings indicate that HD and ESP have a considerable impact on human THP-1 macrophages. Macrophages treated with parasite ESP (with or without LPS) demonstrated reduced expression of cytokines (i.e., IL-1α, TNFα, TGFβ, IL-10) and chemokines (i.e., IL-8, MIP-1α, RANTES, and IL-1ra), while s-ICAM and CxCL10 expression rose after ESP stimulation. In addition, inflammatory factor expression rose significantly when macrophages were exposed to living parasites. Regarding induced and repressed pathways, significant differences were found between HD and ESP concerning their influence on the phosphorylation of ERK1/2, STAT2, STAT3, AMPKα1, Akt 1/2/3 S473, Hsp60, and Hck. The superior immunosuppressive properties of ESP compared to HD were demonstrated with lower levels of IL-1β, TNF-α, IL-6, IL-23, and IL-12p70 following stimulation. The presence of HD and its ESP were found to stimulate mixed M1/M2 macrophage phenotypes. Our findings indicate new molecular mechanisms involved in the response of human macrophages to tapeworm infection, this could be a valuable tool in understanding the mechanisms underlying the processes of immune regulation during cestodiasis.

Keywords: human, macrophages, Cestoda, Hymenolepis diminuta, immunomodulation, immunology, host–parasite interactions

INTRODUCTION

Macrophages are versatile cells that play crucial roles in the complex process of the immune response to pathogen invasion. As macrophages are key modulator and effector cells in the immune response, their activation influences and responds to other arms of the immune system. It is generally considered that macrophages represent a spectrum of activated phenotypes rather than stable subpopulations (1–3). Typically, macrophages can be polarized into two distinct phenotypes: M1—classically activated macrophages induced by T helper 1 (Th1) cytokines, and M2—alternatively activated macrophages classified as M2a, M2b, M2c, and M2d induced by Th2 cytokines (1–3). Regulation of macrophage function and activity is essential to balance tissue homeostasis, forcing or solving inflammation in most disease processes. The inflammatory or anti-inflammatory activities of macrophages are shaped in a tissue- and signal-specific manner, enabling macrophages to induce various activation patterns and develop specific functional programs (4, 5).

Helminths are known to have coevolved with their hosts for millennia, and the principal goal of the adult parasite is, arguably, not to kill the host but to survive as long as possible by generating a state of tolerance. This state of affairs is beneficial for the parasitic organism as the host provides nutrition, protection, and stable conditions for growth. Therefore, dendritic cells and macrophages are among the first cells to be encountered by the parasite, which, by expressing certain molecules, has developed complex mechanisms to escape and modulate host immunity. One of these mechanisms exploits the impact of parasite surface proteins or their excretory/secretory products (ESP) on macrophage polarization type.

Both the M1 and M2 phenotypes are involved in the parasite invasion to various extents depending on parasite type and life cycle. In general, macrophages undergo a dynamic switch toward the M2 phenotype. In the case of Taenia crassiceps, while the M1 phenotype was observed during the early stage of infestation, the M2 phenotype later become dominant as the infection progressed, with a decreased parasite burden (6).

The influence of helminth-derived products on immune systems has been extensively studied (7–14), particularly with regard to the value of helminth products as antigens displaying immunomodulatory properties. The immunomodulatory properties of helminth-derived molecules have been screened for Hymenolepis diminuta (HD) (9, 15–18); these data show that HD may represent a source of anti-inflammatory and immunomodulatory molecules.

Experiments performed on animal models of human autoimmune diseases have shown that parasites can be beneficial and may have therapeutic potential in treatment of autoimmune disorders (10–12, 19, 20). Despite increasing knowledge of the influence of parasites on the host immune system, numerous mechanisms involved in this process seem to be unknown. Therefore, the ultimate goal of our study was to find new molecular pathways present in macrophages exposed to adult tapeworms. To achieve our goal, we used adult HD, commonly known as rat tapeworm, which is able to establish a chronic infection in the small intestine of the host with minimal influence on the intestinal tissue. Hymenolepis does not cause serious damage and influences the rat host immune system at the molecular level, producing proteins with antigenic properties (9, 15–18, 21–24). In addition, the ability to infect both animals and man makes this parasite a valuable model to study the influence of the parasite on its host, and since the regulatory mechanisms of rats and humans are comparable, host–parasite interactions such as immunomodulation can also be examined.

In light of the immunomodulatory properties of parasites and the importance of macrophages in numerous serious diseases, there is a need for more comprehensive research regarding the interactions and role of macrophages during parasite infections. Therefore, the aim of the present study was to characterize the polarization type of human THP-1 macrophages following stimulation with living HD and its ESP. We chose the THP-1 human leukemia monocytic cell line as it has been extensively used to study monocyte/macrophage functions, mechanisms, and signaling pathways. As our analysis was aimed at screening for changes and looking for new possible pathways induced by the parasite, we decided to use a cell line to select the most interesting factors, which will be carefully studied in the future using primary cells. The results obtained using this model are comparable to primary human PBMC–monocytes as indicated by a number of publications that have compared responses of both cell types and in most cases showed relatively similar response patterns (25–27). Certainly, THP-1 macrophages represent an alternative to PBMC–macrophages for screening purposes, when looking for new mechanisms and a homogeneous genetic background is wanted (28). This is especially the case when the availability of PBMC-derived macrophages is often limited, and insufficient quantities are available to perform broad analyses. Due to either financial or ethical constraints linked to animal and human in vivo studies, ex vivo or in vitro experiments become more relevant in initial screening research. Additionally, commercially available proteome arrays allow for comprehensive analysis where all experiments are performed in the same conditions. The dozens of analyzed factors allow for complex assessment and predictions regarding unstudied mechanisms. The THP-1 cell line has become a commonly used model to assess the modulation of macrophage activities and represents a competent in vitro model for estimation of the immunomodulatory properties of parasite proteins. For example, previous studies have utilized THP-1 cells to examine human monocyte/macrophage stimulation in response to parasite proteins (17, 29–31). A key novel aspect of the present study is that it is the first to comprehensively characterize the impact of the living parasite and its ESP on human THP-1 macrophages. The obtained results highlight the significance of a number of factors concerning the immunomodulatory properties of parasite proteins that have yet to be studied.

ANIMALS AND METHODS

Experimental Animals

Male Lewis rats aged about 3 months at the beginning of the experiment, to be used as experimental hosts, were kept in plastic cages in the animal house facilities of the Institute of Parasitology PAS. They had continuous access to food and water, and natural photoperiod conditions were provided.

Ethics Statement

All experimental procedures used in the present study had been preapproved by the third Local Ethical Committee for Scientific Experiments on Animals in Warsaw, Poland (resolution no. 51/2012, 30th of May 2012).

Cultivation of HD and Collection of ES Products

The HD strain was kept in the Institute of Parasitology PAS (strain WMS). Six-week-old cysticercoids reared in Tribolium castaneum beetles were fed in doses of 8–10 to 3-month-old rats (15 male rats). After 6 weeks, coproscopic examination of the rat feces was performed to ascertain the presence of adult parasites. To collect the adult parasites, the rats were euthanized with Thiopental anesthesia (Biochemie GmbH, Austria), administered in 100 mg/kg body weight (b.w.) intraperitoneally (i.p.).

Adult HD were obtained from the small intestine of infected rats and washed few times in PBS at room temperature to remove intestinal debris. The worms were incubated at 37°C in RPMI 1640 culture media containing penicillin and streptomycin (Sigma) for 10 h, with the media changed every 2 h. The harvested media containing ESP were pooled and centrifuged at 5,000 rpm for 15 min and directly placed in an Amicon® Ultra Centrifugal Filters Ultracel-3K (Millipore) to concentrate them. Protein concertation was determined with Bradford protein assay. Prepared ESP samples were stored at −80°C until used.

Cell Culture and Stimulation

The THP-1 human monocyte cell line was purchased from the American Type Culture Collection. Cells were maintained in culture medium (RPMI 1640 supplemented with 10% fetal bovine serum, 2 mM glutamine, 100 U/ml penicillin, 100 µg/ml streptomycin) at 37°C in a humidified atmosphere of 5% CO2. The cells were seeded into six-well plates at a concentration of 1 × 106/ml in a whole volume of 4.8 ml/well. The cells were differentiated into macrophages by the addition of 100 ng/ml phorbol 12-myristate 13-acetate (PMA) for 72 h. After differentiation, the cells were washed twice with fresh media w/o PMA and stimulated with ES or whole parasite. For whole parasite stimulation, the cells were maintained in Nunc polystyrene (PS) EasYFlask™ 25 cm2 (Thermo Scientific) flasks at the same cell concentration and density per square centimeter. In the case of cells stimulated with parasite antigens and LPS, the cells were first treated with LPS (100 ng/ml), and parasite (one 10-cm worm/10 × 106 cells) or antigens (5 µg/ml) were added after 1 h. After 24 h, the stimulation culture media was collected and cells were washed with sterile PBS. Cells for phosphokinase analysis were lysed with lysis buffer from Proteome Profiler kit (R&D), cells for RNA isolation were directly treated with fenozol supplied with Total RNA kit (A&A Biotechnology) and stored at −80°C until use.

cDNA Synthesis and Real Time PCR Analysis

Total RNAs were isolated from the same number of cells stimulated with ES products or whole parasite according to the kit manufacturer’s instructions. First-strand cDNAs were synthesized from 0.7 µg of total isolated RNA using a Maxima™ First Strand cDNA Synthesis Kit for RT-qPCR (Thermo Scientific). qPCR were performed by use of Luminaris Color HiGreen High ROX qPCR master Mix (Thermo Scientific). Reactions were conducted in 10 µl of total volume in StepOne Real-Time PCR System, Applied Biosystems.

Gene-specific primers, presented in Table 1, were intron-spanning and purchased from Sigma. Primer sequences were designed or taken from Jaguin et al. (32). Two reference genes were used (β-actin, RPL37A) (33). All primer pairs were designed to have a melting point of about 64°C. Reaction runs included 2 min at 50°C and 10 min at 95°C followed by 40 cycles of a two-step PCR consisting of a denaturing phase at 95°C for 15 s and a combined annealing and extension phase at 72°C for 30 s. The CT value of β-actin and RPL37A was subtracted from that of the gene of interest to obtain a ΔCT value. The ΔCT value of the least abundant sample at all time points for each gene was subtracted from the ΔCT value of each sample to obtain a ΔΔCT value. The gene expression level relative to the calibrator was expressed as [image: image1] (34).

TABLE 1 | Primers sequences used for Real-Time PCR.
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Phospho-Kinase Arrays

The phospho-antibody array analysis was performed using the Proteome Profiler Human Phospho-Kinase Array Kit from R&D Systems according to the manufacturer’s instructions. After a 24-h stimulation period, macrophages were lysed with Lysis Buffer 6 (R&D Systems) and agitated for 30 min at 4°C. Cell lysates were clarified by microcentrifugation at 14,000 × g for 5 min, and the supernatants were subjected to protein assay using a Pierce ™ BCA Protein Assay Kit (Thermo Scientific). Preblocked nitrocellulose membranes of the Human Phospho-Kinase arrays were incubated with ~400 μg (ES/whole parasite stimulation w/o LPS) or ~240 μg (stimulation with LPS) of cellular extract overnight at 4°C on a rocking platform. The membranes were washed three times with 1× Wash Buffer (R&D Systems) to remove the unbound proteins and were then incubated with a mixture of biotinylated detection antibodies and streptavidin-HRP antibodies. Chemiluminescent detection reagents were applied to detect spot densities. Membranes were exposed to X-ray film for 3, 5, and 10 min. Array images were analyzed using image analysis software Quantity One (Biorad).

Cytokine Arrays

The collected culture media from cells stimulated with parasite and ES products were subjected to the Proteome Profiler Human Cytokine Array Panel A (R&D Systems) according to the manufacturer’s instructions. Each nitrocellulose membrane contains duplicated spots of 36 different antibodies for anticytokines, chemokines, growth factors, and adhesion proteins. Preblocked nitrocellulose membranes of the Human Cytokine Array were incubated with 1 ml of each culture media and detection antibody cocktail overnight at 4°C on a rocking platform. The membranes were washed three times with 1× Wash Buffer (R&D Systems) to remove unbound proteins. Chemiluminescent detection reagents were applied to detect spot densities. Membranes were exposed to X-ray film for 3, 5, and 10 min. Array images were analyzed using the image analysis software (Quantity One).

ELISAs

Cytokine (TNF-α, IL-1β, IL-6, IL-12p70, IL-10) concentrations were determined using the commercial ELISA kits OptEIA ™ Set Human (BD Biosciences) and DuoSet ELISA (R&D Systems) for IL-23. Supernatants were stored at −80°C until assayed. Experiments yielding supernatants were performed independently in triplicate. Optical densities were read at the appropriate wavelength on a microplate reader, and measurements were calculated as mean ± SE.

Statistical Analysis

ΔCT values for all genes were normalized to mean CT of β-actin and RPL37 reference genes. ΔCT values for treated samples and controls (calibrators) were compared by t-test for independent samples. Differences at P < 0.05 were considered as significant. Analyses were performed using Statgraphics Centurion ver. XV (StatPoint Technologies, Warrenton, VA, USA) (***P < 0.001, **P < 0.01, *P < 0.05). The same t-test was used for the analysis of ELISA experiments.

RESULTS

HD and Its ESP Impact on THP-1 Macrophage Gene Expression Levels

Our findings indicate that HD ESP have a significant inhibitory effect on macrophage-originated inflammatory cytokines and chemokines. In order to evaluate the impact of the HD ESP on macrophage activation, their effect on the expression of pro-inflammatory and anti-inflammatory cytokines and chemokines mRNA was investigated. Stimulation of THP-1 macrophages with ESP, with or without LPS, significantly reduced the expression of TNF-α, IL-1β, MIP-1α, MIP-1β, IL-8, and TGF-β (Figures 1 and 2). The expression of scavenger receptor CD36, major histocompatibility complex (MHC) II, CCR7, and transcriptions factors Klf4, IRF3, and NFκB p65 were also diminished.
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FIGURE 1 | Gene expression profile without LPS. Gene expression analysis was determined by qPCR. The results are calculated relative to control, where excretory/secretory products (ESP) and Hymenolepis diminuta (HD) had seperated one. ΔCT values for all genes were normalized to mean CT of β-actin and RPL37 housekeeping genes. ΔCT values for treated samples and controls (calibrators) were compared by t-test for independent samples. Differences at P < 0.05 were considered as significant (***P < 0.001, **P < 0.01, *P < 0.05).




[image: image1]

FIGURE 2 | Gene expression profile with LPS. Gene expression analysis was determined by qPCR. The results are calculated relative to the LPS control, where excretory/secretory products (ESP) + LPS and Hymenolepis diminuta (HD) + LPS had seperated one. ΔCT values for all genes were normalized to mean CT of β-actin and RPL37 housekeeping genes. ΔCT values for treated samples and controls (calibrators) were compared by t-test for independent samples. Differences at P < 0.05 were considered as significant (***P < 0.001, **P < 0.01, *P < 0.05).



The expression of the CCL1, CCL22, CXCL11, and IL-10 genes differed depending on the addition of LPS to cells stimulated with ESP. CCL1 and CCL22 expression was downregulated, but upregulated in the presence of LPS. Additionally, CHI3L-1, MHC I, HO-1, and IDO 1 expression was also dependent on LPS stimulation (Figures 1 and 2). However, treatment with the living parasite triggered a significantly different profile of cytokine expression. The presence of the parasite upregulated the expression of inflammatory cytokines and chemokines such as TNF-α, IL-1β, MIP-1α, MIP-1β, and IL-8 (Figure 1). This increase in expression changed after stimulation with the parasite and LPS (Figure 2): IL-8 expression was significantly reduced, and anti-inflammatory cytokines such as TGF-β and IL-10 were upregulated. The expression of the scavenger receptor CD36 and chemokine receptor CCR7 were enhanced in cells treated with living parasite and LPS, and downregulated in those treated with parasite only. Analogous effects were noted for transcription factors Klf4, IRF3, and NFκB p65, while HO-1 levels were comparable in all cells, irrespective of LPS stimulation.

Cytokine and Chemokine Protein Profile after HD and ESP Stimulation

Proteome Profiler cytokine array analysis confirmed inhibited MIP-1α expression in macrophages treated with ESP (ESP/M) and upregulation in macrophages cultured with living HD (HD/M) (Figure 3). The cytokine array analysis indicated that ESP and the live parasite have different effects on CXCL1, sICAM-1, and IL-1β levels in the cell culture medium. Additionally, the arrays reveal variations in the secretion of IL-1ra, MIF, and RANTES: MIF level was strongly induced by both types of stimulation, and IL-8, IL-1ra, SERPIN E1, and RANTES were reduced in comparison to unstimulated cells. While ESP stimulation strongly induced the production of CXCL10, minimal induction was seen in cells treated with the living parasite.
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FIGURE 3 | Cytokine array analysis. Secreted protein profile in the supernatants of THP-1 macrophages stimulated 24 h with excretory/secretory products (ESP), Hymenolepis diminuta (HD), or unstimulated was determined by Protein Profiler Array Panel A. Supernatants of three independent experiments were mixed then subjected for the assay. As a result, we show the adjusted mean volume (OD × mm2) ± SD of two repeats on membrane. The average intensity of the pixels in background volume was calculated and subtracted from each pixel in all standard and unknown.



The levels of selected cytokines were further investigated with ELISA (Figure 4). No significant difference was observed between cells stimulated with ESP or HD, with or without LPS, with regard to TNF-α concentration. While IL-1β secretion rose in macrophages treated with either HD or HD + LPS compared to control cells, no significant changes were observed in those treated with ESP. IL-6 secretion fell in THP-1 macrophages cultured with ESP, ESP + LPS, and HD + LPS, but not in HD. Both the parasite and ESP suppressed the secretion of inflammatory cytokines such as IL-12p70 and IL-23. A similar effect was found for the anti-inflammatory cytokine IL-10, with the exception of the HD cultures, where the IL-10 level found to be higher than controls.
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FIGURE 4 | Cytokine ELISA analysis. Cytokine production by monocytes THP-1 differentiated to macrophages and stimulated with Hymenolepis diminuta (HD) and ES products of this parasite [excretory/secretory products (ESP)]. Cells (1 × 106/ml) were stimulated in vitro for 24 h with whole parasite or 5μg/ml ES products (light gray bar) or unstimulated (dark gray) or in combination with LPS (100 ng/ml). Results are expressed as a mean ± SD of four independent experiments. Statistical analysis was performed by Student’s t-test. A value of P < 0.05 was considered to be significant.



Changes in Kinase Phosphorylation Profiles in THP-1 Macrophages after ESP and HD Treatment

The screening analysis of the phosphorylation profiles of selected kinases in cells suggests that both ESP and HD have a similar effect. Only slight changes were observed when phosphorylation levels of selected kinases were increased more for cells stimulated with ESP than HD: p53 (S392, S46 but not for S15), Akt 1/2/3 (T308), β-catenin, STAT3 (Y705, S727), ERK1/2 (T202/Y204, T185/Y187), Hck (Y411), WNK1, and HSP60 (Figure 5; Figure S1 in Supplementary Material).
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FIGURE 5 | Phospho-kinase analysis without LPS. Changes in signaling proteins phosphorylation profile in macrophages stimulated with excretory/secretory products (ESP) and Hymenolepis diminuta (HD) was determined by Proteome Profiler Human Phospho-Kinase Array Kit. Stimulated cells were lysed with usage of special kit buffer and frozen in −80°C until use. Protein concentration was checked and the same amout (400 µg) was used for each analysis. Analysis of control and treated sample has to be performed at one time. As a result we show the adjusted mean volume (OD × mm2) ± SD of two repeats on membrane. The average intensity of the pixels in background volume was calculated and subtracted from each pixel in all standard and unknown.



After LPS stimulation, the phosphorylation levels of p53, Akt1/2/3 T308, ERK1/2, and HSP60 were similar to those noted for cells without LPS (Figure 6). However, AMPKα1 (T188), Akt1/2/3 (S473), RSK1/2/3 (S380/S386/S377), Chk-2 (T68), p70S6 (T421/S424), STAT2 (Y689), and STAT6 (Y641) had increased phosphorylation in cells treated with ESP and LPS (Figure 6), but not in cells treated with ESP without LPS (Figure 5). The β-catenin, STAT3 (Y705, S727), Hck, and WNK1 in ESP + LPS cells demonstrated reduced levels of phosphorylation compared to HD + LPS cells, whereas the opposite was noted in cell cultures without LPS. HSP27, CREB c-JUN, JNK, and PYK2 demonstrated higher phosphorylation in HD-treated cells than ESP-treated cells, in which phosphorylation was lower or at the same level as control cells.
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FIGURE 6 | Phospho-kinase analysis with LPS. Changes in signaling proteins phosphorylation profile in macrophages stimulated with excretory/secretory products (ESP)/LPS and Hymenolepis diminuta (HD)/LPS was determined by Proteome Profiler Human Phospho-Kinase Array Kit. Stimulated cells were lysed with usage of special kit buffer and frozen in −80°C until use. Protein concentration was checked and the same amout (240 µg) was used for each analysis. Analysis of control and treated sample has to be performed at one time. As a result, we show the adjusted mean volume (OD × mm2) ± SD of two repeats on membrane. The average intensity of the pixels in background volume was calculated and subtracted from each pixel in all standard and unknown.



DISCUSSION

It is believed that parasitic proteins polarize macrophages principally toward type M2 (35), but the detailed mechanisms underlying this process are as yet unknown. Our results, however, indicate a mixed type of macrophage polarization, which is induced following exposure to HD ESP and the living parasite. Johnston et al. (17) described the general influence of HD antigens on THP-1 macrophages. Similarly to Johnston et al., we also identified anti-inflammatory properties of HD, as we observed inhibition of TNF-α, IL-6, and IL-1β after ESP stimulation. However, in our analyses, stimulation with whole living parasite induced proinflammatory cytokines, whereas Johnston et al. (17) observed no inflammatory stimulation with a high molecular mass extract of HD; there was no IL-1β stimulation, unlike with the HD treatment in our studies. Analysis of ERK1/2 phosphorylation revealed increased levels in ESP and HD, while with HdHMW, there was no effect. Additionally, we also identified inhibition of proinflammatory molecules such as IL-12p70 and IL-23 in ESP and whole parasite treatment, which was not described in the previous reports. These additional results indicate that the anti-inflammatory properties of HD-derived antigens are stronger than was previously known. In relation to previous studies of the influence of the adult tapeworm on macrophages, our results draw attention to several new factors that have not been examined in this respect before. In our studies, we found several markers characteristic for both types of polarization, M1 and M2. This may indicate that parasites evolved mechanisms leading to diminished host reaction to foreign antigens, and this adaptation results in the stimulation of anti-inflammatory pathways in the host organism. Namely, as the host reacts to adult parasite surface antigens, helminths secrete a number of immunomodulatory molecules allowing them to avoid being expelled. This may account for the anti-inflammatory effect of HD ESP. Present data showed distinct cytokine and chemokine expression profiles in the macrophages stimulated with ESP and those with the living HD parasite, some of these results point to new aspects of parasite–host interactions, which are discussed below.

Our results suggest that while ESP, ESP + LPS, and HD + LPS stimulation inhibits the expression of the CXC motif chemokine ligand 8 (CXCL-8) gene, the presence of the parasite in the medium enhances the expression level, which is inconsistent with the result of antibody arrays. This might be partially explained by poor protein stability or post-translational mechanisms influencing proteins expression. Some of the factors and mechanisms reflecting the discrepancies in mRNA and protein expression are known and described (36). However, we are unable to establish which mechanism influencing protein abundance was present in our study. The function of IL-8/CXCL8 is to orchestrate the recruitment of neutrophils, basophils, and T-cells, but not monocytes, within inflamed tissues, and is also involved in neutrophil activation (37). The same may be true during the interaction of adult cestodes with host immune cells.

Another chemokine observed by us, which is important for the protective immunity of the host is macrophage inflammatory protein 1 α (MIP-1α/CCL3). The absence of this chemokine greatly impairs the recruitment of monocytes and neutrophils into infected organs. Furthermore, CCL3 induces macrophage activation and the killing of Escherichia coli, Trypanosoma cruzi, or Klebsiella pneumonia (38, 39). Our results indicate that stimulation of macrophages with HD ESP significantly reduces the level of the MIP-1α protein, as well as its gene expression, although different expression is observed when cells are incubated with the whole parasite. While the mRNA level is highly induced, the protein level reflects this trend in lesser extent, which may be associated with the relatively short half-life of CCL3 protein (40).

Our study showed that stimulation with HD and its ESP decreased the level of the CCL5 (RANTES) chemokine, which shares a common receptor with CCL3 and CCL4, namely, chemokine receptor 5 (CCR5). RANTES is primarily involved in the migration of monocytes, neutrophils, dendritic cells, and T-cells. For instance, microbial challenge with Toxoplasma gondii is able to enhance the production of CCL3, CCL4, and CCL5. These chemokines activate CCR5 and signal the production of IL-12 by CD8α dendritic cells to initiate a Th1 response for clearance of the parasite (41). However, M2 macrophages obtained from mice implanted intraperitoneally with the filarial nematode Brugia malayi display IL-4-dependent inhibition of the pro-inflammatory chemokines CCL3 and CCL4 (42). During T. cruzi infection, CCL5 plays an important protective role in mobilizing B cell populations and is directly able to induce B cell proliferation and IgM secretion (43).

According to the analysis of CCL1 and CCL22 gene expression levels in the present study, ESP-stimulated macrophages have the M1 phenotype and those exposed to living HD have M2. Stimulation with LPS enhanced the expression of CCL1 and CCL22 in ESP/M and reduced CCL1 in HD/M, whereas CCL22 was highly induced in the HD/M system. CCL1 is known as an essential chemokine for the maintenance of M2b macrophage properties. CCL22 is a M2 phenotype marker, and together with CCL1, is a Treg-attracting chemokine (44, 45).

The reduced levels of IL-1β, TNF-α, IL-6, IL-23, and IL-12p70 indicate that ESP has superior immunosuppressive properties compared to the whole parasite. Although qPCR analysis confirms that ESP inhibits IL-1β and TNF-α, the ELISA results indicate the opposite for HD stimulation without LPS, where qPCR data indicated higher TNF-α expression. However, it is known that high levels of mRNA expression do not necessarily reflect the amount of protein in a cell. Regulation of gene expression at transcriptional and translational levels (such as alternative splicing, RNA stability influenced by regulatory elements, different half-lifes of the proteins during different conditions or modification) can lead to a weak correlation between mRNA and protein levels. Despite the progress in methodology, still little is known about specificity of translation regulation, feedback and coupling between regulatory, the roles of miRNAs, RNA-binding proteins, and yet unknown mechanisms of protein abundance regulation (36). For instance, microRNAs can simultaneously downregulate hundreds of genes by inhibiting mRNA translation into protein and thus modulating many cellular processes (46).

Discrepancies are also present regarding the levels of IL-10 and IL-12; the ELISA test examined the p70 subunit, containing p40 and p35, while qPRC examined the p35 subunit. While qPCR indicated greater expression of the IL-12 p35 subunit in all cases, ELISA analysis revealed inhibition of IL-12 p70. The IL-12 is composed of the p35 (encoded by Il12a) and p40 (encoded by Il12b) chains and principally activates NK cells and induces CD4+ T lymphocytes to become IFN-γ-producing Th1 cells (47). The p40 chain can also form a dimer with p19 to give rise to IL-23, which is required for Th17 differentiation (48, 49). Similarly, the p35 chain can combine with Epstein–Barr-induced 3 (EBI3) to form IL-35 in induced regulatory T cells (iTr35) and tolerogenic human DCs (50). T. muris infection has been shown to induce the expansion of suppressive IL-35-producing CD4+ Foxp3− “Tr35” cells in the murine intestine (51). Our analysis identified high expression of the IL-12p35 subunit and ELISA validation revealed inhibition of IL-12p70 and IL-23, which may suggest that high expression of p35 is connected with the induction of IL-35, however, this has to be elucidated in future experiments.

Another effect of HD ESP is diminished expression of ICAM-1 (CD54), a transmembrane protein expressed on epithelial cells, endothelial cells, and immune cells such as T cells and macrophages. ICAM-1 enables leukocytes to migrate through the endothelia to the inflammation site (52), participates in immunological synapse formation (53), and it is also implicated in the formation and progression of atherosclerotic lesions (54) and development of experimentally induced intestinal inflammation (55). Interestingly, our study revealed an increased level of sICAM-1 in culture media from ESP-treated cells. This supports the findings of previous studies which suggest that ICAM-1 is not only expressed on the cell membrane (mICAM-1), but is also released as a soluble molecule (sICAM-1), possibly resulting from proteolytic cleavage or alternative RNA splicing (56, 57). This may explain the difference in expression levels of mRNA and protein, especially when there are reports about the presence of separate distinct messenger RNA transcripts coding for mICAM-1 and sICAM-1 (58). The binding of sICAM-1 to LFA-1 is capable of inhibiting lymphocyte attachment to endothelial cells (59); however, the role and functions of soluble ICAM-1 have not yet been completely elucidated. Some analyses have revealed that sICAM-1 plays a role in neutrophil inhibition and macrophage recruitment during inflammation. sICAM-1 can act as a regulator during inflammatory processes. Excessive circulating sICAM-1 in transgenic animals may bind to β2 integrin on the leukocyte and thus decrease its availability for cell–cell interactions (60). All of the above could represent a parasite immune evasion strategy aimed to block leukocyte:endothelial cells interactions.

Recent experiments show that helminth derived molecules may reduce lupus-associated accelerated atherosclerosis in a mouse model (61) and offer strong protection against cholesterol-induced atherosclerosis development (62). Our data show a correlation between the presence of parasite and expression of a macrophage CD36 receptor. This macrophage scavenger receptor is responsible for recognition and internalization of oxidized lipids, and represents a major participant in atherosclerotic foam cell formation (63). In addition, human studies have shown CD36 to be associated with impaired insulin sensitivity (64–66) and pathogenesis of metabolic disorders such as insulin resistance, obesity, and non-alcoholic hepatic steatosis, and an absence of CD36-mediated lipid uptake in muscle or liver is capable of preventing diet-induced lipotoxicity (67–69). Our results show evident reduction in the expression of CD36 in cells stimulated with ESP and HD. For those stimulated with ESP, downregulation was also observed in the presence of LPS. This may indicate one of the mechanisms used by parasites for immunomodulation and could explain the beneficial effects of parasites on atherosclerosis and metabolic disorders.

As HD ESP demonstrated greater downregulation of gene expression for inflammatory cytokines and chemokines, it was decided to analyze the phosporylation profiles of a range of signaling proteins from various pathways.

Changes in phosphorylation profiles were observed after stimulation with ESP and HD. The phosphorylation level of the following proteins was elevated after HD ESP treatment, irrespective of LPS application: ERK 1/2, Akt 1/2/3 T308, p53 S392, p53 S46, and HSP 60. Studies concerning the lacto-N-fucopentaose III (LNFPIII) carbohydrate moiety present on S. mansoni eggs and ES-62 reveal that sustained ERK activation can suppress Th1-inducing IL-12 production (70). Inhibition of the production of the shared p40 subunit, mediated by ERK, can also cause downregulation of IL-12p70 and IL-23 cytokines, as pretreatment of cells with an ERK pathway inhibitor can reduce IL-12p40 production (71–73).

Another important molecule is β-catenin, a ubiquitously expressed main signal transducer of the canonical Wnt signaling pathway. Activation of the Wnt/β-catenin pathway with Wnt3a in mouse microglial cells leads to the expression and release of the pro-inflammatory cytokines interleukins IL-6, IL-12, and IFNγ (74). In contrast, the Wnt/β-catenin pathway has also been demonstrated to play an anti-inflammatory role in mouse colon epithelial stem cells and macrophages infected with Salmonella (75) or Mycobacterium (76), which indicates that activation of the Wnt/β-catenin pathway downregulates the pro-inflammatory responses to certain bacterial infections (77, 78). Our results show that β-catenin has a higher phosphorylation level in ESP-stimulated cells, which could contribute to the immunosuppressive properties of these proteins.

Significantly greater induction of phosphorylation was observed in c-JUN, HSP27, and CREB after stimulation with HD compared to ESP. Several studies attribute an anti-inflammatory function to HSP27. Stimulation of THP-1 macrophages with recombinant HSP27 resulted in increased NF-κB transcriptional activity and induced the expression of a variety of genes, including the pro-inflammatory factors IL-1β and TNF-α. However, it was also found to increase the expression of anti-inflammatory factors including IL-10 and GM-CSF (79). Our results reveal greater expression of IL-1β at both the gene and protein levels, and increased expression of TNF-α and IL-10 at the gene level following stimulation with HD and LPS. Induction of the inflammatory cytokine might be via the JNK pathway, where c-Jun is a component of the AP-1 transcription factor. This pathway appears to play a significant role in chronic inflammatory diseases involving the expression of specific proteases and cytokines (80, 81); however, the expression of pro-inflammatory cytokines is independent of the JNK/AP-1 signaling cascade in human neutrophils (82). In addition to these findings, HD incubation with cells induces transcription factor CREB, which is known for its role in cell proliferation, differentiation, and survival (83–85). However, recent evidence has revealed its function in immune responses, including inhibiting NF-κB activation, inducing macrophage survival and promoting the proliferation, survival, and regulation of T and B lymphocytes. While some studies identify CREB as a part of the anti-inflammatory immune response (86), others associate it with the pro-inflammatory response (87). As the qPCR analysis revealed upregulation of inflammatory cytokine and chemokine expression in the case of HD treatment, our present results favor a pro-inflammatory response.

STAT2, AMPKα1, and Akt 1/2/3 S473 demonstrated greater phosphorylation following ESP + LPS compared to HD + LPS. While STAT2 may be a novel regulator in the immunosuppressive function of mesenchymal stem cells (88), AMPKα1 is crucial for phagocytosis-induced macrophage skewing from a pro- to anti-inflammatory phenotype at the time of resolution of inflammation (89). Akt is a major metabolic regulator implicated in M2 activation (90, 91). It mediates enhanced glucose consumption in M2 macrophages, which contributes to induction of M2 gene expression (92). These results indicate the induction of an M2 phenotype in the presence of ESP and LPS.

CONCLUSION

We examined several proteins/kinases, which have never been considered in molecular studies devoted to host–parasite interactions, and which are now intended for more in-depth study in subsequent experiments to assess their relevance in the immune response. The information revealed in this report may allow for the discovery of new signaling pathways, or improve our understanding of those already identified. With knowledge of the beneficial effects of parasites on many immune related diseases, such research can contribute to a better understanding of these diseases and the mechanisms underlying them. As shown above, our results suggest the presence of markers for both M1 and M2 macrophage phenotypes; therefore, we can conclude that infections with adult tapeworms induce mixed polarization of macrophages. This may explain the phenomenon where adult cestodes, although attached to the host intestinal epithelium with their adhesive structures and billions of microtriches covering the surface layer of the parasite tegument do not harm the hosts and usually do not induce an inflammatory reaction. We hope our results pave the way for future in-depth studies to find and elucidate novel mechanisms involved in parasite immunomodulation, especially regarding helminth infections that are known to have a considerable influence on a number of serious autoimmune diseases, in which a careful experimental approach is necessary. Bearing in mind that our previous report confirmed that HD ES products have immunogenic properties (18), our next step will be focused on the characteristics and careful analysis of immunomodulatory functions of single identified proteins. This may be essential to establish the molecules involved in the mechanisms of immunomodulation and determine the mechanism of their action.
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Polymerase basic protein 1 (PB1), the catalytic core of the influenza A virus RNA polymerase complex, is essential for viral transcription and replication. Dendritic cells (DCs) possess important antigen presenting ability and a crucial role in recognizing and clearing virus. MicroRNA (miRNA) influence the development of DCs and their ability to present antigens as well as the ability of avian influenza virus (AIV) to infect host cells and replicate. Here, we studied the molecular mechanism underlying the miRNA-mediated regulation of immune function in mouse DCs. We first screened for and verified the induction of miRNAs in DCs after PB1 transfection. Results showed that the viral protein PB1 down-regulated the expression of miR375, miR146, miR339, and miR679 in DCs, consistent with the results of H9N2 virus treatment; however, the expression of miR222 and miR499, also reduced in the presence of PB1, was in contrast to the results of H9N2 virus treatment. Our results suggest that PB1 enhanced the ability of DCs to present antigens, activate lymphocytes, and secrete cytokines, while miR375 over-expression repressed activation of DC maturation. Nevertheless, PB1 could not promote DC maturation once miR375 was inhibited. Finally, we revealed that PB1 inhibited the P-Jnk/Jnk signaling pathway, but activated the p-Erk/Erk signaling pathway. While inhibition of miR375 -activated the p-Erk/Erk and p-p38/p38 signaling pathway, but repressed the P-Jnk/Jnk signaling pathway. Taken together, results of our studies shed new light on the roles and mechanisms of PB1 and miR375 in regulating DC function and suggest new strategies for combating AIV.
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INTRODUCTION

The influenza virus contains eight segments of a single-stranded RNA genome with negative polarity. The H9N2 subtype avian influenza virus (AIV), classified as a low pathogenic AIV, has high genetic variability and has shown both increases in virulence and ability to cross the host barrier (Peiris et al., 1999; Jin et al., 2014; Shaib et al., 2014; Zhou et al., 2014). Since the H7N9 and H10N8 AIV outbreaks in 2013 resulted from recombination between H9N2 and other influenza subtypes, H9N2 AIV is a subject of intense research (Fang et al., 2013; Pu et al., 2015). The virus polymerase complex of H9N2 AIV, consisting of the polymerase basic protein 1 (PB1), polymerase basic protein 2 (PB2) and polymerase acidic protein (PA) subunits, has been reported to charge for catalyzing both viral RNA genome replication and transcription. Previous studies have shown that PB1 serves as a core subunit to incorporate PA and PB2 into the polymerase complex by directly interacting with PA and PB2 (Hemerka et al., 2009). Recently studies also reveal that PB1 interacted with PA was an attractive target for drug treatment (Massari et al., 2016; Swale et al., 2016).

There is a continuing need for novel anti-influenza therapeutics using new targets or creative strategies and the pathogenicity of a virus is determined not only by its characteristics but also by the host immune response (O'Donnell and Subbarao, 2011). Dendritic cells (DCs) is a professional and effective antigen-presenting cells in the innate immune response (Tucci et al., 2014). Influenza virus is a human pathogen and also naturally infects a large range of animals. Previous studies have found that the mouse model of influenza virus infection is useful for understanding host immune responses and host-pathogen interaction. Zhou found that miR2911, a honeysuckle (HS)-encoded atypical microRNA (miRNA), directly targets Influenza A virus with various subtypes (Zhou et al., 2015). Also, Isakova-Sivak and colleagues have used the mouse model to study the infectivity, immunogenicity and cross-protective efficacy of live attenuated influenza vaccines containing nucleoprotein from cold-adapted or wild-type influenza virus (Isakova-Sivak et al., 2017). Consequently, because human blood and humanized mice were not available for our studies, we developed a suitable animal model to study AIV responses in mammalian DCs. AIV infection affects the maturation, antigen presenting ability, and cytokine secretion of DCs (Lin et al., 2014). The binding of pathogen-associated molecular patterns to receptors expressed by DCs may activate DCs (Lopez et al., 2004; Liang et al., 2013), but it remains unclear how AIVs produce changes in DCs and how DCs respond to AIV infection.

MicroRNA (miRNA) have emerged as key regulators of innate immunity and modulate the ability of DCs to present antigens and secrete cytokines (Gantier et al., 2007; Cheng et al., 2012; Smyth et al., 2015). For example, miR-24 has been shown to be regulated during macrophage and dendritic cell differentiation potentiates innate immunity (Fordham et al., 2015). MicroRNA-146a reported to regulate human dendritic cell apoptosis and cytokine production by targeting TRAF6 and IRAK1 proteins (Park et al., 2015). Furthermore, AIV infection leads to the differential expression of cellular miRNA in chickens and mice, and miR491 and miR654 inhibit the replication of H1N1 virus through binding to PB1 in MDCK cells (Song et al., 2010). Since miRNA have the ability to modulate DC function, and our previous research work demonstrated that H9N2 AIV significantly influenced miRNA expression of DCs, the purpose of our study was to investigate the role miRNA play in regulating the immune response of DCs to PB1 stimulation.

RESULTS

miRNA Expression following H9N2 AIV Infection and Viral Fragment Transfection

To study how H9N2 might control miRNA expression, three segments of H9N2 AIV (PB1, PA, and NP) were cloned into pcDNA3.1 and transfected into bone marrow-derived DCs (BMDCs) (Supplementary Image 1). The expression of selected miRNAs was then examined by reverse transcription quantitative real-time PCR (RT-qPCR). Interestingly, for all of the miRNAs up-regulated by H9N2, PB1, PA, and NP significantly repressed their expression. For the miRNAs down-regulated by H9N2, the PB1 segment also mostly reduced their expression, especially for miR339, miR375, and miR146 (Figures 2A,B). Segments PB1, PA, and NP are involved in the transcription and replication of the AIV RNA genome (Bouvier and Palese, 2008).
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FIGURE 1. Summary of the research strategy.
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FIGURE 2. Results of the qPCR analysis of select miRNAs following stimulation by PB1, PA, or NP. (A) The expression levels of down-regulated miRNAs stimulated by PB1, PA, or NP (*P < 0.01, the significance of the data was determined by one-way ANOVA with Duncan test) (CK: blank DCs; PB1, PA, and NP: plasmid over-expressed DCs; LPS: 1 μg/ml, each times, three 4–6 week wild-type male C57BL/6 mice were sacrificed to isolated BMDCs and experiments were performed at least in triplicate). (B) The expression levels of up-regulated miRNAs stimulated by PB1, PA, or NP (*P < 0.01, the significance of the data was determined by one-way ANOVA with Duncan test) (CK: blank DCs; PB1, PA, and NP: plasmid over-expressed DCs; LPS: 1 μg/ml).



Activation of Mouse BMDCs by PB1

We first examined the phenotypic changes in BMDCs transfected with PB1, PA, and NP. The transfection efficiency of PB1, PA, and NP was detected by RT-qPCR, and results are listed in Supplementary Data Sheet 1. Fluorescence-activated cell sorting (FACS) suggested that the mean fluorescence intensity (MFI) of MHCII was significantly enhanced by PB1, as were the co-stimulatory molecules CD40, CD80, and CD86 (Figures 3A,B). PA segment up-regulated CD80 and CD86, whilst NP had no effect on them (Figures 3A,B). Next, we assessed the ability of DCs to activate T lymphocytes and secrete cytokines. As shown in Figures 3C,D, PB1-stimulated DCs showed enhanced stimulation at a ratio of 1:1, and they expressed higher levels of interleukin-6 (IL-6) and tumor necrosis factor-α (TNF-α) than did the pcDNA3.1-transfected controls (P < 0.05). Whilst the LPS stimulation (positive control) were demonstrated to enhance the ability of DCs to present antigens, activate T lymphocytes, and secrete cytokines.
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FIGURE 3. Immune activation of BMDCs stimulated by PB1. (A) Flow cytometric analysis of the phenotypic alterations in DCs stimulated with PB1, PA, or NP (i.e., the expressions of CD40, CD80/86, and MHCII on BMDCs stimulated with PB1, PA, or NP). (Isotype: IgG2a for CD40, IgG1 for CD80, and CD86, IgG2b for MHCII; Blank: DCs without any treatment; Lipo: DCs added the same lipofectame as transfection groups; PB1, PA, and NP: plasmids transfected DCs; pcDNA3.1 group: plasmid pcDNA3.1 transfected DCs; LPS: Positive control, 1 μg/ml LPS, three 4–6 week wild-type male C57BL/6 mice were sacrificed to isolated BMDCs and experiments were performed at least in triplicate). (B) The MFI of CD40, CD80/86, and MHCII (*P < 0.05, **P < 0.01, or ***P < 0.001 the significance of the data was determined by one-way ANOVA with Tukey's multiple comparison test). (C) PB1-stimulated BMDCs stimulated the proliferation of naive T cells in mixed-lymphocyte reactions (MLR). The stimulator cells were BMDCs stimulated with or without PB1, pcDNA3.1, or LPS at 37°C for 24 h. All experiments were performed at least in triplicate. Significant differences between the treated and pcDNA3.1 groups are expressed as *P < 0.05 or **P < 0.01. The significance of the data was determined by one-way ANOVA with Tukey's multiple comparison test. (D) Cytokine release from PB1-stimulated BMDCs was measured by enzyme-linked immunosorbent assays (ELISAs). Data for IL-6, IL-10, IL-12, and TNF-α are shown as means ± standard deviation (SD) of three samples. Significant differences between the treated and pcDNA3.1 groups are expressed as *P < 0.05 or **P < 0.01. The significance of the data was determined by one-way ANOVA with Tukey's multiple comparison test.



The Immune Function of miR375 and miR181b in Regulating Mice BMDCs

Recent studies have shown that miRNA regulate the immune responses of BMDCs (Wu et al., 2012). As H9N2 and PB1 significantly down-regulated the expression of miR375 (Figure 2), we examined the functions of miR375 in BMDCs. MiRNA over-expression vectors were constructed and validated by digesting with restriction enzyme Hind III and BamHI (Supplementary Image 2). FACS showed that miR375 over-expression decreased the percentage of CD80-, CD86-, CD40-, and MHCII when compared with the pSilencer4.1 group. While inhibition of miR375 greatly down-regulated the MFI of CD80 and CD86, but up-regulated the MFI of CD40 and MHCII when compared with the blank group (Figures 4A,B). Moreover, results also shown that the abundance of miR181b significant down-regulated all the surface -markers except MHC-II.). Interestingly, we found that the inhibition of miR181b significant increased the MFI of MHCII and CD-86 when compared with the blank group (Figures 4A,B).
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FIGURE 4. The immune function of BMDCs stimulated by miR375 andmiR181b. (A) Flow cytometric analysis of the phenotypic alterations in DCs stimulated by miR375, miR181b, In-miR375, and In-miR181b (i.e., the expressions of CD40, CD80/86, and MHCII on BMDCs stimulated by miRNAs). (Isotype: IgG2a for CD40, IgG1 for CD80 and CD86, IgG2b for MHCII; Positive control, 1 μg/ml LPS, three 4–6 week wild-type male C57BL/6 mice were sacrificed to isolated BMDCs and experiments were performed at least in triplicate). (B) The MFI of CD40, CD80/86, and MHCII. (*P < 0.05, **P < 0.01, or ***P < 0.001 the significance of the data was determined by one-way ANOVA with Tukey's multiple comparison test). (C) PB1 mediated BMDCs activation when miR375 and miR181b were inhibited (100 μg/ml inhibitor for each miRNA, Isotype: IgG2a for CD40, IgG1 for CD80 and CD86, IgG2b for MHCII, three 4–6 week wild-type male C57BL/6 mice were sacrificed to isolated BMDCs and experiments were performed at least in triplicate). (D) The MFI data for CD40, CD80/86, and MHCII. (*P < 0.05, **P < 0.01, or ***P < 0.001 the significance of the data was determined by one-way ANOVA with Tukey's multiple comparison test).



Inhibition of Endogenous miR375 and miR181b Blocked PB1-Induced Phenotypic Alterations in BMDCs

Previous studies demonstrated that PB1 and a number of miRNAs, including miR375 and miR181b, can influence the phenotype of BMDCs. Thus, we investigated whether the PB1-induced changes in DCs are mediated by miRNAs. To test this hypothesis, miRNA inhibitors were added to DCs to repress endogenous miRNAs before PB1 transfection. FACS revealed that the inhibition of endogenous miR375 and miR181b decreased the expression of co-stimulatory molecules (CD80/CD86 and CD40) and MHCII, which was induced by PB1 (P < 0.05; Figures 4C,D).

Effects on Signaling Pathways Stimulated by PB1, miR375 and miR181b

Mitogen-activated protein kinase (MAPK) pathways exist in all eukaryotes and control a wide range of cellular processes, such as proliferation, differentiation, and survival (Kolch, 2000). We previously demonstrated that H9N2 AIV activates interferon (IFN) regulatory factor (IRF)-7. In this study, we first found that PB1 not only significant activated the p-Erk/Erk signaling pathway, but also inhibited the P-Jnk/Jnk signaling pathway when compared with the pcDNA3,1 group. Then, we found that over expressed miR375 significant decreased the expression level of p-IkBa/IkBa and IRF7, whilst the over expression of miR181b significant decreased the expression level of p-IkBa/IkBa, IRF3 and IRF7, but significant increased the expression level of p-Erk/Erk. Furthermore, we found that the inhibition of miR375 hugely up-regulated the expression level of p-p38/p38, p-Erk/Erk and IRF7, but down-regulated the expression level of p-IkBa/IkBa and p-Jnk/Jnk which suggested activation of P38, Erk, NF-κB, and IFN signaling pathway. Finally, the inhibition of miR181b significant repressed the p-Jnk/Jnk signaling pathway when compared with the blank group (Figures 5A,B).
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FIGURE 5. Regulatory protein expression on BMDCs stimulated by PB1 and miRNAs as determined by Western blotting. (A) Western blot results for IkBa, P38, ERK, Jnk, IRF-3, and IRF-7 in cells stimulated by PB1, miR375 and miR181b (lane 1: blank group; lane 2: pcDNA3.1 stimulated group; lane 3: PB1 stimulated group; lane 4: pSilencer4.1 stimulated group; lane 5: miR375 stimulated group; lane 6: miR181b1 stimulated group; lane 7: InmiR375 stimulated group; lane 8: In-miR181b1 stimulated group; three 4–6 week wild-type male C57BL/6 mice were sacrificed to isolated BMDCs and experiments were performed at least in triplicate). (B) The expression levels of IkBa, P38, ERK, Jnk, IRF-3, and IRF-7 in cells stimulated by PB1, miR375 and miR181b (the data shown are the means ± standard error of the mean of double wells from three independent experiments). The levels of significance are identified by *P < 0.05, **P < 0.01, or ***P < 0.001.



DISCUSSION

The interactions between miRNA and DCs are important for AIV infection. In this report, we focused on miR375, which exhibited decreased expression in the PB1 segment stimulated group. DCs play an important role in the generation and maintenance of immune responses (Smyth et al., 2015). There are three standards for evaluating the immune function of BMDCs, including phenotypic alterations, the ability to activate T lymphocytes and the ability to secrete cytokines (Banchereau et al., 2000). Our study suggests that the immune function of DCs, including phenotypic alteration, T lymphocyte activation, and cytokine secretion, was greatly stimulated by PB1. Also, we demonstrated that expression of miR375 was suppressed by PB1.

MiRNAs repress key regulatory components of the innate immune response and markedly affected the capacity of DCs to present antigens and secrete cytokines. MicroRNA-375 was observed to influence cell proliferation, apoptosis and differentiation through the Notch signaling pathway, while microRNA-181b modulated the secretion of TNF-α and IL-1β in macrophages (Zhang et al., 2015; Wang et al., 2016). Our research suggests that increased expression of miR375 attenuated the DC immune responses induced by PB1. PB1 over-expression increased the levels of CD80-, CD86-, MHCII-, and CD40 in cultured BMDCs, whilst the inhibition of endogenous miR375 had the opposite effect (Figures 4C,D). MiR375 also modestly decreased the expression of CD80; this effect was reversed by inhibiting endogenous miR375. Also, miR181b repressed the expression of CD40 and MHCII; this inhibition effect was relieved when endogenous miR181b was silenced. All four surface markers are characteristics of fully mature DCs and represent different functionalities (Geissmann et al., 2010). The major histocompatibility complex class II (MHCII) are family of molecules normally found on antigen-presenting cells such as DCs and mononuclear phagocytes. The MHCII-dependent pathway of antigen presentation is called the exogenous pathway, which has been shown to be regulated by miRNAs (Tomasi et al., 2010). Over-expression of PB1 enhances the ability of DCs to express the surface markers, activate lymphocytes and secrete inflammatory cytokines. Whilst the addition of miR181b decreased the expression of MHCII and CD40, this effect can be repressed by inhibiting expression of miR181b. Thus, miR181b may enhance the function of DC by down-regulating surface maturation molecules MHCII. PB1 increased the expression of the pro-inflammatory cytokines IL-6 and TNF-α, but had no effect on the anti-inflammatory cytokines IL-10 and IL-12, which seem to trigger Th17 programming in the BMDC. DCs also promote Th1 responses via IL-12 (de Jong et al., 2002).

IFN-α, controlled primarily by IFN regulatory factor 3 (IRF-3) and IFN regulatory factor (IRF-7), plays a crucial role in host defense processes against viral infection (Taniguchi and Takaoka, 2002; Yanai and Taniguchi, 2008). H9N2 AIV infection could result in the activation of IRF-7 on DCs (Lin et al., 2014). Our results show that IRF-3 and IRF-7 were all down-regulated in miR375 and miR181b groups, while inhibition of endogenous miR375 and miR181b significantly decreases IRF-3 and IRF7, suggesting that miR375 and miR181b are necessary for the production of IFN-α.

In summary, our results suggest that on the one hand, H9N2 virus protein PB1 can enhance the ability of DC to induce their phenotype, activate lymphocytes and secrete cytokines, and this effect may be accomplished by reducing the Jnk signaling pathway and activating the Erk signaling pathway. On the other hand, our results also suggest that miR375 can inhibit maturation of DC by decreasing expression of surface markers. Here, we demonstrated a previously unidentified role for PB1 in the regulation of murine immune responses of DCs, which was mediated by miR375 and miR181b. We propose that PB1 may enhance the function of DC by down-regulating miR375. Thus, miR375 may have a previously uncharacterised immunomodulatory role that can activate DCs for defense against H9N2 AIV (Figure 1).

METHODS

Ethics Statement

SPF C57BL/6 and BALB/c mice were obtained from Comparative Medical Center of Yang Zhou University. This study was approved by the Ethical Committee of Animal Experiments of the College of Veterinary Medicine, Nanjing Agricultural University. All animal care and use were conducted in strict accordance with the Animal Research Committee guidelines of the College of Veterinary Medicine, Nanjing Agricultural University.

Plasmids and Cell Culture

Three RNA segments that encode proteins involved in viral replication (PB1, PA, and NP) were amplified from the H9N2 virus and cloned into pcDNA3.1 (Invitrogen). MiRNAs (miR-375 and miR-181) were amplified and cloned into pSilencer4.1 (Invitrogen). Bone marrow-derived dendritic cells (BMDCs) were prepared from the femurs and tibias of sacrificed 4–6 week wild-type male C57BL/6 mice and treated with red blood cell lysis buffer (Beyotime) (Lin et al., 2014). Briefly, bone marrow cells were flushed from the tibias and femurs and cultured in complete medium (RPMI1640 (Invitrogen) with 10% FBS (Hyclone), 1% streptomycin and penicillin, 10 ng/ml recombinant granulocyte-macrophage colony-stimulating factor (GM-CSF) and IL-4 (Peprotech) and plated in 6-well plates. At day 6, the non-adherent, relatively immature DCs (1 × 106 cells/ml) were harvested and centrifuged to remove debris and dead cells, then cultured overnight in complete medium and transfected with different plasmids for subsequent assays. Transferred cell samples (1 × 106 cells) were washed twice with PBS and incubated at 4°C for 30 min with the following monoclonal antibodies (anti-mouse CD11c (N418), anti-mouse CD40 (1C10), anti-mouse CD86 (GL1), anti-mouse MHC (major histocompatibility complex) class II (M5/114.15.2) and anti-mouse CD80 antibody (16-10A1), respectively (eBioscience). Finally, cells were analyzed using a Fluorescence Active Cell Sorter (FACS) (BD, FACS Aria) after two separate washes.

The Choice of miRNAs and Quantitative PCR Validation

To test which viral protein had the largest effect on expression of miRNAs, we amplified three replication related RNA segments (PB1, PA, and NP) and then cloned these into pcDNA3.1 vector. Primers are listed in Supplementary Table 1. Based on the microarray result, 9 up-regulated and 8 down-regulated genes were selected for RT-qPCR verification. Small RNAs were purified using the miRNeasy mini kit (Qiagen) and reverse transcribed to cDNA by miScript Reverse Transcriptase. QuantiTect SYBR Green PCR master mix (Qiagen) was used to perform qPCR according to the manufacturer's instructions. miRNA expression was normalized to the internal control 5S rRNA. Primers for 17 selected miRNAs are listed in Supplementary Table 2. All assays were performed in triplicate. Relative expression levels were calculated using the 2-ΔΔCt method (Livak and Schmittgen, 2001).

Immune Response of BMDCs Stimulated by PB1

Surface Marker Alterations of BMDCs

Immature BMDCs were plated into fresh medium (1 × 106 cells/ml) and transfected with one of the three vector constructs(PB1, PA, and NP), pcDNA3.1 (negative control) and LPS (1 μg/ml, positive control) for 48 h. Then cell samples (1 × 106 cells, 1.5 ml tube) were collected, washed twice with PBS and incubated at 4°C for 30 min with the following monoclonal antibodies (anti-mouse CD11c, anti-mouse CD40, anti-mouse CD86, anti-mouse MHC class II and anti-mouse CD80 antibody or the respective isotype controls, respectively). After washing, cells were analyzed with a Fluorescence Activated Cell Sorter (FACS) (BD, FACS Aria)

Allogeneic Mixed Leukocyte Reaction (MLR) Proliferation Assays

The primary T-cell stimulatory capacity of BMDCs was examined in a MLR. Untreated and variously treated BMDCs [pcDNA3.1- stimulated, PB1-stimulated and LPS-stimulated (1 μg /ml)] were used as the stimulator cells. Allogeneic lymphocytes were obtained from BALB/c mice as follows. Leukocytes were isolated from the spleens of 4 to 6 week-old allogeneic BALB/c mice with a T cell isolation kit (Miltenyi, Bergisch Gladbach, Germany) and cultured in complete RPMI 1640 medium supplementaryed with 10% FCS in 96-well plates at 37°C for 48 h. Graded numbers of responder cells (1 × 105 cells/well) were added to 96-well round bottomed plates, giving responder: stimulator ratios of 1:1 or 5:1, in a culture volume of 100 μl. Cell proliferation assays was conducted with the Cell Counting Kit-8 (CCK-8, Beyotime). Each well received 20 μl CCK-8 solution and was incubated for a further 2 h at 37°C before absorbance measurement at 450 nm. All experiments were conducted in triplicate. The Stimulation Index was calculated using the formula:
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Cytokine Analysis

Bone marrow-derived dendritic cells (BMDC) culture supernatants were collected at 24 h after treatments (Groups were divided as MLR experiments). Concentrations of TNF-α, IL-6, IL-10, and IL-12p70 in the supernatants were measured using the Quantikine Elisa kit (Boster) according to the manufacturer's instructions. The sensitivity of the assay was 2 pg/ml for TNF-α, and 4 pg/ml for IL-6, IL-10, and IL-12p70.

qRT-PCR Validation

BMDCs was cultured and collected at 24 h after treatments with PB1, PA and NP segments. qPCR was conducted to examine expression variation for selected genes. Individual samples were diluted 1:5 and 2 μl was amplified in a 20 μl reaction containing 10 μl of SYBR Premix™ Ex Taq (TaKaRa), 0.4 μl of ROX dye II and 0.4 μM of each of the forward and reverse gene-specific primers using an ABI 7500 instrument (Applied Biosystems, USA). - We also evaluated the transcription efficiency of plasmid pcDNA3.1-PA, NP, and PB1 by qPCR. Primers are- listed in Supplementary Table 3.

Immune Response of BMDCs Stimulated with miRNAs

Plasmid Construction and Phenotypic Detection

To confirm that the phenotype alteration induced by PB1 is meditated by miRNA, miRNA over-expression vectors were constructed using the pSilencer4.1 vector (Invitrogen). Four selected miRNAs (miR375 and miR181b) were amplified and then cloned into pSilencer4.1. Primers are listed in Supplementary Table 4. The isolation of BMDCs and phenotypic detection were performed as described above Plasmids were transfected with lipofectame2000 reagent (Invitrogen). MiR181b and miR375 inhibitors, which were chemically modified single stranded RNAs, were designed and purchased from RiboBio to evaluate miRNA function (Guangzhou, China). Each 100 nM miRNA inhibitor (micrOFF™ mmu-miR-181b-3p inhibitor, micrOFF™ mmu-miR-375-5p inhibitor, and micrOFF™ inhibitor Negative Control) was transfected into BMDCs for 24 h to analyze their effect on DCs via detection of- phenotypic alteration with FACS.

miRNA Inhibition Experiment

To detect whether the phenotypic alteration of BMDCs induced by PB1 was mediated by miR181b or miR375, miRNAs inhibitors were transfected into BMDCs for 4 h as described above, before PB1 over-expression plasmid was transfected. After another 24 h, BMDCs were collected for phenotypic detection using FACS.

Western Blot Assay

MAPK, NF-kB, and IFN-a signaling pathways control a wide range of cellular processes, especially for the immune response. Thus, we tried to evaluated how PB1 and their induced miRNAs affect the MAPK, NF-kB, and IFN-a signal pathways by western blot. BMDCs were transfect with PB1, miR375, miR181b, In-miR375, and In-miR181b for 48 h. Then cells were collected and washed with PBS three times for the next experiments. Western blot detection was performed as previously described by us. Mouse IkBa, P-IkBa, P38, P-P38, ERK, P-ERK, JUK, P-JUK, IRF-3, and IRF-7 were purchased from Abcam or Cell Signaling Technology and detected according to each manufacturer's protocol. Protein bands were visualized using the Super ECL Plus system. GAPDH was used as a loading control (Abcam).

Statistical Analyses

Data were evaluated by unpaired two-tailed Student's t-test using GraphPad Prism 5 (http://www.graphpad.com) (CSSN), with p < 0.05 considered to be statistically significant. The significance of the data was also determined by one-way ANOVA, followed by Tukey's multiple comparison tests. FACS data were analyzed by FlowJo software (FlowJo, China). All data are expressed as mean ± standard error of the mean.
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Bone remodeling is a continuous process to retain the structural integrity and function of the skeleton. A tight coupling is maintained between osteoclast-mediated resorption of old or damaged bones and osteoblast-mediated formation of new bones for bone homeostasis. While osteoblasts differentiate from mesenchymal stem cells, osteoclasts are hematopoietic in origin and derived from myeloid precursor cells. Osteoclast differentiation is driven by two cytokines, cytokine receptor activator of NF-κB ligand (RANKL), and macrophage colony-stimulating factor. Imbalances in the activity of osteoblasts and osteoclasts result in the development of bone disorders. Bacterially caused porcine atrophic rhinitis is characterized by a loss of nasal ventral conche bones and a distortion of the snout. While Bordetella bronchiseptica strains cause mild and reversible symptoms, infection of pigs with toxigenic Pasteurella multocida strains causes a severe and irreversible decay. The responsible virulence factor Pasteurella multocida toxin (PMT) contains a deamidase activity in its catalytical domain that constitutively activates specific heterotrimeric G proteins to induce downstream signaling cascades. While osteoblasts are inhibited by the toxin, osteoclasts are activated, thus skewing bone remodeling toward excessive bone degradation. Still, the mechanism by which PMT interferes with bone homeostasis, and the reason for this unusual target tissue is not yet well understood. Here, we show that PMT has the potential to differentiate bone marrow-derived macrophages into functional osteoclasts. This toxin-mediated differentiation process is independent of RANKL, a cytokine believed to be indispensable for triggering osteoclastogenesis, as addition of osteoprotegerin to PMT-treated macrophages does not show any effect on PMT-induced osteoclast formation. Although RANKL is not a prerequisite, toxin-primed macrophages show enhanced responsiveness to low concentrations of RANKL, suggesting that the PMT-generated microenvironment offers conditions where low concentrations of RANKL lead to an increase in the number of osteoclasts resulting in increased resorption. PMT-mediated release of the osteoclastogenic cytokines such as IL-6 and TNF-α, but not IL-1, supports the differentiation process. Although the production of cytokines and the subsequent activation of signaling cascades are necessary for PMT-mediated differentiation into osteoclasts, they are not sufficient and PMT-induced activation of G protein signaling is essential for efficient osteoclastogenesis.

Keywords: bacterial toxin, osteoclast, immune evasion, pro-inflammatory cytokines, G protein, Pasteurella multocida toxin

INTRODUCTION

Bone is a dynamic tissue, which is constantly remodeled to regulate its structural integrity and functions. Bone remodeling is a physiological process to maintain homeostasis and involves the removal of old or damaged bone structures by osteoclasts and the subsequent replacement of new bone by osteoblasts. A tight coupling of bone resorption to bone formation is maintained in normal bone homeostasis. However, bacterial infections can derail this process and result in bone diseases like caries, periodontitis, osteomyelitis, septic arthritis, lyme disease, and atrophic rhinitis (AR) (1). Bacteria can mediate bone damage by (a) releasing substances, which can directly destroy the bone matrix, (b) by activating osteoclasts or inhibiting osteoblasts through their surface or secreted components, (c) by stimulating inflammatory cells, which subsequently activate osteoclasts resulting in enhanced bone resorption, and (d) by invading osteoblasts resulting in inhibition of bone matrix formation and dysregulation of bone remodeling (2).

One of the most potent bacterial toxin involved in bone destruction is Pasteurella multocida toxin (PMT), which is produced by capsular type D or some type A strains of Pasteurella multocida (3). PMT is the causative agent of porcine AR, an economically important disease, characterized by degeneration of nasal turbinate bones, leading to a shortening or twisting of the snout (4). In humans, few and rare cases of septic arthritis have been reported due to P. multocida infection, and these are usually caused by animal bites (5, 6). PMT is a 146 kDa protein and acts as a potent mitogen for cell types such as osteoclasts or fibroblasts (7, 8). In piglets, administration of purified PMT on nasal conche is sufficient to cause AR (9). The toxin mediates AR through interfering with bone biogenesis by promoting osteoclast differentiation and proliferation resulting in increased bone resorption, while inhibiting osteoblast differentiation and bone regeneration on the other hand (10–14). The mode of action of PMT on host cells is through activation of heterotrimeric G protein families Gαq/11, Gαi1–3, and Gα12/13 but not through Gαs activation (15). PMT induces the permanent activation of heterotrimeric G proteins of the host by deamidation of a conserved glutamine residue in the switch II region of the α subunit, critical to maintain the intrinsic GTPase activity of G protein (16). As a consequence of constitutive activation of host G proteins by PMT, signaling cascades such Map kinase, JAK-STAT, or PI3 kinase pathway are activated, which result in mitogenesis, increased survival, and cytoskeletal reorganization (17). We hypothesize that bone destruction is a side-effect of toxin-induced production of cytokines in an attempt to modulate signal transduction pathways of innate and adaptive immune cells to avoid immune recognition (18).

Osteoclasts differentiate from hematopoietic precursors of the monocyte/macrophage lineage through the action of two cytokines, RANKL and macrophage colony-stimulating factor (M-CSF). Upon stimulation of their cognate receptors, a cascade of signaling events is initiated leading to the activation of transcription factors such as nuclear factor of activated T cells, calcineurin dependent 1 (NFATc1), NF-kB, and AP-1, resulting in the fusion of precursor cells and expression of genes for osteoclast functions (19). Mice deficient in the cytokines M-CSF and RANKL or their cognate receptors display a prominent osteopetrotic phenotype. Osteoprotegerin (OPG) is a soluble receptor that competes with RANK for RANKL and protects the skeleton from excessive bone resorption. Overexpression or administration of OPG in mice results in profound osteopetrosis by reducing osteoclastogenesis (20). Under physiological conditions the RANKL/OPG ratio is balanced to maintain skeletal integrity.

Osteoclastogenic plasticity has been observed across the myeloid lineage ranging from early myeloid precursors to monocytes, macrophages, and dendritic cells, which can differentiate into tartrate-resistant acid phosphatase (TRAP)-positive osteoclasts in the presence of soluble RANKL (sRANKL) and M-CSF (21–23). Studies from our group and others have shown the osteoclastogenic property of PMT in cell lines or heterogeneous precursor populations (24–26); therefore, we decided to investigate the potential of PMT in inducing osteoclastogenesis in a homogeneous population of bone marrow-derived macrophages (BMDMs) to unravel the mechanism of osteoclast differentiation in more detail. We show that PMT drives the differentiation of BMDMs into TRAP-positive cells independent of RANKL-RANK signaling, as treatment of PMT-stimulated BMDMs with OPG did not abrogate osteoclast formation. In addition, our investigation shows that PMT-induced osteoclastogenesis is modulated by cytokines and their downstream signaling pathways that are necessary but not sufficient for efficient differentiation of macrophages into osteoclasts.

MATERIALS AND METHODS

Ethics Statement

All animal studies were approved by the Regierungspräsidium Karlsruhe, Germany.

Mice

C57BL/6 wild-type mice were purchased from Janvier Labs (Le Genest St. Isle, France), and IL-1R-deficient mice were obtained from Jackson Laboratories (Bar Harbor, ME, USA). Mice were maintained under SPF conditions in accordance with the German policies on animal welfare.

Reagents

Tissue culture reagents were purchased from Biochrom GmbH (Berlin, Germany), PAA laboratories, PAN biotech (Aidenbach, Germany), Merck and Sigma, respectively. Antibodies against phosphorylated c-Jun (p-c-Jun) (Ser63), p-NF-kB (Ser536), phosphorylated STAT-3 (Tyr705), HistonH3, and β-actin were purchased from Cell Signaling Technology (Frankfurt, Germany). Antibodies against NFATc1 and Gq were procured from Santa Cruz Biotechnology (Heidelberg, Germany). An antibody that recognizes the Q209E modification of Gαq was a gift of Prof. S. Kamitami (Osaka, Japan). Secondary HRP-linked antibodies were obtained from Cell Signaling Technology (anti-rabbit IgG, anti-Mouse IgG) or Santa Cruz (anti-rat IgG). FITC-conjugated anti-CD11b, FITC-conjugated anti-CD80, FITC-conjugated anti-CD40 were from BD Biosciences (Heidelberg, Germany). PE-conjugated anti-CD86 and PECy7-conjugated anti-MHCII were purchased from eBioscience (Frankfurt, Germany). PECy7-conjugated anti-F4/80 and PE-conjugated anti-RANK and the corresponding isotype control were purchased from BioLegend (San Diego, CA, USA).

Rat anti-mouse Interleukin 6 receptor (IL-6R) antibody was a gift from Chugai Pharmaceutical, Tokyo, Japan. Etanercept (Enbrel; Pfizer) used in blocking experiment of TNF-α was generously provided by Prof. G. Schett (Erlangen, Germany) and Prof. H. Lorenz (Heidelberg, Germany). The Anti-IL-6 antibody for blocking IL-6 signaling was obtained from BioXCell (West Lebanon, USA).

PCR primers were purchased from Apara (Denzlingen, Germany) or Biomol (Hamburg, Germany). Recombinant PMT and the catalytically inactive mutant PMTC1165S were kindly provided by Prof. Klaus Aktories (Freiburg).

Differentiation of BMDMs

Bone marrow (BM) cells were isolated from the femur and tibia of 6–12 weeks old C57BL/6 mice. These cells were then used to generate BMDMs, using L929-cell conditioned medium (LCCM) as a source of granulocyte/M-CSF. On day 1, BM cells were resuspended in 20 ml of complete medium (DMEM supplemented with 10% FBS, 100 U/ml penicillin, 100 µg/ml streptomycin, and 50 µM 2-mercaptoethanol). On day 2, non-adherent cells were collected by flushing the petri dish several times. These cells were then resuspended in complete medium containing 30% LCCM. On day 4, 30% LCCM was again added and incubated for an additional 3 days. To obtain the BMDM, the supernatants were discarded and the attached cells were collected in 10 ml of complete medium and centrifuged at 200 g for 5 min.

Stimulation

Cells were stimulated with 1 nM PMT or 20–100 ng/ml rec. mouse sRANKL, 25 ng/ml rec. mouse M-CSF 100 ng/ml OPG (all from R&D Systems, Abington, UK). For cytokine experiments, cells were treated with 700 pg/ml TNF-α (eBioscience), 2,500 pg/ml IL-6, and 900 pg/ml IL-1β, respectively (Miltenyi, Bergisch-Gladbach, Germany).

Quantitative Real-time PCR

A total of 1 × 106 BMDM cells were seeded per well in a 6-well plate and then stimulated as indicated. RNA was extracted using High-Pure RNA isolation kit (Roche), according to the manufacturers’ protocol. cDNA was prepared by using Revert Aid First strand cDNA synthesis kit (Thermo Scientific). Quantitative RT-PCR was performed using SYBR Green Rox mix (Thermo Scientific) with the primers listed in Table 1. RT-PCR was performed using the 7900 HT Fast Real-Time PCR System (AB Applied Biosystems). An initial denaturation step of 10 min at 95°C was common for all genes, but the following cycle for annealing and amplification was different. For Nfatc1, Il1a, Acp5, Ocstamp (40 cycles at 95°C for 15 s and at 58°C for 1 min); calcr (50 cycles at 95°C for 10 s and at 58°C for 45 s); Tnf, Il6, and Il1b (40 cycles at 95°C for 15 s and at 60°C for 1 min); Ctsk, Atp6vod2, Oscar (40 cycles at 95°C for 15 s, 60°C for 30 s, and 72°C for 30 s). As normalization control Rsp29 was used, relative expression (rE) was calculated as rE = 1/(2ΔCt).

TABLE 1 | Primer sequences.
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ELISA

Supernatants of stimulated cells were harvested and analyzed for IL-6 and TNF-α using mouse IL-6 ELISA MAXTM Standard Set and mouse Tnf-α ELISA MAXTM Standard Set, respectively (BioLegend, San Diego, CA, USA). A TecanGENios Pro plate reader (Tecan, Crailsheim, Deutschland) was used for quantification. Results were analyzed using the Magellan5 software.

Determination of Bone Resorption Pit Area

A total of 2.5 × 105 cells were plated in 1 ml of complete medium in 24-well plates and treated as mentioned. On day 3, cells were transferred to a 96-well plate containing bovine cortical bone slices (http://Boneslices.com, Jelling, Denmark) and cultivated for 15–21 days. For measurement of resorbed bone, bone slices were washed with phosphate buffer saline (PBS), incubated in 5% sodium hypochlorite for 1–2 h, washed thoroughly with water, and stained with 0.1% toluidine blue. The pits developed a blue to purple color. The resorbed area was calculated from micro images with Adobe® Photoshop® CS5.

TRAP Staining

A total of 2.5 × 105 cells were plated in 1 ml of complete medium in 24-well plates and treated as described in figure legends. Cells were then fixed and stained using Acid Phosphatase, Leukocyte (TRAP) Kit (Sigma, St. Louis, MO, USA). TRAP-positive cells with three or more nuclei were scored as osteoclasts.

Western Blot Analysis

A total of 1 × 106 cells were stimulated in 2 ml of complete medium in a 6-well format as indicated with PMT. For the lysis, cells were washed twice with ice-cold PBS and collected in ice-cold PBS by scrapping. Cell pellets were lysed in 200 µl of 1× NP40 buffer, freshly supplemented with a Phosphatase and Protease-Inhibitor Cocktail (Roche). Lysates were separated by SDS-PAGE (4–20% gradient polyacrylamid gel, Anamed). Proteins were transferred to nitrocellulose membrane via semi-dry western blot, blocked in TBST (5% BSA) for 1 h at RT before the membranes were incubated with the primary antibody, diluted as suggested by Cell Signaling Technology over night at 4°C. After 1 h incubation with the secondary antibody (HRP-coupled), protein bands were detected by enhanced chemiluminescence.

Nuclear Extract Preparation

A total of 1.2 × 107 BMDMs were stimulated as indicated in the figure legend in 10 ml of complete medium. Nuclear extracts were prepared using a nuclear extraction kit (Active Motif). Briefly cells were washed and then collected by scrapping in ice-cold PBS containing phosphatase inhibitor. Cells were then centrifuged at 500 g for 10 min at 4°C. Pellet was resuspended in 500 µl of 1× hypotonic buffer and incubated for 15 min on ice. Then 25 µl of detergent was added and vortexed for 10 s. Cells were then centrifuged at 14,000 g for 1 min at 4°C. Supernatant containing the cytoplasmic fraction was transferred into new microcentrifuge tubes. The pellet was washed with PBS twice, resuspended in 50 µl of complete lysis buffer, vortexed, and incubated for 30 min rocking on ice. After that the samples were centrifuged at 14,000 g for 10 min, and the supernatant containing the nuclear fraction was collected. Western Blot analysis was performed with the nuclear fraction.

Cathepsin K Activity Assay

A total of 5 × 105 BMDMs were seeded per well in a six-well plate. Cells were then stimulated with either PMT or M-CSF or M-CSF+sRANKL for 6 days, and cathepsin K Activity Assay was performed (Abcam). Cells were lysed in 200 µl of cathepsin K cell lysis buffer and incubated on ice for 10 min. Cell debris were centrifuged at 14,000 g for 5 min, and the supernatants were removed. The amount of protein in the lysates was determined with a BCA Assay (Pierce), and the amount was adjusted to 3 µg of protein in 50 µl of lysis buffer per well of a 96-well plate. Fifty microliters of cathepsin K reaction buffer was added to each well. The Ac-LR-AFC substrate was added to a final concentration of 140 µM, and the plate was incubated for 2 h at 37°C. Fluorescence was measured with a microplate reader (FLUOstar OPTIMA; BMG LABTECH) with an excitation of 355 nm and an emission of 520 nm.

FACS Analysis

For FACS analysis 1 × 106 cells were used per sample. Cells were blocked for 15 min in PBS, 2% BSA on ice in a total volume of 100 µl before staining the cells for 1 h on ice with the appropriate antibody or incubated in the corresponding isotype control diluted as suggested by manufacturers. Surface expression of RANK (R12-31), CD11b (M1/70), CD80 (16-10A1), CD86 (GL-1), F4/80 (BM8), CD40 (3/23), and MHCII (M5/114.15.2) was quantified by flow cytometry on a FACSCanto cytometer (BD Biosciences, Heidelberg, Germany). For RANK expression, the mean fluorescence intensity was recorded and the values were corrected for differences in basal fluorescence of unstained cells. Overlays were generated using Flowing Software 2.5.

Phagocytosis Assay

5 × 105 cells were incubated in 100 µl of complete medium at 37°C or at 4°C with green fluorescent latex beads (diameter: 1 µm) diluted 1:100 for 1 h. Afterward, cells were washed five times with ice-cold PBS, and phagocytosis was measured by performing flow cytometry (FACSCanto cytometer, BD Biosciences, Heidelberg, Germany).

Cytokine and Inhibitor Experiments

A total of 2.5 × 105 cells were plated in 1 ml of complete medium in 24-well plates and stimulated according as detailed in the figure legends. For the analysis of cytokine-mediated effects, cytokines were added to the appropriate stimuli or were added alone as cytokine mix directly afterward. Half of the medium was changed after 1½ days cytokines were replenished. After 10–12 days, TRAP staining was performed. To address the role of IL-1, Tnf-α and IL-6 signaling in PMT-induced osteoclastogenesis, BMDMs were generated from wt-mice and IL1-R-deficient mice and were treated with the inhibitor etanercept (Enbrel; Pfizer) with a concentration of 120 µg/ml and a neutralization antibody for murine IL-6 (anti m IL-6, BioXCell) at 105 µg/ml for 1 h prior to stimulation. Cells were stimulated with PMT and M-CSF, and the inhibitors were again added 12 h after stimulation. Forty-eight hours after addition of the inhibitors, half of the medium was changed and stimulated or inhibited, respectively. After 10–12 days, a TRAP stain was performed.

Statistical Analyses

Data are presented as means ± SD. Comparison between the groups was performed by employing a Student’s t-test. p values ≤0.05 were considered statistically significant. Multiple-group comparisons were analyzed by analysis of variance.

RESULTS

PMT Triggers Osteoclast Formation in Mouse BMDMs

Pasteurella multocida toxin was shown to have the potential to differentiate osteoclast precursors into osteoclasts in pig, mouse, and rat models using heterogeneous and mostly ill-defined precursor populations (11, 25, 27). As none of these studies checked the osteoclastogenic potential of PMT on a homogenous population of macrophages devoid of stromal or osteoblastic contamination, we decided to investigate the effect of PMT in BMDMs as a model system. After an initial characterization of the population for the expression of typical macrophage markers that allow to distinguish macrophages from monocytes (Figure S1 in Supplementary Material) (28), macrophages were washed and stimulated with PMT, in the absence of M-CSF or other cytokines. PMT treatment resulted in TRAP-positive osteoclast formation with PMT comparable to stimulation with M-CSF/sRANKL (Figure 1A; Figure S2 in Supplementary Material). We then tested whether the observed osteoclastogenesis in BMDMs was due to a direct effect of PMT. As PMT is known to deamidate the alpha-subunit of heterotrimeric Gq, we checked the kinetics of deamidation of Gq in BMDMs (29). We observed a very rapid uptake of the toxin resulting in the deamidation of Gq already after 1 h of PMT stimulation that persisted for at least 72 h (Figure 1B). We next compared the expression of osteoclast markers in PMT-treated macrophages along with M-CSF/sRANKL-treated macrophages. Real-time qPCR analysis revealed that PMT stimulation in macrophages induced expression of NFATc1 (Nfatc1), acid phosphatase 5, tartrate-resistant (Acp5, TRAP), cathepsin K (Ctsk), d2 isoform of vacuolar (H+) ATPase (v-ATPase) V0 domain (Atp6v0d2, ATP6v0d2), osteoclast associated receptor (Oscar, OSCAR), calcitonin receptor, and osteoclast stimulatory transmembrane protein (Ocstamp, OC-STAMP) (Figure 1C). We further checked the activation of transcription factors essential for driving osteoclastogenesis and observed an activation of NFATc1, c-Jun, and NF-kB after PMT stimulation (Figure 1D). Next, we sought to examine whether PMT-induced osteoclasts were able to resorb cortical bovine slices. Indeed, PMT-stimulated osteoclasts derived from pure macrophages were able to efficiently resorb bone matrix (Figures 1E,F). Further characterization revealed significant cathepsin K activity in PMT-treated cells, suggesting that PMT induces differentiation of macrophages into functional osteoclasts (Figure 1G). Together, these observations suggest that PMT induces direct differentiation of BMDMs into functional osteoclasts.
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FIGURE 1 | Pasteurella multocida toxin (PMT) induces differentiation of bone marrow-derived macrophages (BMDMs) into osteoclasts. (A) BMDMs were stimulated with standard concentrations of macrophage colony-stimulating factor (M-CSF), M-CSF/sRANKL, and PMT for 6–10 days as described in Section “Materials and Methods.” Cells were then fixed and stained for tartrate-resistant acid phosphatase (TRAP) activity and TRAP+ multinucleated cells (MNCs) were counted. The indicated SD was obtained from four experiments (mean ± SD; n = 4). Statistical analysis was performed using analysis of variance (ANOVA) followed by Bonferroni’s multiple comparison test (***p ≤ 0.0005; **p ≤ 0.005). (B) To investigate the kinetics of PMT-mediated Gαq deamidation, cells were stimulated for the indicated time points with 1 nM PMT prior to lysis. As a control, cells were either stimulated with M-CSF or a catalytically inactive mutant of PMT (PMTC1165S, Mt) for the longest time point. The immunoblot was probed with an antibody detecting the deamidated form of Gαq (Q209E) or total Gαq (n = 3). (C) Quantitative RT-PCR analysis of gene expression of Acp5 (TRAP), Ctsk (cathepsin K), calcitonin receptor (Calcr), Nfatc1, Oscar, Atp6v0d2, and Ocstamp in BMDMs treated either with M-CSF, M-CSF/sRANKL, or PMT; the results were normalized to Rps29 expression. Cells were stimulated for 12 h to check the expression of Nfatc1 and Ocstamp; for 24 h to check the expression of Oscar; for 48 h to check the expression of Acp5, Ctsk, and Atp6v0d2; and for 72 h to check the expression of Calcr. The data are presented as fold change relative to the expression of M-CSF-treated cells at the same time point. The indicated SD was obtained from three or more experiments (mean ± SD; n ≥ 3). No significant difference was observed comparing gene expression of PMT-treated samples with M-CSF/sRANKL-treated sample using a paired Student’s t-test. (D) Immunoblot of phosphorylated NF-κB (p-NF-κB), phosphorylated c-Jun (p-c-Jun), NFATc1, and histone in nuclear extracts from BMDM treated either with PMT or M-CSF (M) for the indicated time points; histone was used as a loading control (n = 3). (E) Representative photographs of resorption pits (left panel) and magnified image of a resorption pit (right panel) induced by M-CSF + RANKL or PMT. Resorption pit is marked with circle. (F) The diagram represents the pit area that was calculated by deducting the pit area value of M-CSF + RANKL or PMT, respectively, from MCSF-treated wells (n = 4). Resorption pit pictures were evaluated in a blinded fashion, and false-positive pits were excluded by marking similar structures in M-CSF-treated samples. No significant difference was observed between PMT-treated samples with M-CSF/sRANKL-treated samples using a paired Student’s t-test (ns, not significant). (G) Cells were stimulated with M-CSF, M-CSF/sRANKL, and PMT and lysed as described in Section “Materials and Methods.” Cathepsin K activity was analyzed by fluorescence detection measured in duplicates (n = 4). Statistical analysis was performed using one-way ANOVA comparing cells stimulated with M-CSF/sRANKL and PMT to the M-CSF sample (*p ≤ 0.05).



PMT Induces Differentiation of Macrophages into Osteoclasts in a RANKL-Independent Manner

Osteoprotegerin is a soluble secreted protein of the TNF receptor superfamily that is also known as osteoclast inhibitor factor (30). Both OPG and RANK are receptors for RANKL. OPG is an antagonistic endogenous receptor that inhibits osteoclastogenesis. The OPG–RANKL complex counterbalances the effect of the RANK–RANKL complex, thus playing an important role in maintaining bone homeostasis.

As PMT induces differentiation of macrophages into osteoclasts, we wanted to check the effect of OPG on PMT-induced osteoclastogenesis. We treated macrophages with OPG along with M-CSF/sRANKL or PMT, respectively, and then assessed osteoclast formation. Concomitant treatment with OPG completely abrogated osteoclast formation after M-CSF/sRANKL stimulation but failed to show any significant effect on PMT-mediated osteoclast formation (Figure 2A). To exclude that PMT might outcompete OPG at the concentration used (1 nM), we gradually decreased PMT concentrations to as low as 0.01 nM, but no variation in the number of TRAP-positive osteoclasts was found (Figure S3 in Supplementary Material). Furthermore, we checked the effect of OPG on PMT-induced signaling pathways and transcription factors. In the presence of OPG, PMT was still able to activate NFATc1, NF-kB, and c-Jun (Figure 2B). We validated this observation by checking the expression of osteoclast markers induced by PMT in the presence of OPG (Figure 2C). OPG treatment of macrophages along with PMT did not alter the expression of Nfatc1, Acp5, Oscar, and Ctsk but upregulated the expression of Ocstamp and Atp6v0d2 compared to PMT-treated macrophages. Next, we checked the bone resorptive potential of osteoclasts derived from PMT treated with OPG. Again, we did not observe any loss of function of PMT-generated osteoclasts in the presence of OPG, suggesting that OPG treatment does not interfere with PMT-mediated osteoclastogenesis (Figures 2D,E). Together, these data prove that PMT-induced differentiation of macrophages into osteoclasts is RANKL-RANK signaling independent.
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FIGURE 2 | Pasteurella multocida toxin (PMT)-mediated osteoclastogenesis is unaltered with osteoprotegerin (OPG) treatment. (A) Bone marrow-derived macrophages (BMDMs) were stimulated either with PMT, PMT/OPG, M-CSF/sRANKL, M-CSF/sRANKL/OPG, or macrophage colony-stimulating factor (M-CSF) alone for 6–10 days (PMT 1 nM; OPG 100 ng/ml; M-CSF 25 ng/ml; sRANKL 100 ng/ml). Multinucleated TRAP+ cells were counted per well. The indicated SD was obtained from two or more experiments measured in duplicates (mean ± SD; n ≥ 2). Statistical analysis was performed using ANOVA followed by Bonferroni’s multiple comparison test (***p ≤ 0.0005; NS, not significant). (B) BMDMs were treated with M-CSF, PMT, or with PMT/OPG for 24 h, and nuclear extracts were prepared. The immunoblot shows phosphorylated NF-κB (p-NF-κB), phosphorylated c-Jun (p-c-Jun), NFATc1, and histone, which was used as a loading control (n = 2). (C) Quantitative RT-PCR analysis of gene expression of Acp5, Ctsk, Ocstamp, Nfatc1, Oscar, and Atp6v0d2 in BMDMs treated either with M-CSF, PMT/OPG, or PMT; values were normalized to Rps29 expression. Data are presented fold change relative to the gene expression of M-CSF-treated cells at the same time point. Cells were stimulated for 12 h to check the expression of Nfatc1 and Ocstamp; for 24 h to check the expression of Oscar; and for 48 h to check the expression of Acp5, Ctsk, and Atp6v0d2. The indicated SD was obtained from three or more experiments (mean ± SD; n ≥ 3). Statistical analysis was performed using a paired Student’s t-test comparing gene expression of PMT/OPG-treated cells to the PMT-treated cells (*p ≤ 0.05). (D) Representative picture of bone resorption assays performed with PMT-stimulated cells with or without OPG. Resorption pits are marked with circles. (E) The histogram represents the calculated pit area that was obtained by subtracting the pit area value of PMT or PMT/OPG wells from M-CSF-treated conditions (n ≥ 3). The resorption pit pictures were evaluated in a blinded fashion and the false-positive pits were excluded by marking similar structures in M-CSF-treated samples. Statistical analysis was performed using a paired Student’s t-test comparing PMT + OPG treatment with PMT-treated sample (NS, not significant).



PMT Primes Macrophages for Enhanced Response to RANKL Stimulation

As PMT-mediated osteoclast formation was not blocked by the RANKL inhibitor OPG, we wanted to see if PMT could influence RANKL-mediated signaling pathways. To check if PMT might augment the response of macrophages at low concentrations of RANKL, we stimulated macrophages with PMT for 1 day, then carefully washed the macrophages with culture medium and re-stimulated them with a low amount of sRANKL (20 ng) in the presence of M-CSF. We observed a marked increase in TRAP-positive cells when the cells had been pretreated with PMT compared to the treatment with sRANKL/M-CSF or PMT, alone (Figure 3A). This resulted in an enhanced number of resorption pits (Figures 3B,C). These observations demonstrate that PMT increases the responsiveness of the stimulated progenitor cells for RANKL-mediated osteoclastogenesis.
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FIGURE 3 | Pasteurella multocida toxin (PMT) pre-treatment augments M-CSF/RANKL-induced osteoclastogenesis in macrophages. (A) Bone marrow-derived macrophages were treated with stimuli as indicated for 10 days using high (100 ng/ml) and low (20 ng/ml) concentrations of RANKL. TRAP+ multinucleated cells (MNCs) were counted (mean ± SD; n = 2). Statistical analysis was performed using analysis of variance (ANOVA) followed by Bonferroni’s multiple comparison test comparing TRAP+ cells treated with PMT for 1 day before switching to low M-CSF/sRANKL concentrations with samples treated only with PMT, M-CSF/sRANKL (high), or M-CSF/sRANKL (low), respectively (***p ≤ 0.0005). (B) Graph of the calculated pit area that was obtained by deducting the pit area value of macrophage colony-stimulating factor (M-CSF)-treated conditions from the respective samples (mean ± SD; n = 3). Resorption pit pictures were evaluated in a blinded fashion, and false-positive pits were excluded by marking similar structures in M-CSF-treated samples. Statistical analysis was performed using ANOVA followed by Bonferroni’s multiple comparison test comparing pit areas in samples treated with PMT for 1 day before switching to M-CSF/sRANKL (low) with PMT, M-CSF/sRANKL (high), or M-CSF/sRANKL (low) samples (**p ≤ 0.005; ***p ≤ 0.0005). (C) Representative photographs of resorption pits (left panel) and magnified image of a resorption pit (right panel). Resorption pit is marked with circle. (D) FACS analysis of RANK surface expression after 1 day of treatment with M-CSF/sRANKL or PMT (mean ± SD; n = 3). Statistical analysis of RANK expression was performed using ANOVA followed by Bonferroni’s multiple comparison test (*p ≤ 0.05).



We next determined whether PMT modulates the expression of RANK in order to increase the responsiveness of RANKL. We observed a slight increase in surface expression but not gene expression of RANK at 24 h of treatment with PMT compared to M-CSF-treated samples (Figure 3D; Figures S4A,B in Supplementary Material). However, we wondered, if there were other effects involved in the increased activity of cells pretreated with PMT, given the strong effect of the PMT pretreatment on pit formation. As we had seen before that PMT is a strong inducer of pro-inflammatory genes, we investigated whether these cytokines influence the process of differentiation induced by PMT in macrophages.

PMT-Induced TNF-Alpha and IL-6 Are Important Modulators of Its Osteoclastogenic Potential

We have previously shown that PMT is a strong inducer of NF-kB, subsequently causing the induction of pro-inflammatory genes (18). This inflammatory reaction occurs independently of TLR4 or the inflammasome through G-protein-mediated RhoA signaling (31). Therefore, we investigated whether pro-inflammatory cytokines influence PMT-mediated osteoclast differentiation. Tnf-α is secreted by various cell types, including macrophages, and is one of the most potent osteoclastogenic cytokines produced during inflammation. It plays an important role in the pathogenesis of rheumatoid arthritis and other forms of chronic inflammatory osteolysis (32, 33). Therefore, we investigated the kinetics of expression and secretion of Tnf-α after PMT stimulation in macrophages. We observed that PMT induces the expression of Tnf-α starting after 1 h of stimulation, with a maximum induction after 12 h of stimulation (Figure 4A) and continuous secretion of Tnf-α for at least 72 h (Figure 4B).
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FIGURE 4 | TNF-α modulates Pasteurella multocida toxin (PMT)-induced osteoclastogenesis. (A,B) Bone marrow-derived macrophages (BMDMs) were stimulated with standard concentration of macrophage colony-stimulating factor (M-CSF), M-CSF/sRANKL, or PMT for the indicated the time points. (A) Quantitative RT-PCR analysis of Tnf normalized to Rps29 expression. Data are presented fold change relative to the expression of M-CSF-treated cells at the same time point (mean ± SD; n = 3). (B) ELISA of Tnf-α production (mean ± SD; n = 3). Statistical analysis was done by two-way analysis of variance (ANOVA) (***p ≤ 0.001). (C) BMDMs were stimulated with PMT, PMT/etanercept (120 µg/ml) or M-CSF for 24 h, and nuclear extracts were prepared. Immunoblots of nuclear phosphorylated NF-κB (p-NF-κB), c-Jun (p-c-Jun), NFATc1, and histone were performed (n = 2). (D) BMDMs were stimulated with PMT, PMT/etanercept (120 µg/ml), or M-CSF for 10 days. Multinucleated TRAP+ cells were counted per well. The indicated SD was obtained from four experiments (mean ± SD; n = 4). Statistical analysis was performed using ANOVA followed by Bonferroni’s multiple comparison test comparing TRAP+ cells in PMT/etanercept-treated wells to the PMT- and M-CSF-treated wells; TRAP+ cells in PMT-treated wells to the M-CSF-treated wells (***p ≤ 0.0005). (E) Quantitative RT-PCR analysis of gene expression of Acp5, Oscar, Atp6v0d2, and Ocstamp in BMDMs treated either with PMT, PMT/etanercept, or M-CSF; data were normalized to Rps29 expression. Cells were stimulated for 12 h to check the expression of Ocstamp; for 24 h to check the expression of Oscar; and for 48 h to check the expression of Acp5 and Atp6v0d2. The data are presented as fold change relative to the expression of M-CSF-treated cells at the same time point. The indicated SD was obtained from three or more experiments (mean ± SD; n ≥ 3). Statistical analysis was performed using a paired Student’s t-test comparing gene expression of PMT/etanercept-treated cells to the PMT-treated cells (*p ≤ 0.05; **p ≤ 0.005).



We thus questioned, whether blocking of Tnf-α signaling by addition of etanercept, a Tnf-α antibody, affects PMT-induced downstream signaling pathways. Addition of etanercept prior to PMT stimulation in macrophages abrogated p-c-Jun and decreased NFATc1 and NF-kB levels in nuclear extracts (Figure 4C). The number of TRAP-positive cells was significantly reduced (approximately 63%) (Figure 4D), and osteoclast-specific gene expression was impaired (Figure 4E). Collectively, these results suggest that PMT-induced Tnf-α production increases its osteoclastogenic potential.

In a previous study, we showed that PMT strongly induces interleukin-6 expression of immune cells (34). In mice, overexpression of IL-6 leads to arthritis while absence of IL-6 prevents formation of arthritis in an experimental murine system (35, 36). In addition, enhanced IL-6 levels are observed in the joints and serum of rheumatoid arthritis patients (37). This prompted us to check the expression and secretion of IL-6 in BMDM. We observed expression of IL-6 after 1 h until 72 h of stimulation with PMT (Figure 5A) and the 100-fold increased expression of IL-6 resulted in an enhanced and sustained IL-6 secretion (Figure 5B). These observations suggest that in addition to Tnf-α, IL-6 may help PMT in driving osteoclastogenesis.
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FIGURE 5 | Pasteurella multocida toxin (PMT)-mediated osteoclastogenesis is inhibited with blockade of Interleukin 6 receptor (IL-6R). (A,B) Bone marrow-derived macrophages (BMDMs) were stimulated with standard concentrations of macrophage colony-stimulating factor (M-CSF), M-CSF/sRANKL, or PMT for the indicated time points. (A) Quantitative RT-PCR analysis of Il6 mRNA; normalized to Rps29 expression. Data are presented fold change relative to the expression of M-CSF-treated cells at the same time point (mean ± SD; n = 3). (B) ELISA of IL-6 production (mean ± SD; n = 3). Statistical analysis was done by analysis of variance (ANOVA) (***p ≤ 0.001). (C) BMDMs were stimulated with PMT, PMT/anti IL-6 R (105 µg/ml), or M-CSF for 24 h, and nuclear extracts were prepared. A representative immunoblot of the phosphorylated forms of NF-κB (p-NF-κB) and c-Jun (p-c-Jun), as well as NFATc1 and histone are shown; histone was used as a loading control (n = 2). (D) BMDMs were stimulated with PMT, PMT/Anti IL-6R (105 µg/ml), or M-CSF for 10 days. Multinucleated TRAP+ cells were counted per well. The indicated SD was obtained from three experiments (mean ± SD; n ≥ 3). Statistical analysis was performed using ANOVA followed by Bonferroni’s multiple comparison test comparing TRAP+ cells in PMT/Anti IL-6R-treated wells to the PMT- and M-CSF-treated wells; TRAP+ cells in PMT-treated wells to the M-CSF-treated wells (***p ≤ 0.0005). Statistical analysis was performed using a paired Student’s t-test comparing (***p ≤ 0.0005). (E) Quantitative RT-PCR analysis of gene expression of Acp5, Oscar, Atp6v0d2, and Ocstamp in BMDMs treated either with PMT, PMT/Anti-Il6 R (105 µg/ml), or M-CSF alone; values were normalized to Rps29 expression (mean ± SD; n = 3). Cells were stimulated for 12 h to check the expression of Ocstamp; for 24 h to check the expression of Oscar; and for 48 h to check the expression of Acp5 and Atp6v0d2. The data are presented as fold change relative to the expression of M-CSF-treated cells at the same time point. Statistical analysis was performed using a paired Student’s t-test comparing gene expression of PMT/Anti IL-6R-treated cells with PMT-treated cells (*p ≤ 0.05).



We next evaluated the effect of a murine anti-IL-6R antibody (MR-16) on PMT-induced NFATc1, c-Jun, and NF-kB activation. Anti-IL-6R antibody treatment reduced PMT-induced activation of these transcription factors (Figure 5C) and, as a consequence, osteoclast formation (Figure 5D), and expression of osteoclast-specific genes was reduced (Figure 5E). Together these observations suggest that PMT-mediated osteoclast formation relies, at least in part, on the osteoclastogenic effects of IL-6 and Tnf-α.

PMT Induces Osteoclastogenesis in Absence of IL-1 Receptor

Like IL-6 and Tnf-α, IL-1α and IL-1β are important osteoclastogenic cytokines (38). Mice deficient in IL-1α, IL-1β, and IL-1α/β suppress arthritis in a mouse model, suggesting that both forms of IL-1 are required for inflammatory bone loss (39). We observed strongly enhanced expression of both, Il1a and Il1b after 12 h of PMT treatment that lasted until 72 h (Figures 6A,B). As IL-1α and IL-1β transduce signals by binding to IL-1R, we investigated the effect of PMT on BMDM cells derived from IL-1R knockout mice (40). Macrophages deficient in IL-1R showed no differences in the activation of NF-kB, p-c-Jun and NFATc1, respectively (Figure 6C) and IL-1R-deficient BMDM differentiated into TRAP-positive cells similar to wild-type macrophages (Figure 6D). However, when we tested the cells for their ability to resorb bone, IL-1R-deficient osteoclasts treated with PMT seemed to act slightly less efficient, although the difference did not reach statistical significance (Figures 6E,F). Also, we observed comparable expression of osteoclast marker genes after PMT stimulation in IL-1R knockout macrophages (Figure 6G). In summary, these observations suggest that PMT can differentiate macrophages into functional osteoclasts in the absence of IL-1R.
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FIGURE 6 | Absence of interleukin 1 receptor (IL-1R) fails to block Pasteurella multocida toxin (PMT)-induced osteoclast formation. (A,B) Bone marrow-derived macrophages (BMDMs) were stimulated as described using standard concentrations of macrophage colony-stimulating factor (M-CSF), M-CSF/sRANKL, or PMT for the indicated time points. Graphs show quantitative RT-PCR analysis of Il1a and Il1b mRNA levels normalized to Rps29 expression. The data are presented as fold change relative to the expression of M-CSF-treated cells at the same time point (mean ± SD; n ≥ 2). Statistical analysis was done by two-way ANOVA (***p ≤ 0.001). (C) BMDMs from wt and IL-1R-deficient mice were stimulated with PMT or M-CSF for 24 h before nuclear extracts were prepared. Immunoblots of phosphorylated NF-κB (p-NF-κB), c-Jun (p-c-Jun), NFATc1, and histone were performed. Histone served as a loading control (n = 4). (D) BMDMs from wt and IL-1R-deficient mice were stimulated with PMT and M-CSF for 10 days. Multinucleated TRAP+ cells were counted; the indicated SD was obtained from four experiments (mean ± SD; n ≥ 3). Statistical analysis was performed using a paired Student’s t-test comparing TRAP+ cells in PMT-treated wells to the M-CSF-treated wells (**p ≤ 0.005; ***p ≤ 0.0005). (E) Representative pictures of bone resorption assays using osteoclasts from wt and IL-1R-deficient mice are shown. Resorption pits are marked with a circle. (F) Bone resorption assay of BMDMs derived from wt and IL-1R-deficient mice and differentiated into osteoclasts with PMT. The data presented show the pit area that was calculated by subtracting the pit area value of the M-CSF from the PMT-treated condition (n = 6). The resorption pit pictures were evaluated in a blinded fashion and false-positive pits were excluded by marking similar structures in M-CSF-treated samples. (G) Quantitative RT-PCR analysis of gene expression of Acp5, Oscar, Nfatc1, and Ctsk in BMDMs derived from wild-type mice or IL-1R-deficient mice, treated with M-CSF or PMT, normalized to Rps29 expression. Cells were stimulated for 12 h to check the expression of Nfatc1; for 24 h to check the expression of Oscar; and for 48 h to check the expression of Acp5 and Ctsk. The data are presented as fold change relative to the expression of M-CSF-treated cells at the same time point. The indicated SD was obtained from four experiments (mean ± SD; n = 4). Statistical analysis was performed using unpaired Student’s t-test comparing gene expression to the M-CSF-treated samples (*p ≤ 0.05; **p ≤ 0.005; ***p ≤ 0.0005).



Cytokines Are Necessary but Not Sufficient for PMT-Induced Osteoclastogenesis

While it is generally accepted that RANKL is necessary to induce the differentiation of osteoclasts from precursor cells, some publications raise the question whether RANKL-independent osteoclastogenesis can occur under physiological or pathological conditions. It was described that sustained stimulation with cytokines allows osteoclast formation (41, 42). Therefore, we investigated whether the induction of cytokines by PMT is sufficient to induce OC formation. BMDM were treated with the amount of IL-6, Tnf-α, and IL-1β that had been measured in the ELISA experiments. Quantification of TRAP-positive cells showed that the addition of cytokines alone did not induce osteoclast formation, neither in the presence nor absence of a supporting M-CSF stimulus (Figure 7A). In addition, we did not observe any synergistic effect of those cytokines on M-CSF/sRANKL-treated cells. To verify that the cytokine amounts used were appropriate, we checked the activity of specific transcription factors (Figure 7B). Although there was a strong cytokine-specific activation of STAT-3 and NF-κB comparable to that induced by PMT, this activity was insufficient to induce osteoclast formation.
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FIGURE 7 | Cytokines alone are not sufficient to mimic Pasteurella multocida toxin (PMT)-stimulated osteoclast differentiation. (A) Bone marrow-derived macrophages (BMDMs) were stimulated with macrophage colony-stimulating factor (M-CSF) or M-CSF/sRANKL with or without addition of cytokines: Tnf-α (700 pg/ml), IL-6 (2,500 pg/ml), and IL-1β (900 pg/ml) and PMT alone for 10–12 days and multinucleated TRAP+ cells were counted. The indicated SD was obtained from three experiments (mean ± SD). Statistical analysis was performed using one-way analysis of variance (ANOVA) comparing the difference of tartrate-resistant acid phosphatase (TRAP)-positive cells derived from PMT or cytokine treatment compared to M-CSF/sRANKL-treated control cells. (B) BMDMs were stimulated with PMT, M-CSF, or M-CSF with cytokines (A) for 1½ days. Total lysates were prepared and immunoblots for phosphorylated STAT-3 (p-STAT-3), phosphorylated NF-κB (p-NF-κB), and β-actin were performed (n = 3). (C) BMDMs from wt and IL-1R-deficient mice were stimulated with PMT, M-CSF, or PMT in combination with etanercept (120 µg/ml) and the IL-6 neutralizing antibody (105 µg/ml) for 10–12 days. Multinucleated TRAP+ cells were quantified and the indicated SD was obtained from three experiments (mean ± SD; n = 3). Statistical analysis was performed using one-way ANOVA comparing the decrease of TRAP-positive cells in inhibitor-treated versus PMT-treated control cells.



We next studied the effect of an inhibition of all three osteoclastogenic cytokines investigated in osteoclast formation (Figure 7C). Simultaneous inhibition of IL-6 and Tnf-α substantially decreased osteoclast formation by 72% for both WT and IL-1R-deficient mice compared to 63% for etanercept alone and 49% for IL-6R inhibition. These data imply that while cytokines are needed to successfully induce PMT-mediated osteoclast formation, the presence of cytokines alone is not sufficient and that other G-protein-related signaling pathways are required.

DISCUSSION

Pasteurella multocida toxin is a bacterial protein toxin that is known to manipulate host cell signaling cascades which for many cell types result in the activation of mitogenic pathways and the production of cytokines (17). In AR PMT signaling influences bone degeneration by accelerating osteoclast formation and by inhibiting osteoblast differentiation and function. In this study, we show that PMT stimulation of macrophages leads to the induction of osteoclast markers similar to M-CSF/sRANKL stimulation resulting in the differentiation of macrophages into functional osteoclasts. Additionally, we show that PMT-derived osteoclasts are able to resorb bone similar to classical osteoclasts derived from M-CSF/sRANKL stimulation. Strack et al. have recently discussed that PMT-induced differentiation of monocytes into osteoclasts might be RANKL-independent, however, they did not show any experimental proof of their speculation (27). Our data show for the first time that PMT-induced osteoclast formation does not depend on RANKL-RANK signaling. OPG treatment with PMT did not alter the activation of essential transcription factors or the expression of osteoclast marker genes, and the resulting osteoclasts were able to resorb bone without any loss of function.

Additionally, we show for the first time that the PMT-induced inflammatory cytokines such as Tnf-α, IL-6, and IL-1 play a central role in mediating differentiation of macrophages into osteoclasts. Tnf-α alone is a weak inducer of osteoclastogenesis in mouse BMDM (43), but has been reported to induce functional osteoclast formation along with IL-6 (44) or IL-1 (45). Recently, Yarilina et al. have shown that prolonged Tnf-α exposure of human macrophages can trigger differentiation of macrophages into osteoclasts (46). We also observe a sustained production of Tnf-α after PMT stimulation in macrophages, and this continuous exposure of macrophages to Tnf-α may additionally help PMT in inducing osteoclastogenesis. In accordance, our in vitro study using etanercept strongly reduced PMT-induced osteoclast formation (Figures 4C–E), suggesting that Tnf-α plays a crucial role in PMT-mediated osteoclastogenesis. PMT stimulation also caused the continuous increased production of IL-6. In rheumatoid arthritis, overproduction of IL-6 is observed and there is a correlation between elevated IL-6 level and clinical indices (47, 48). When we blocked IL-6 signaling, a decrease in PMT-induced osteoclast formation in macrophages was observed (Figures 5C–E). A similar observation was made by Axmann et al. where IL-6R blockade directly suppressed M-CSF/RANKL-induced osteoclast formation (49).

Similar to Tnf-α and IL-6, we observed a high expression of IL-1α and β after PMT stimulation of macrophages. However, our observations in IL-1R knockout mice suggest that PMT can induce differentiation of macrophages into functional osteoclast even in the absence of IL-1R signaling, suggesting that IL-1α and IL-1β do not directly contribute to PMT-induced osteoclast formation in macrophages. However, under physiological conditions, where other IL-1R expressing cells are available, PMT-induced IL-1 production from macrophages may contribute in the progression of AR by either inhibiting osteoblast-mediated bone formation (50) or by inducing the expression of factors supporting osteoclastogenesis such as prostaglandin E2 or RANKL by osteoblasts/stromal cells (51, 52).

The current literature suggests that under physiological conditions the RANKL/RANK axis drives functional osteoclast formation. Pathological conditions, such as cancer or auto-inflammatory bone diseases, are characterized by the presence of a specific microenvironment, where the increased expression of inflammatory cytokines can provide an additional stimulus that further potentiates the generation of bone-resorbing osteoclasts (42, 53). Our data also suggest that the PMT-mediated effect on osteoclasts is probably due to two signaling cascades. While PMT-induced cytokine production seems to be necessary to allow efficient osteoclast formation, additional PMT-mediated signaling is required. Strack et al. recently showed that NFATc1 is activated by PMT downstream of the activated Gαq subunit (27). In addition, NFATc1 overexpression is known to be sufficient for the induction of osteoclastic genes, even in the absence of RANKL (54). Interestingly, NFATc1 expression was not effectively reduced in our inhibitor experiments, and thus, we hypothesize that Gq-dependent expression of NFATc1 could be the additional signal needed for osteoclast formation. This would also explain why inhibition of cytokines did not abrogate osteoclast formation completely, as there is still a robust Gq-mediated induction of NFATc1 transcriptional activity even in the absence of IL-6 and Tnf-α signaling. Collectively, our data suggest that PMT-induced osteoclastogenesis is dependent on cytokines and Gq-mediated signaling but independent of RANKL/RANK axis. A recent article speculates about the possibility of osteoclast subtypes based on large number of studies showing the existence of various subsets of myeloid cells under physiological or pathological state (55). Therefore, we suggest that osteoclasts generated with PMT are distinct from RANKL-derived osteoclasts and are likely to represent a separate subset of osteoclasts; however, detailed future investigations are required for validating our assumption.

Although GPCR signaling is recognized as an important player for many human pathologies, including cardiovascular diseases, inflammation, and cancer, the importance of G proteins in auto-inflammatory bone diseases has not been addressed yet. We recently showed that PMT triggers the differentiation of naïve T cells into a osteoclastogenesis-promoting Th17 phenotype as a consequence of constitutive Gq activation and the resulting downstream activation of STAT-3 (56, 57). This seems to be in contrast with findings of Liu et al. who report that a lack of Gq triggers Th17 differentiation in human lymphocytes (58, 59). However, their data compared mRNA levels but not cellular Gq activity, which for GTPases is a more relevant readout. In support of our findings, other scientists suggest that activation of G proteins by AlF4 treatment activates osteoclast differentiation (60) and that elevated expression of Gq in osteoblasts increases osteoclastogenesis in a transgenic mouse model (61). New therapeutic tools to inhibit G protein signaling are currently being characterized, and it remains to be seen whether they will provide helpful tools in the treatment of auto-inflammatory diseases such as RA as well (62).
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Lc

8.2352 + 0.7522
3.5036 + 0.2896
03511+ 0.0330
2.3261 + 0.0658
0.4291 + 0.0445
0.2360 + 0.0124

15.1951 + 1.0374
23505 + 0.12512
0.6684 = 0.1276°
9.6200 + 1.2525°
5.1521 + 0.0880°

56.8734 £ 8.1717°
3.5474 % 0.5678°

122.3936 + 8.7446

95663.3081 + 10939.1852°

185.5518 + 32.6975°

0.2375 + 0.0097
6.7154 & 0.2644°
8.7595 + 0.4860°
56.038 + 5.4666

HS

58716+ 0.9132
2.8031 + 0.5507
0.3227 + 0.0445
2.400 + 0.5426
0.3901  0.0601
0.2480 + 0.0348
12.1363 % 2.0902
2.1647  0.1444%
0.8394 % 0.1074%
16.9000 % 1.51612
5.8364 + 0.3110%
93.5949 + 6.0290%
5.9605 + 0.0750%
98.4652 =+ 12.6695
130604.5340 + 5279.7075%

280.8482 + 29,6047
0.3099 + 0.0846
7.7365 + 0.3434%
9.9114 + 0.8405%

52.7089 + 6.6299

HL

5.7813 £ 1.1244
2.8426 + 0.5261
0.3341 + 0.0304
2.3593 £+ 0.4137
0.4142 £ 0.0398
0.2702 + 0.0473
12.1216 £ 2.1649
2.0338 + 0.0740°
1.0926 + 0.0818%
19.1743 £ 1.2010%
5.7729 + 0.1168%
99.8101 + 7.7480%
6.0517 + 0.09482
112.1426 + 9.9324
127962.8463 =+ 4932.3793%

300.8263 + 27.3023°
0.2675 + 0.0710
7.5701 £ 0.6118%

10.3888 + 0.4660°
53.7342 + 4.3704

Values are expressed as the means + SEM. Value with different small letter superscripts mean significant difference compared to LC (P < 0.05), and with the same or no
letter superscripts mean no significant difference (P > 0.05). VFA, volatile fatty acids; NH3-N, Ammonia-nitrogen; MCR, microbial crude protein; UN, urine nitrogen; LPS,

lipopolysaccharide.
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Reference;  Study population  Timing of MDTstatus  ENL treatment  Type of Measures Findings
study site(s) screening samples
de Azevedoand 37 lepromatous,  ND ND ND Serum Complement unit (<) Reduced complement activity in the reactional group
de Melo (59); 33 tuberculoid, 18 Angular inciination (1/r)
Brazi “lepra reaction”
Wemambu etal. 17 ENL, 6 ND ND ND Skin Immunoglobuiin Perivascular deposits of immunoglobulin and complement
(@7); United  lepromatous Serum Complement Mycobacterial antigen in some ENL skin lesions
Kingdom and
Malaysia
Watersetal. 38 lepromatous  ND ND ND Skin Immunoglobuiin and Immunoglobuiin and complement perivascular in some ENL skin
(02); United  with ENL, 13 complement lesions
Kingdomand  lepromatous Serum Detection of mycobacterial  Mycobacterial antigen present in ICs
Malaysia e antigen in the ICs
Geberetal.  15LLwith ENL, 47 3 ormore ND ND Serum Ciq precipitin activity Association of G1q precipitin activty with ENL
(69); Taiwan and  BT-LL. specimens Complement levels C3
UsA time-span up to Cryoglobuiins
4 months in BT
and LL/ENL and
up to 6 months to
LL without ENL
Bjorvatn et al. 13ENL, 7 LL, ND All on dapsone ENL patients Serum ICs with '#1-C1q binding ICs increased in ENL and LL but also in tuberculoid leprosy
(46); Ethiopia 6 tuberculoid, or clofazimine  received treatment assay
and Switzerland ~ pulmonary T8, 30 for ENL Complement Increased C3d level in most patients with ENL
HC
Tungetal. (51); 22 BULLWIthENL, ND 19/23 non-ENL  Untreated ENL. Serum C1qICs Circulating ICs in 67% of leprosy by C1q test
Ethiopia 23TTLL, 17 SLE on dapsone Raji test ICs Only 7% of this 67% showed ICs by the Raiitest
Anthony etal. 25 LLwith ENL, 10 Active ENL ND ND Skin Immunoglobuin deposits  Immunoglobuiin deposits in ENL skin but not in LL
(60); India & LL without ENL lesions at the time in skin Decreased serum complement in ENL
of the biopsy Serum Complement in sera Elevated levels in LL
Wagereta.  11ENL, 112 ND ND ND Serum 1Gs with Platelet aggregation ~ Higher PAT titers toward the lepromatous end of the spectrum
(44); Finland, ~ leprosy, 61 LL, 7 test (PAT)
Brazi, and tuberculoid, 28 SLE, Other sero-immunological  No significant differences for ENL patients
Ethiopia 42RA, 374 HC parameters
lzumietal. (70); 12ENL, 49active  ND ND ND Serum C4, C3c, C3 activator C3 activator and C3c concentrations higher in ENL compared with
Japan y lepromatous, active lepromatous
24 inactive
lepromatous,
7 borderline, 6

tuberculoid, 9 HC
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TABLE 2 | Continued

Reference;  Study population  Timing of MDTstatus  ENL treatment  Type of Measures Findings
study site(s) screening samples
Harikrishan et al. 20 active LL, 15 ENL ENL: duingthe  ND ND Serum Complement factor C3 Increased levels of C3in LL and ENL
(71); India & active and subsided,  active and the Decrease in 3 during the *subsided phase” of reaction
20HC subsided phase

Sahaetal (72 20 ENL, 15HC Initial sample first  ND Second sample:  Serum Complement C1q,C3, G4 G3 level decreased during ENL, while increased after remission
india visit, subsequent on antireactional Cadincreased during ENL, and remained elevated after ciinical

on ENL clinical treatment remission in most patients

remission No significant difference in G1q or G4 during ENL

4 weeks later
Valentin 70 leprosy ND ND ENL patients Serum [y Elevated C3d significantly associated with ENL
ot al. (64); throughout the possibly on Complement C1q, C3, C4
Netheriands and - whole spectrum, thalidomide
Surinam 11HC treatment?
Mshanaetal.  26ENL,20BL/LL  Skinbiopsiesof  ND ND Skin Immunoglobuiin deposits  No ICs around blood vessels in ENL lesions IC formation common
(73); Ethiopia ENL less than Complement deposits feature in LL

12hold Mycobacterial antigens Absence of immunoglobuiin or C3 deposits in early ENL

Extracellular antigens not seen
Ridley and 20ENL, 10non-  ND ND ND Skin Immunoglobuiins 19G, IgM,  ENL lesions had disintegration of macrophages and release of
Ridley (39); reactional leprosy 19A, IgE bacterial antigen combined first with IgM, later with IgG, present
Malaysia, PNG, Complement C3, C4, C1q, together with complement components of the classical pathway
Ethiopia, and cad Cs were both extracelular and in neutrophils and macrophages
UK Cs were extravascular
Ramanathan ~ 10BT,10LL,10  ND Alpatientson  Sampling before ~ Serum C3and C4 Increased C3d in both BT reactional (T1R) and LL reactional
etal. (74); India BT reactional, 30 LL. dapsone antireactional ICs Circulating ICs in all reactional patients No antimycobacterial
reactional treatment Isolated [Cs for IgG, IgA, IM, - antibody in ICs from LL reactional patients
83, G4 and antimycobacterial
antibody

Sahaetal. (75); 20 ENL, 15 HC Before and ND Second sample:  Serum Quantitative analysis Anticomplementary activity of PEG precipitates more in the
india 4 weeks after on antireactional of composition of lepromatous than in normal sera, independent of the presence of

Starting treatment treatment PEG precipitates ENL

for ENL

(immunoglobulins,
complement components,
autoantibodies and acute
phase proteins) and
anticomplementary activity of
PEG precipitates
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TABLE 2 | Continued

Reference; Study population  Timing of MDT status ENL treatment Type of Measures Findings
study site(s) screening samples
Ramanathan 82 LLinreaction, ~ ND BTand LL ND Serum Cs by fluid phase "Habeled ~ Reduced solubilization of in vitro formed immune precipitates by
etal. (48); Inda 10 BT, 10 BT in without reaction conglutinin binding assay;  the sera of ENL patients
reaction, 10 LL treatment for at serum C3d G3d, ICs, and solubilization levels correlated with the clinical course
uncomplicated, least 2 years; all Complement-mediated of reaction
15 HC patients were on solubiiization of immune 1Cs and C3d deciine after ciinical subsidence of ENL
dapsone precipitates
Sehgaletal. 21 TiRor ENL ND ND ND Serum Complement C3 Lower level of C3 during ENL.
(76); India &
Chakiabaty ~ 27BB-BL-LL:7  Initil blood Patients on MDT  Secondblood ~~ Serum Solubilization of preformed  The mean solubilizing capacity of the reaction patients' sera during
etal. (77);India ENL,4T1R collected at the ‘sample on ICs (*1-BSA-anti-BSA the reaction was not significantly different from LL without ENL
onset of reaction antireactional complexes) After clinical remission of the reaction, most patients showed no
and subsequent treatment increase in the ICs solubiiization
4 weeks after ENL
remission
RaoandRao 44 ENL,39BLAL,  ENL: before 20BULL Untreated fist  Serum C3.and C4 levels C3 and G4 levels were not significantly different in ENL compared
(78); India e 22 post-ENL Starting treatment  untreatedand  sample and 19G, I6A, 1M, C3,and G4 to BL/LL and post-ENL
with anti- 19 BU/LL treated  second post-ENL levels in the ICs G3 and G4 levels in the ICs reduced insignificantly in ENL than BL/
inflammatory with dapsone sample after ICs by PEG method LL and post-ENL
orugs/sterids  less than ayear  discontinuation 193, IgA, and IgM in ICs showed no significant differences from LL.
Post-ENL: of antireactional to ENL and post-ENL
ensuring that treatment
the patient had
not taken anti-
inflammatory
drugs/steroids
for at least 3 or
7 days
Sehgaletal. 17 ENL Before On MDT First sample Serum Complement components:  No significant change in classical pathway in ENL reaction C3
(79); India antireactional untreated and classic pathway: G1q and C4 ~ elevated, G3d decreased and increase of Factor B after ENL
treatment and second sample on Alternative pathway: C3,
1 week after predhisolone in 10 Cad, Factor B
the clinical patients
subsidence of
ENL
Jayapal 1989 37 leprosy: 9 ND Allleprosy ENL patients Serum 1Cs with PEG method 1Cs higher in ENL than in LL
(47); India ENL, 6 bacterial patients on on clofazimine,
endocardts, dapsone prednisolone,
syphilis, SLE, HC antihistamine and

chloroquine
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TABLE 2 | Continued

Reference;
study site(s)

Sehgal et al.
81); India

Tyagi et al. (62);
india

Study population

18 T1R, 17 ENL,
non-reactional
controls

20 BULL with ENL,
20 TT/BT, 20 BT
with reaction, 20

Timing of
screening

During and after
reaction

ND

MDT status

OnMDT

ND

ENL treatment  Type of
samples

ND Serum

ND Serum

Measures

Complement components:
classic pathway: C1q and C4
Alternative pathway: C3,
Cad, Factor B

Cs by PEG precipitation
Mycobacterial (Cs in PEG
precipitates; CH50 assay and

Findings

Classic pathway: no significant change in C1q and C4 during ENL
Alternative pathway: increase in C3d during ENL; decrease of C3
during ENL; reduction of Factor B during ENL; elevation of C3 and
Factor B after ENL.

PEG [Cs from BL/LL and ENL higher IgG and IgM antimycobacteria
antibodies than TT/BT, BT reactional (T1R) and HC
No significant functional differences between the PEG ICs from

BULL; 15 HC AHS0 assay (complement  reactional and non-reactional leprosy
consumption)
Ramanathan ~ 26BULL: 11ENL, Beforeiniation  Untreatedand  Treated butafter  Serum ICs by PEG method High levels of ICs in both LL and ENL
etal. (49); 24HC of treatment thenonMDT  sampling cad Lower levels of complement-induced IG solubilization in ENL
india e and 2-monthly Complement-induced IC Highest levels of ICs and C3d at the time of ENL
intervals solubilization
Scolard etal. 4 curedleprosy,  ND ND ND Blisters 1Cs ICs in ENL similar to that of active leprosy (either lepromatous or
(62); Thailand e 10 non-reactional induced over tubercuioid)
leprosy BT/BLLL, 8 representative Higher ICs in blisters than in matching sera
ENL patients (5 LL/3 skin lesion
BL),3TIR, 4HC Serum
Rojas et al (50); 19 ENL, 10 BL/ ND Both untreated  ND Serum 1Cs; anti-PGL-1 IgM in IC ENL highest levels of ICs compared with all other groups IgMt
Brazil e LL, 13 famiy and patients precipitated from sera; anti-PGL-1 and IgG anti-MCP-1 heat shock protein antibodies
contats; 15 healthy. on MDT for anti-10-kDahspIgG inIC  constituents of ICs in ENL
non-contacts 1-72 months precipitated from sera
Dupniketal.  11ENL 11TiR,  ND BENL pre- Excluded patients  PBMC Microarray and GPCRfor  Complement and coagulation pathway common in ENL and T1R
(58); Brazil ,¢ 19 non-reactional treatment, 2 ENL who had received  Skin transcriptional profile of Transcripts uniquely increased in ENL included complement
leprosy, additional 6 ontreatment  corticosteroids PBMC; IHC for Clginskin  receptors C3AR1 and C5AR1
ENL, 11T1R, 11 HC and 6 ENL within 7 days lesions C1q staining higher in both ENL and T1R compared with non-
post-treatment;  or thalidomide reactional leprosy
Leprosy controls  within 28 days of
matched enroliment
for stage of
treatment

« also i Table 1; y, also in Table 3;

) also in Table 4; ¢, also in Table 5.

BB, mid-borderine leprosy; BL, borderine lepromatous leprosy; BT, borderline tuberculoid leprosy; ENL, erythema nodosum leprosum; HC, healthy controls; ICs, immune complexes; LL, lepromatous leprosy polar; ND, ot described;

PEG, polyethylene glycol: PNG, Papua New Guinea; RA, rheumatoid arthritis; SLE, systemic lupus erythematosus; TB, tuberculosis

TT, tuberculoid leprosy polar: WHO, Worid Health Organization.
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Gene Name Forward primer Reverse primer Source
TNFa Tumor necrosis factor alpha 5'CCCATGTTGTAGCAAACCCT 5'CCCTTGAAGAGGACCTGG sd
IL-1p Interleukin-1 beta 5'GGACAAGCTGAGGAAGATGC 5'TCGTTATCCCATGTGTCGAA sd
IL-8 Interleukin-8 5'CAAACCTTTCCACCCCAAAT 5'CTCTGCACCCAGTTTTCCTT sd
IL-12 p35 Interleukin-12 p35 5'GATGGCCCTGTGCCTTAGTA 5'TCAAGGGAGGATTTTTGTGG 62)
IL-10 Interleukin-10 5'CCTGGAGGAGGTGATGCCCCA 5'CCTGCTCCACGGCCTTGCTC sd
TGFp Transforming growth factor beta 5 TGCGCTTGAGATCTTCAAA 5'GGGCTAGTCGCACAGAACT (32)
cou CC chemokine type 1 5'ATACCAGCTCCATCTGCTCC 5TGCCTCAGCATTTTTCTGTG sd
coL CC chemokine type 3 (MIP-10) 5'ACTTTGAGACGAGCAGCCAGTG 5TTTCTGGACCCACTCCTCACTG sd
coLa CC chemokine type 4 (MIP-1p) 5'GTAGCTGCCTTCTGCTCTCC 5'ACCACAMGTTGCGAGGAAG sd
coL22 CC chemokine type 22 5'ATTACGTCCGTTACCGTCTG 5TAGGCTCTTCATTGGCTCAG 32)
CCR7 C-C chemokine receptor type 7 5'GTGGTGGCTCTCCTTGTCAT 5 TGTGGTGTTGTCTCCGATGT (32)
cxeLt CXC chemokine type 11 (I-TAC) 5'CCTGGGGTAAMAGCAGTGAA 5 TGGGATTTAGGCATCGTTGT (32
CHIBL-1 Chitinase-3-like protein 1 5'GATAGCCTCCAACACCCAGA 5'AATTCGGCCTTCATTTCCTT (62)
CD36 Cluster of differentiation 36 5'AGATGCAGCCTCATTTCCAG 5'GCCTTGGATGGAAGAACAAA (82)
CD54 Cluster of differentiation 54 (SICAM) 5'GGCTGGAGCTGTTTGAGAAC 5'AGGAGTCGTTGCCATAGGTG sd
IDO1 Indoleamine 2,3-dioxygenase 1 5'GCGCTGTTGGAAATAGCTTC 5'CAGGACGTCAAAGCACTGAA 32)
IRF3. Interferon regulatory factor 3 5'AAGAAGGGTTGCGTTTAGCA 5TCCCCAACTCCTGAGTTCAC (32)
Kita Krueppel-like factor 4 5'CCCACACAGGTGAGAAACCT 5'ATGTGTAAGGCGAGGTGGTC (32)
MRC1 Mannose receptor C type 1 5'GGCGGTGACCTCCACAAGTAT 5'ACGAAGCCATTTGGTAAACG @2
NFxB p65 Nuclear factor kappa B p65 (RelA) 5TCTGCTTCCAGGTGACAGTG 5'ATCTTGAGCTCGGCAGTGTT (32)
PPARc Peroxisome proliferator-activated receptor ¢ 5 TTCAGAAATGCCTTGCAGTG 5'CCAACAGCTTCTCCTTCTCG @2)
MHC | Major histocompatibility complex 1 5'GCAGTTGAGAGCCTACCTGG 5'CTCATGGTCAGAGATGGGGT sd
MHC I Major histocompatibility complex 2 5'AGGCAGCATTGAAGTCAGGT 5'CTGTGCAGATTCAGACCGTG sd
RPL37A Ribosomal protein L37a 5'ATTGAAATCAGCCAGCACGC 5'AGGAACCACAGTGCCAGATC (33)
ACTB p-actin 5'ATTGCOGACAGGATGCAGAA 5'GCTGATCCACATCTGCTGGAA (33)

sd, self-designed primers.
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Test organisms Growth con Susceptibility
Salmonella typhimurium MPA, 37°C ATCC 14028 R
Escherichia coli 026 LB, 37°C Native strain s
E. coli 0157 LB, 37°C PTCC 1276 R
Staphylococcus aureus Blood agar, 37°C ATCC 25923 s
Bacills cereus MPA, 37°C PTCC 1539 (ATCC 11778) s
Listeria monocytogenes BHI, 37°C PTCC 1163 ES
Klebsiella pneumoniae MPA, 37°C PTCC 1053 (ATCC 10031) s
Shigelia flexneri MHA, 37°C PTCC 1234 (NCTC 8516) s
Pseudomonas aeroginosa MPA, 37°C PTCC 1181 R
Candida albicans MHA, 28°C PTCC 5027 (ATCC 10231) R
Serratia marcesens MHA, 37°C PTCC 1187 (Native strain) R
Streptococcus mutans MHA, 37°C PTCC 1683 (ATCC 35668) ss
Staphylococcus Blood agar, 37°C PTCC 1440 (CIP 76.125) R
saprophyticus

R: 0 mm; SR: 0-4 mm; SS: 4-8 mm; S: 8-12 mm; ES: >12 mm.

CIR, Collection of Bacteries de I'Institute Pasteur, Paris, France; ATCC, American Type Culture Collection, Virginia, USA; NCTC, National Collection of Type Cultures,
London, UK; PTCC, Persian Type Culture Collection, Tehran, Iran.

MPA, mycophonolic acid; LB, Lysogeny broth; BHI, Brain-heart infusion medium; MHA, Mueller Hinton Agar.
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Primer

BAX

BCL2

CASPAS 9

CASPAS 8

ErbB2

ErbB3

BCL-XL

Forward and reverse primer

ITTMIDTMIAMDMIMDMD T

Sequence

5'-CCCGAGAGGTCTTTTTCCGAG-3'
5'-CCAGCCCATGATGGTTCTGAT-3'
5'-GGTGGGGTCATGTGTGTGG-8
5'-CGGTTCAGGTACTCAGTCATCC-3'
5'-CTCAGACCAGAGATTCGCAAAC-3'
5'-GCATTTCCCCTCAAACTCTCAA-3
5'-GACAGAGCTTCTTCGAGACAC-3'
5'-GCTCGGGCATACAGGCAAAT-3'
5'-TGTGACTGCCTGTCCCTACAA-3'
5'-CCAGACCATAGCACACTCGG-3"
5'-GACCCAGGTCTACGATGGGAA-3'
5'-GTGAGCTGAGTCAAGCGGAG-3'
5'-GAGCTGGTGGTTGACTTTCTC-3'
5'-TCCATCTCCGATTCAGTCCCT-3'

Amplicon size

186
155
130
130
116
116
116
116
152
152
9

101
101

length

21
21
19
22
2
22
21
20
21
20
21
20
21
21
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Treatment Log CFU/mL

E. lactis IW5

Initial cell no. 8.156 £ 0.26
pH 2.0, 0.1% pepsin, 2 h 7.71 £012
0.3% oxgall, 24 h 7.78 £0.36
E. lactis IITRHR1

Initial cell no. 8.36 £ 0.18
pH 2.0, 0.1% pepsin, 2 h 7.71 £0.21
0.3% oxgall, 24 h 7.87 £0.19

The results are represented as mean + SD.
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Deficiency: Deficiency: SLAMF  Microbial ligand

resistant  susceptible ligand
SLAMF1 T, cruzi Gram- bacteria, L. Slamf1 Measles virus,
major E. coli (OmpC/FY)
S. typhimurium
SLAMF2 S aureus  FimH* Slamf4,  E. coli (FimH")
enterobacterae cD2
SLAMF3 MeMV Slamf3
SLAMF4 LOMV, yHV-68 Slamf2
SLAMFS Slamfs
SLAMFE L S. typhimurium Slamf6  E cofi,C.
mexicana, rodentium
C.
rodentium
SLAMF7 Slamf7
SLAMF8 Slamfg
SLAMFO 2
SAP Mouse: yHV-68, Slamf1, NA

LCMV, influenza, 3,4,5,6
human: EBV, some  human:
other viruses Slamf7

SAP (Sh2d/1a), SLAM-associated protein; LCMY, lymphocytic choriomeningtis virus;
Omp, outer membrane porin; EBY, Epstein-Bar virus; FimH, bacteriallectin; MCMV,
murine cytomegalovirus; yHV-68, murine gamma-herpes virus 68.

Deficiency: resistant and deficiency: susceptible refer to observations made in
Slam-deficient mice; resistant indicates that kniock out animals have milder disease,
susceptible indicates that knock out animals have stronger disease manifestations.

Ry Ry
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Expression Effectors SAP-dependent  Eat2-dependent Other/unknown

SLAMF1, SLAM, Act T, act B, Fyn, Lok, SHIP-1, S0, T: (4) IL-4, IL-13, Unknown T: (+) IFNy, B: (+) prolferation and activation,
CD150 mono, Mo, DC,  Shp-1/2, PKCB, Bl-10,  proliferation, The/ (+) apoptosis, Mo: (+) ROS, IL-12, TNFa, NO,
plat, HSC Becin-1, PI3K, Ni-xB,  Th17 polarization, (=) 1L-6, (+) myeloid cell migration, (+) platelet
Ras-GAP, Akt, JNK1/2,  NKT: development aggregation, (+) phagocytosis
Dok-1/2 (with Slamfe)
SLAMF2, CD48  Pan-lymphocyte  Lck, Fyn, RhoA N/A N/A T: (+) IL-2, proliferaton, B: (+) activation, ()

apoptosis Mast: (+) TNFa, eo: (+) activation,
mobilization, Mo: (+) TNFa, IL-12, (+)
phagocytosis, DC: (+) survival

SLAMF3, Ly-9, T, B,iCD8,NKT, AP-2, Grb-2, ERK, Unknown Unknown T: (=) IFNy, (+) prolferation, IL-2, IL-4, iCD8"
CD229 mono, Mo, HSC ~ PLZF, NFAT T-cels, iNKT (-) development
SLAMF4, 284,  NK,NKT,T.y5,  LAT, PI3K, Vav-1,SHIP,  T: (=) IFNy, NK/ NK: (-) Cytotoxicity of  o: (+) adhesion, chemotaxis, peroxidase, (+)
CD244 CD8,DC,e0,  c-Cbl, ERK, Shp-1/2,  CDB": (+) oytotoxicity, Stamt2-neg target cells, ~ IFNy, IL-4

mast, mono PLC-y, 38P2, Csk prolferation () PNy
SLAMF5, CD84  Pan-ymphocyte  Dok-1, ¢-Chl, ERK, JNK, T-B: (+) GC response  NK: (+) Gytotoxicity lat: (+) spreading

plat, mast, e Fes, Shp-1, Nf-xB Meast: (+) Degranuiation
SLAMF6, NK,NKT, T, B,  PLC-y, SHIP, Shp-1/2,  T-B: (+) GG response, NK: (+) Cytotoxicity TB: () GG response, Neutro: (+) ROS, (+) IL-6,
NTB-A, Ly-108 Mo, pDC PIBK, PLZF, Lok, PKCO,  NK: (+) IFNy, NKT: TNFa

NFAT development (with
Slamft)

SLAMF7, T,8,mono, DC,  PLC-y, ¢-Col, SHIP, Akt,  Unknown/N/A NK: (+) Cytotoxicity NK: without Eat2 (-) Cytotoxicity, B: (+)
CRACC,CS1,  NK Vav-1, Shp-1/2 proliferation
CD319
SLAMFS, iCD8, mono, DG, PKC, p40(phox) N/A NA (=) myeloid cell migration, (-) ROS, iCD8* T-cells,
BLAME Mo, Neu, endo, iNKT (+) development

FRC
SLAMF9, mono, DC ND N/A N/A Unknown
SF2001

T, T cels; B, B cells; act, activated; Mo, macrophage; DC, denditic cell; plt, platelet; HSC, hematopoietic stem cell: mono, monocyte; NKT, natural kiler T cell; €0, eosinophit v8, 5
receptor-expressing T cell: mast, mast celf; endo, endothelial cell; FRC, fibroblastic reficular cel; ROS, reactive oxygen species.
Expression data are based on murine expression.
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A. Differential modulation of APC function by
virulent and live attenuated Leishmania parasites
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8. Differential induction of co-inhibitory molecules
by virulent and live attenuated Leishmania parasites

Virulent
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- Poor T cell proliferation
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Primer  Sequence §'-3) Product  GenBank
name size bp) no.
FoiF  GOTADCGOCGOTACATOGAS = e
FoR  TGOCAGTOCTTSTAACCTS

MISF  GUTCAGMBARGMGTSCA 0 Kusiand
WIS CAGGATCAGATCTORTICAS

TSF GGTTCACRGRGOATETTAG X0 JOsIdis
TR GTGABATTIGTICOTIGHG

LipF  TOMOTICTACSRCTGRAS e oo
MPR  GTAGGTSGOGATATIGACCT

r2F GOCAMBAGCTGACCAACTTD W sesnn
r2R ATCBOCCACACTAAGAGGAT

1aF TICBACGAGGARAAATEETT W s
158 CCTTATCRTORTGOCAGAT

Sl W oo
Gk

na m e
iR GGGCTGTASGTGTGETICTS

InpF  ABATGGOTCOCAGCTOTACA 20 Kosen
PR AGTOGTIGAGCTOATIENSS

IYF  GOTGATSGCAATCCTSTITT ez
YR GEATTICASGOCASTOAZS

MF TCOTGTOCTICATGAGTTDS o cuma
Mk GETTTBCTGAGCORTTARG

GsF  TOTICCTGABCTSCTICTEC Kurzsasn)
GesR ACTTCRATGEACTCGCTGTT

e ATCOTIBCOTITICATTCAS 100 Unpuklehsd
AR TITGITTIGGGCATATCTTGS

MhoIF  GAGGMGHSACTICATIGOCTISE 166 ABIRE
Mhelf  CTOTOCTETOGAGTACGICHTTEC

MhoIF  CCACCTTTACCAGCTIOGHS me v
MhelR  CCGTCTICATCCAGRTGAT

DTMUVEF COOTGRSATGOASGATITGE 225 Kowaséi.d
DTMUVER  ACTGATTGTTTGTGGEGTS

pocinF  GETATOGGCAGCASTOTTA e
PocinR  TICACAGAGGOGAGTAACTT
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TABLE 1 | Continued

Protein function Protein

E3 ligase. 1paH9.8

IpaH4.5

IpaH0722

Deubiquitylase ~ Ssel.

ChisDub1
TssM

Glutamine Ospl

deamidase

Cysteine NieE

methyltransferase

Bacterial species

Shigella

Shigella

Shigella

Salmonella Typhimurium

Chlemydia trachomatis

Burkholderia
pseudomallei

Shigela flexneri

Escherichia coli (EPEC)

Disease

Dysentery

Dysentery

Dysentery

Gastrointestinal
disease

Trachoma eye
disease

Melioidosis

Dysentery

Gastrointestinal
disease

Mechanism

Targets NEMO and MAPKK (Ste7) for
degradation

‘Targets NF-xB p65 for ubiquitination,
preventing transcription

Targets TRAF2 for ubiquitination,
preventing PKC-induced NF-xB activity

Prevents Lys4g-finked ubiquitination
and degradation of IxBx

Prevents Lys4g-finked ubiquitination
and degradation of IxBx

Prevents Lys63-finked ubiquitination
of TRAF6/TRAF3 and Lysd8-iinked
ubiqutination and degradation of kB

Deamidates glutamine residue in
Ubc13 to prevent TRAF6 binding

Targets Npl4 zinc finger domains of
TAB2/3 to prevent binding to Lys63-
linked polyubiquitin and TAK1 activity

Reference

Rohde et al. (48), Ashida et al. (50)

Wang et al. (51)

Ashida et al. (52)

Le Negrate et al. (57)

Le Negrate et al. (57)

Shanks et al. (58)
Tan et al. (60)

Sanada et al. (62)

Zhang et al. (63)
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Protein function

TIR mimic

Protease
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yase

Kinase/
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Protein
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YoTIR
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CTa41

CPAF

VopA

AvrA

YopJ/YopP

Eis

OspF

SpvC

OspG:

NieH1

NieH2

Bacterial species

Salmonella Enteritidis

Staphylococcus aureus
Escherichia coll CFTO73
(UPEC)

Brucella melitensis
Brucella melitensis
Yersinia pestis

Bacillus anthracis
Escherichia coll (EPEC/
EHEC)

Escherichia col (EPEC/

EHEC)

Chlamydia spp.

Chlamydia spp.

Vibrio parahaemolyticus

Salmonelia Typhimurium

Yersinia spp.

Mycobacterium
tuberculosis

Shigella spp.
Salmonelia Typhimurium
Shigella

Escherichia coll (EPEC/

EHEC)

Escherichia coli (EPEC/
EHEC)

Mycobacterium

tuberculosis

Disease

Gastrointestinal
disease

Skin, respiratory tract,
and Gl tract infections

Urinary tract infection

Brucellosis

Brucelosis

Plague

Anthrax

Gastrointestinal
disease

Gastrointestinal
disease

Urogenttal tract
infection, trachoma
eye disease

Urogenttal tract
infection, trachoma
eye disease

Gastrointestinal
disease

Gastrointestinal
disease

Plague/Yersiniosis

Tuberculosis

Dysentery

Gastrointestinal
disease

Dysentery

Gastrointestinal
disease

Gastrointestinal
disease

Tuberculosis

Mechanism

Postulated to compete with
endogenous TIR domains to prevent
signaling

Blocks TLR2 signaling

Binds MyD88 to prevent downstream
signaling

Mimics Mal (TIRAP) to block TLR2/
TLR4 signaling; targets Mal for
proteasomal degradation

Interacts with MyD8S to block TLR
signaling

Interacts with MyD8S to block TLR
signaling

Cleaves MKKs within MAPK-docking
domain

Cleaves JNK and p38 within TxY dual
phosphorylation motif

Cleaves amino-terminus of p65
NF-xB targeting it for proteasomal
degradation

Cleaves p65 NF-xB

Cleaves p65 NF-xB

O-acetylates MKKs in the activation
100p to compete with phosphoryiation;

N-acetylates MKKs in the catalytic loop

to disrupt ATP binding
O-acetylates MKKs in the activation
100p to compete with phosphorylation

O-acetylates MKKs, TAK1 and IKKa
and IKKP in the activation Ioop to
compete with phosphorylation

N-acetylates DUSP16/MKP? to block
JNK activation

Removes phosphothreonine in the TxY
activation loop of MAPKs

Removes phosphothreonine in the TxY
activation loop of MAPKs

Binds to ubiquitin and E2-ubiquitin
conjugates; prevents IxBa degradation

Inhibits IxBa degradation; binds to
RPS3 to antagonize NF-xB activty

Inhibits IxBa degradation

Dephosphorylates p38 and JNK;
competes with ubiquitin for TAB3
binding

Reference

Newman et al. (8)

Askarian et al. (9)

Cirletal. (10)

Cif et al. (10), Radhakrishnan et al.
(13), Sengupta et al. (14)

Salcedo et al. (12)

Ranaetal. (11), Spear et al. (66)

Duesbery et al. (15), Vitale et al. (16)

Barucheetal. (17)

Yen and Ooka (18), Mihlen et al. (19),
Baruch et al. (17), Pearson et al. (20)

Lad and Yang (21)

Christian et al. (23)

Trosky et al. (24, 25)

Jones et al. (26)

Orth et al. (28), Mittal et al. (30),
Mukherjee et al. (29), Haase and
Richter (32), Thiefes et al. (33),
Paquette and Conlon (31), Meinzer
etal. (34)

Kim et al. (35)

Lietal. (37)

Mazurkiewicz et al. (38)

Kim et al. (43), Zhou et al. (44)

Gao and Wan (47), Royan et al. (46)

Royan et al. (46)

Wang et al. (61)
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Target on host cells

Gene transcription

Induction of cytokines (GRO,
GM-CSF, IL-6, IL-8, IL-1a, and IL-1§)

Induction of REG1A and REG1B

Cell viability

Activation of caspase-3 signaiing
pathway

Induction of “apoptosis-like”
mechanisms

Dephosphorylation of host cell proteins
by PTPs

Activation of calpain

Activation of NADPH-oxidase
Activation of NOX1 oxidase
Activation of PI-3-K

Ingestion of host cell membrane
fragments by trophozoites

TJs and cytoskeleton

Trophozoite interaction with polarized
cells

Degradation of ZO-1, release of ZO-1
from ZO-2, and dephosphorylation of
702

Relocalization of claudin-4

Secretion of an “occludin-like” molecule
by trophozoites.

Control of infiammation in E. histolytica-infected human
cells (HeLa, HT29, and T84) and mouse-human intestinal
xenografts

Inhibition of parasite-induced apoptosis in colonic biopsies
of E. histolytica-infected patients

Induction of caspase-8 and caspase-9 independent
apoptosis of Jurkat cells

Death of hepatocytes in Fas and TNF-a independent
pathways

Induction of calcium-dependent calpain protease and
apoptosis of E. histolytica-infected Jurkat cells

Cell death of HT-29 and Jurkat cells infected with

E. histolytica and modulation of STAT proteins and NF-«B
DNA fragmentation

Induction of ERK1/2 pathways and ROS-dependent
apoptosis of human neutrophils infected with E. histolytica
Production of ROS and caspase-independent apoptosis of
Caco-2 and HT-29 cells infected with £. histolytica
ROS-mediated neutrophil apoptosis induced by

E. histolytica

Elevation of intracellular Ca?*+ and death of cells by
trogocytosis

Reduction in transepithelial resistance and increased
mannitol flux in E. histolytica-infected Caco-2 and T84 cells
Reduction in transepithelial resistance and increased
mannitol flux in E. histolytica-infected T84 cells

Increased sodium ion permeability in amoeba infected T84
cells

Disruption of epithelial barrier and reduction in
transepithelial resistance in E. histolytica-infected T84 cells

Reference

Eckmann et al., 1995; Seydel et al.,
1997, 1998a

Peterson et al., 2011

Huston et al., 2003

Seydel and Stanley, 1998

Teixeira and Mann, 2002

Kim et al., 2007, 2014; Jang et al.,
2011

Sim et al., 2005, 2007

Kim et al., 2011, 2013

Sim et al., 2007

Ralston et al., 2014

Li et al., 1994; Leroy et al., 2000

Leroy et al., 2000

Lejeune et al., 2011

Goplen et al., 2013
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Target on host cells

Gene transcription
Induction of osteoprotegerin (OPG)

Induction of cytokines (IL-1, IL-4, IL-8,
IL-14, IL-15, IFN-y, TGF-B)

Induction of C-X-C chemokines
Induction of fractalkine or CX3CL1
chemokine

Modulation of p-defensin expression
Induction of nitric oxide synthase (iNOS)
Cell viability

Activation of caspase-3-dependent
signaling cascade

Expression of survivin

Activation of XIAP

TJs and cytoskeleton
Disruption of ZO-1

Effect

Immune modulation of host cell response to C. parvum and C. hominis
infection of human ileal explants

Control of inflammation in human intestinal xenogratfts, jejunal biopsies,
C57BL/6 mice and HCT-8 cells infected with C. parvum

Recruitment of immune cells to the lamina propria of
C. parvum-infected cells

Donwregulation of microRNAS and activation of mucosal antimicrobial
defense against C. parvum in human biliary epithelial cells

Control of host innate immune response in C. parvum-infected HT29
cells

Control of tissue parasitism in neonatal piglets and human epithelial
cells infected with C. parvum

Induced Fas/FasL-dependent apoptosis in C. parvum-infected biliary
epithelial cells

Protection against C-parvum-induced caspase 3/7 apoptosis in HCT-8
cells

Proteasome-dependent inhibition of activated caspase-3 and cell
apoptosis in piglets infected with C. parvum

Unknown effect in C. andersoni-infected Caco-2 and MDBK cells

Reference

Castellanos-Gonzalez et al., 2008
Laurent et al., 1997; Seydel et al.,
1998b; Robinson et al., 2000, 2001;
Lacroix-Lamandé et al., 2002; Deng
et al., 2004; Tessema et al., 2009
Laurent et al., 1997

Zhou et al., 2013

Zaalouk et al., 2004

Gookin et al., 2006

Chen et al., 1999; Ojcius et al., 1999

Liu et al., 2008

Foster et al., 2012

Buret et al., 2003
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Pathophysiological
mechanism

Osmotic diarrhea

Secretory diarrhea

Exudative diarrhea

Inflammatory diarhea

Motiity problems

Giardiasis

Malabsorption of nutrients was
described to ocour in response to
reduced disaccharidase activity in the
qut (Troeger et al., 2007)

Loss of epithelial absorptive surface
(vilous and microvill atrophy) and
chioride secretion were reported in
colonic cells in vitro, in animal models
and human patients (Gorowara et .,
1992; Scott et al., 2000; Troeger et al.,
2007)

Disruption or relocation of tight
junctions proteins and dysfunctional
epithelial barrier were associated with
leak flux diarrhea (Troeger et al., 2007;
Maia-Brigagao et al., 2012)

Inflammation was rarely observed in
chronically infected patients (Hanevik
et al,, 2007; Kohli et al., 2008)

Malabsorption of nutrients,
water-impaired absorption and
electrolyte secretion were suggested to
contribute to increased intestinal transit
and peristalsis (Cotton et al., 2011)

Cryptosporidiosis

Impaired absorptive function was
shown to result in redluced absorption
of both monosaccharides and
co-transport of glucose-Na* (Argenzio
etal., 1990; Farthing, 2000)

Damage to the absorptive villous and
unbalanced secretory crypts were
involved in electrolyte secretion. An
unknown cryptosporidial enterotoxin
was suggested to trigger net secretion
(Guarino et al,, 1995, 1997)

Disruption of epithelial tight junction,
loss of intestinal barrier, dysregulated
influx of immune and inflammatory cells
and cell death by apoptosis were
related to increased fiux into the lumen
(White, 2010)

Parasite products and infiltration of host
immune cells in the lamina propria were
associated to pathogenesis (Laurent
etal., 1999)

Intestinal epithelial cell layer breakdown
was shown to result in increased
intestinal transit (Sharpstone et al.,
1999; Brantley et al., 2003)

Amoebiasis

Lactose malabsorption was reported in
amoeba-infected patients (Rana et al.,
2004)

Increased mannitol flux and movement
of Na ions into the intestinal lumen
(Leroy et al., 2000; Lejeune et al., 2011)

Dysregulation of the TJ protein
complex, decreased transepithelial
resistance and cell apoptosis were
associated with water flow (Ragland
etal., 1994; Leroy et al., 2000;
Betanzos et al., 2013)

Production of inflammatory mediators
were correlated to tissue damage in
amoebic diarrhea (Seydel et al., 1997,
1998a.b)

Not reported
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Target on host cells

Gene transcription
Induction of IL-17

Induction of IL-6
Induction of matrix metalloprotease 7
(Mmp?7)

Induction of chemokines (CCL2,
CCL20, CXCL1, CXCL2, and CXCL3)

Induction of stress-induced genes
(c-Fos, ¢-Jun, and IER3)

Reduction of cell prolfferation genes
(G0S2, PCNA, ORCSL, MCM2, MCM3)

Cell viability
Activation of caspase-3-dependent
apoptosis

Activation of caspase-3, caspase-8,
and caspase-9-dependent apoptosis
Activation of sodium-dependent
glucose cotransporter (SGLT)-1

TJs and cytoskeleton

Disruption of ZO-1

Reduced claudin-1 expression

Relocation of claudin-1 and F-actin
retraction

F-actin condensation and loss of
perijunctional a-actinin
F-actin and ZO-1 reorganization

Effect

Protective immune response against G. muris infection in C578L/6J
mice

Early control of acute G. lamblia infection in C57BL/6J mice

Production of mature a-defensins in C57BL/6J mice and control of
G. lamblia infection

Recruitment of host immune cells to the site of infection (?)
Regulation of cell stress during G. lamblia infections in Caco-2 cells (?)

Response to NO production in Caco-2 cells infected with G. lamblia

Assembled-specific induction of apoptosis by G. lamblia-infected
HCT-8 cells and strain-dependent apoptosis of human duodenal
epithelial cell line

Activation of both the intrinsic and the extrinsic apoptotic pathways of
HCT-8 cells infected with G. lamblia

Protection against G. lamblia-induced apoptosis in Caco-2 cell cultured
in high glucose media

Increased permeability in HCT-8 and human duodenal epithelial cell ine
infected with G. lamblia

Decreased absorption, increased ion secretion and villous shortening in
duodenal biopsies from G. lambiia infected patients

Increased paracellular permeability and microwill atrophy in

G. lamblia-infected Caco-2 cells

Increased permeability of Caco-2 and non-transformed human
epithelial cell line (SCBN) infected with G. lamblia

Myosin-light chain kinase (MLCK)-dependent increased cell
permeabilty in G. lamblia infections

Reference

Dreesen et al.,, 2014

Zhou et al., 2003
Tako et al., 2013

Roxstrém-Lindquist et al., 2005

Roxstrém-Lindquist et al., 2005

Roxstrém-Lindquist et al., 2005

Chin et al., 2002; Koh et al., 2013

Panaro et al., 2007
Yuetal., 2008

Buret et al., 2002; Chin et al., 2002;
Koh et al., 2013

Troeger et al., 2007

Maia-Brigagdo et al., 2012

Teoh et al., 2000

Scott et al., 2002
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Reference;  Study Timingof ~ MDT  ENL Typeof  Measures Findings
study site(s) population screening status  treatment  samples
Goihman-Yahr 6 ENL, 32 ND ND Excluded Peripheral  Reduction of nitro blue  Increased neutrophil activation in ENL
etal (31, BULL 6 patientson  blood tetrazolium (NBT)
Venezuela treated ENL, 9 steroids except neutrophis
indeterminate, treated ENL. Serum Neutrophil response to Lower neutrophil activation after ENL treatment
11 tuberculoid, endotoxin
14HC Plasma  Effect of addingsera  Sera from ENL did not activate neutrophils
and plasma from ENL to ~from HC
neutrophils of HC
Shereta.  8ENL, 17BT,11 ND ND ENL not Peripheral  PMN leukocyte motilty  Defect in randorm migration, chomotaxis, and
(32); South  lepromatous, HC receiving blood chemokinesis in both ENL and lepromatous
Africa steroidsor  neutrophils patients
other anti- Serum Reduction of nitro blue Reconstitution of PMN leukocytes from HC
inflammatory tetrazolium (NBT) and ENL with sera from ENL led to increased
drugs neutrophil activation
Oveiraetal. 10BULLGENL, ND OnMDT  ND Peripheral  Apoptosis Increased apoptosis in ENL
3); Brazil 8 10HC blood DNA fragmentation Stimulated neutrophils secrete IL-8 and tumor
neutrophis  extracted from necrosis factor (TNFj-a
neutrophils
TNF-aand IL-8
Leeetal. (24) GENL 7LL ND ND ND Skin Microarrays and gene  Genes involved in neutrophil recrutment
USAe expression analysis identified
Abilty of HUVEG to bind  Thalidomide diminished neutrophil binding to
neutrophils from HC HUVECS stimulated with cytokines
Schmitzetal. 62leprosy:22  ENL: Patients  ENL:before  Peripheral  CDB4 expression CD64 upregulated on neutrophils during ENL
@5 Brazie ENL,16HC  beforeand before  and after blood Higher CDB4 on neutrophils from severe ENL
7daysater andafter thalidomide  neutrophils CD64 decreased after thalidomide
thalidomide  MDT

j. also in Table 2; 1, also in Table 3; 5, also in Table 4; ¢, also in Table 5.
B8, mid-borderlne leprosy; BL, borderlne lepromatous leprosy; BT, borderlne tuberculoid leprosy; ENL, erythema nodosum leprosum; HC, healthy controls; HUVEC, human
umbilical vein endothelialcels; ICs, immune complexes; LL, lepromatous leprosy polar; ND, ot described; PMN, polymorphonuclear; SLE, systemic lupus erythematosus; TB,

tuberculosis: TT. tuberculoid leprosy polar.
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Pathology

Pertussis (human)

Varicella (human)

influenza HIN1 (humar)

influenza A/H1N1 virus
(human)

Avian Influenza A H7N9
(human)

Hand, foot and mouth
disease (human)

Hand, foot and mouth
disease (human)

Hand, foot and mouth
disease (human)

Human immunodeficiency
virus (HIV)-associated
neurological disorders
(human)

HIV-encephalitis (human)

Staphylococcus aureus-
induced mastitis (bovine)

Platform/assay

RT-GPCR TaqMan Array Human miRNA

panel (Applied Biosystems)

RT-PCR TagMan Array Human miRNA

panel (Applied Biosystems)

mIRCURY LNA microRNA Arrays (Exiqon)

RT-qPCR TagqMan

RT-GPCR TaqMan Array Human miRNA

panel (Applied Biosystems)

RT-GPCR TaqMan Array Human miRNA

panel (Applied Biosystems)

RT-GPCR TaqMan Array Human miRNA

panel (Applied Biosystems)

mIRNA microarrays (Agilent Technologies)

RT-GPCR

nCounter® miRNA Expression assays
(NanoString)

RT-GPCR TaqMan assays (Applied

Biosystems)
RT-GPCR microRNA panels (Exiqon)

RT-qPCR microRNA panels (Exidon)

TruSeq small RNA sequencing (llumina)

Biological
fluid
Serum

Serum

Whole blood

Serum

Serum

Serum

Serum
exosomes

Serum

Plasma

Cerebrospinal
]

Bovine milk
exosomes

Notable miRNAs detected (arrows
indicate direction of expression)

miR-2021, MiR-342-5p1 miR-2061,
miR-487bt, miR-576-5p1

miR-1971, miR-6291, MiR-3631, miR-
1321, miR-1221

miR-12601, miR-3351", miR-6641, miR-

26al, miR-576-3pf, miR-628-3p1.

miR-1501

miR-171, miR-20at, miR-106at,
miR-37601

miR-148at, miR-1431, miR-324-
3pt, miR-628-3pt, miR-140-5pt,
miR-362-3pt

miR-671-5p}, miR-16-5pt,
miR-150-3p)

miR-4941, miR-29b-3pt, miR-551al,

miR-6061, miR-876-5pt, miR-30c-5pt,

miR-221-3p}, MiR-150-5p)

miR-151a-5pt, miR-194-5pt,
miR-19b-1-5pt

miR-19b-2"1, MiR-9371, MiR-362-5p1

miR-142-5p1, miR-2231

Data
normalization

cel-miR-238

cel-miR-238

Normaiized to
endogenous
controls and the
spike-in control
185 RANA

U6 snRNA

cel-miR-238

cel-miR-238

Standard Agient
normalization
miR-642a-3p

Geometric
mean of top 100
mIRNAS

U6 snRNA

miR-23a-3p and
miR-230-3p

miR-622 and
miR-1266

Upper quantile
normalization

Reference

Geetal. (208)

Qietal (217)

Tambyah et al.
@18)

Moran et al.
(219)
Zhu et al. (220)

Cuietal (215)

Jaetal. (216)

Wang et al.
(119)

Kadietal. (211)

Pacifici et al.
@13

Sunetal. (222)
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Platform/assay Biological Notable miRNAs detected Data normalization Reference
fluid (arrows indicate direction of
expression)
RT-PCR TaqMan MicroRNA assays (Applied Biosystems)  Serum miR-1221, mR-161, MR-223f,  UB SnANA Jietal. (170)
miR-19b1, miR-20at, miR-92at,
miR-106at, let-7b1, miR-194
RT-PCR TagMan MicroRNA assays (Applied Biosystems)  Serum miR-210t cel-miR-39 Song etal. (171)
RT-GPCR miRcute (Tiangen Biotech Gompany) Serum miR-1241 58 ANA Wang etal. (172)
miRNA microarray (Agient Technologies) Plasma  miR-4695-5p1, miR-486-3pl,  Quantile normalization Zhang etal. (173)
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Qualissi et al., 2002b; Borges
et al.,, 2003; Ouaissi and
Ouaissi, 2006

De Diego et al., 1997; Alcaide
and Fresno, 2004
Ropert et al., 2001

Chuenkova and Pereira, 2001;
Ruiz Diaz et al., 2015






OPS/images/fimmu-07-00004-g004.jpg
Macrophage Phagosome Enhanced

bacterial
killing

A

Phago-lysosome
fusion

OmpC/F+ E. coli

e

SLAMF1

Vps34/15 —>» PI
UVRAG

Beclin-1  PI(3)P
Eat-2

' EEA1 _»
-~ PKC-s —>

—> Super-oxide

SLAMF8 "
production





OPS/images/fimmu-07-00004-g003.jpg
APC

MHC
% CD3
F_T_BKCB
yn,
s
Eat-: SAP
Lyn SLAMF (=R
Receptors
DC —> Naive CD4+ T-cell

B-cell —> Memory CD4+ T-cell
GC B-cell €<—> Ttfh-cell





OPS/images/fimmu-07-00004-g002.jpg
\Slamfﬁ S Slamf5 1 MHC / CD58

Slamf5





OPS/images/fimmu-07-00004-g001.jpg
Chromosome 1: Signaling lymphocytic activating molecule gene family

Human

SLAMF8 9 6 5 1 2 7 3 4 SH2D1B
CD353 7/ CD352 CD84 CD150 CD48 CD317 CD229 CD244 7/ EAT-2

Mouse

Sh2d1b2 ~b1 Slamf4 3 7 2 1 5 6 9 8

E5__;7//;-_-_-_-_-_-_-7//;-_-_

SLAMF molecules are predominantly homophilic receptors

Slamf3 Microbe entity binding
Slamf2  Slamf3 ~ Slamf7 ~ Slamf4  Slamf1 Slamfs  Slamf6 Slamf8
Slamf4 Slamf7 ~ Slamf2 ~ Slamft ~ Slamf5  Slamf6  Slamf9  Slamf8

gV

1gC2

T

SAP and Eat-2 binding (ITSM)





OPS/images/fimmu-07-00004-g006.jpg
Step 1_DC-SIGN SMase ASMase+

’ / vesicle
Measles virus Raf-1
ERK
SLAMF1

release genomic material






OPS/images/fimmu-07-00004-g005.jpg
Macrophage / Mast cell

E. coli

TNF-a Signals mediated by SLAMF2





OPS/images/fimmu-06-00607-g001.jpg
TLR

Ospl
TssM IRAK4
\, IRAK1/2 P
Formation of K63 =
and M1

d
polyubiquitin § g
chains
e YopJ IpaH9.8

YopJ
NIeE
PtpA v YopP \/

in K48

\

T e

OspG
NleH1
NieH2
TssM
ChisDub1
Ssel
AvriA

IkBa phosphorylation results
polybuguitination of
IkBa by SCFR/TICP

translocation





OPS/images/fimmu-07-00180-g001.jpg





OPS/images/fimmu-08-00233-t005d.jpg
TABLE 5 | Continued

Reference; Study population  Timing of MDTstatus  ENLtreatment  Type of samples Measures Findings
study site(s) sampling status
Scollard et al. 4 cured leprosy, 10 ND ND ND Blisters Immunoglobulins (IgG, No statistically significant difference regarding immunoglobulins
(82); Thailand p leprosy (5BT, 3BL, induced over 1A, IgM) to whole M.
2LL), 8 ENL patients representative  leprae and to PGL-|
(6LLand 38L), 3TIR, skin lesion
4HC Sera
Sehgal et al. 25 leprosy with ND OnMDT Reactional patients  Lymphocytes  Lymphocyte “The patients with leprosy reactions (both ENL and T1Rs) had
(188); India reactions (of which on prednisolone adenosine deaminase  higher enzyme L-ADA than controls (the enzyme has a role in
11 ENL), 20 leprosy aotivity (L-ADA) activation, differentiation and proliferation of lymphocytes)
without reactions, 10
HC
Sampaioeta.  49BULLofwhich24  ENLatthetimeof MDT was Certain ENL Skinbiopsies  MCH Il and ICAM-1in  MHC Il and ICAM-1 on epidermal keratinocytes in ENL.
(139); Brazils  ENL developing ENL,  continued during thalidomide histology downregulated with thalidomide
during thalidomide ~ throughthe  treatment
treatment, or study
after thalidomide
treatment
Santos et al. 10ENL, 59LL/BL 4 ND OnMDT No antireactional ~ PBMC, Monocyte activation  No significant difference in monocyte activation between the
(129); Brazily ~ TIR, 4 post-reactional treatment before  Monocytes. by procoagulant different groups No significant dfferences in HLA-DR between
blood collection activity, HLA-DR groups
Singh etal. (189); 44 active ENL, 48 prior ND ND Untreated samples ~ Serum Antibodies against  Antibodies against a specific distinct peptide region only in
India history of ENL, 125 B cell epitopes of M. patients undergoing ENL.
stable lepromatous, 40 leprae recombinant
HC ot endemic protein LSR
Kiayet and 67 BULLacute ENL,  ND MostonMDT ~ ND Plasma M. leprae-specific 1gG  Lower concentrations of all IgG subolasses during ENL but lower
Hussain (190); 83 non-reactional BL/ but 83 non- subclasses 1gG1 and IgG3 during ENL before treatment
Pakistan LL, 77 endemic HC reactional less
than 2 weeks of
MDT
Kifayet et al. 13 ENL acute and During acute ENL ~ ND ND Plasma IgG subclasses Polyclonal IgG1 elevated in acute ENL compared LL controls and
(191); Pakistan  post-remission of (n=18) and after M. leprae-specific  decreased when ENL subsided
reaction, 16 non- the reaction has antibodies; 19G2 antibodies lower during acute ENL and increased after
reactional stable LL, 32 subsided B-cells Detection and reaction has subsided
endemic HG enumeration of Discrepancy in serum concentrations and B cell frequency
antibody-secreting
8 cells by ELISPOT
Vieira et al. (131); 95 MB leprosy (0LL At leprosy Timeof MDT ~ Sample before  Serum Girculating anti-neural ~ Detection of anti-neural (anti-ceramide and anti-

Brazily, &

and 65 BL) of which
51ENL

diagnosis and at
onset of reactional
episode

for each ENL.

thalidomide and

patients in study ~ steroids?

and antimycobacterial
antibodies

galactocerebroside) antibodies in ENL sera.
No difference between reactional and non-reactional
lepromatous patients regarding IgM antibodies

Higher levels of anti-cerarmide IgM and diminished levels of
anti-galactocerebroside antibodies in reactional compared to
non-reactional patients
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TABLE 5 | Continued

Reference; Study population  Timing of MDTstatus  ENLtreatment  Type of samples Measures Findings
study site(s) sampling status
Rojas etal. (05 19 ENL, 10BULLnon- ND Both untreated  ND Serum ANti-PGL-1 IgM, IgM anti-PGL-| and IgG anti-10-kDa heat shock protein
Brazil ENL patients, 13 family patients and 19G responses to antibodies were constituents of the immune complexes in
contacts; 15 healthy patients on MDT recombinant 10-kDa  patients with ENL while free antibody levels did not differentiate
non-contacts for 1-72 months heat shock protein  between ENL and non-ENL patients
Beuria et al 18ENL, 44BULL 62 ND Most patients ~ ND Serum 19G subclass levels to  ENL patients showed a significant fall in IgG3 antibody to MLSA
(192); India BT/TT, 17 HC onMDT M. leprae sonicated and PGL-| compared to BL/LL leprosy controls
antigens (MLSA) and
PGL
Freire et al. (193); 59 leprosy (including 12 ND 1142 ENL ND Serum Anti-neutrophil ANCA are present in 28.8% of leprosy patients but are not
Brazil ENL), 60 HC were on MDT oytoplasmic related to vascuits in the ENL reaction and are not a marker of a
and 1/12 with antibodies (ANCA)  specific clinical from
dapsone
Partida-Sanchez 9 ENL, 10non-ENL  Beginning of Al patients on  Before thalidomide,  Plasma IgM and IgG antibody ENL at the onset of reaction had slightly higher anti-M. leprae
etal. (142); leprosy, 10 HC reaction and after  MDT second sample subclasses to M. 19G1 and IgG2 antibodies compared to non-ENL but not
Mexico & 1and 2 months of after 1 month leprae sonicated statistically significant
thalidomide o thalidomide extract
and third after
2 months
Stefani et al. 600 leprosy: 31 ENL,  Untreated BeforeMDT  Untreated Serum IgM and IgG Patients presenting with TR o ENL at leprosy diagnosis have
(194); Brazi 45 TIR, HC treatment anti-PGL same level of IgM anti-PGL-| antibody response as leprosy
patients without reactions at diagnosis
Beuria et al. 44BULL, 62 TT/BT, 18 ND BL/LL: 90%on  Steroids after Serum 19G1,19G2, 1963 and  Reduction in 1gG3 in ENL compared to active BL/LL.
(195); India ENL, 15 T1R, 17 HC MDT collection of 19G4 to LAM Higher IgG1 in ENL than T1R
TI/BT: mostly ~ samples
untreated
Hamerlinck etal. 13ENL,22T1R,26  Serialsamples ~ 13ENLbefore  During ENL before ~ Serum Neopterin T1Rand ENL higher neopterin levels compared to non-reactional
(196); Philippines, leprosy unveactional,  during MDT: 2 MDT,2ENL treatment individuals
Netheriands 10 HC ENLfolow-up  during MDT Corticosteroid treatment reduces levels of neopterin
and received
corticosteroids,
14 leprosy free of
reactions, 4 TIR 6,
12, 18, 30 months
during follow-up
Mahaisavariya 95 leprosy patients: 63 A biopsy at time of ND Before Skin Mast cells Reduction of mast cell counts in both T1R and ENL compared to
etal. (197); non-reactional, 19 TR, - diagnosis and an antireactional non-reactional patients
Thailand 13 ENL additional biopsy treatment?
later, in some

cases at the time
of reaction
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TABLE 5 | Continued

Reference; Study population  Timing of MDTstatus  ENLtreatment  Type of samples Measures Findings
study site(s) sampling status
Schon et al 4ENL 5TIR ND ENL cases: Steroids Urine Urinary levels of Urinary nitric oxide metabolites decreased significantly after
(198); Ethiopia 2MDT metabolites of NO  steroid treatment
untreated and 2
MDT-reated
Antunesetal.  BENL,3TIR First biopsy during  On MDT Thaiidomidefor  Skin Neuropeptides; Increase mast celss in the inflammatory infitrate of the reactional
(199); Brazi reactional episode ENL quantification of mast  (both T1R and ENL) biopsies compared to non-reactional
and second during cells and their subsets
remission
Radaetal. (200 29ENL, 19MBnot  Before treatment  Untreated Untreated samples ~ Serum Nitrite/Nitrate levels  Supernatants of PBMG from ENL patients significantly elevated
Venezuela reactional, 11 PB, samples PBMC levels of nitrite/nitrates compared to LL or tuberculoid leprosy
28HC
Sunderkotter  Skin Biopsies: 41 Untreated samples ~ Skin biopsies: ~ Before treatment  Serum MRP8, MRP14 Increase of serum levels of MRPS and MRP14 in ENL.
etal. (201); Brazi non-reactional leprosy, 42 untreated with steroids or Skin Higher percentage of MRP8* and MRP14* cells in ENL skin
8 ENL, 10 T1R; Serum non-reactional  thalidomide lesions than non-reactional
samples: 16ENL, 5RR, leprosy
7TT,138T/BBALL, 8 ENL of which
19HC 5MDT
Nigam et al 80leprosy: 10 ENLand ND ND ND Serum Deaminase Deaminase levels were higher in patients with reaction
(202); India 10 TIR; 20 HC
Vilahermosa 22 ENL Before thalidomide  MDT was Samples untreated  Urine Neopterin ENL higher neopterin values in urine than HC
et al. (134); administration continued for antireactional
Philppines v, 8 and at study during the study  drugs and during
weeks 3and 7 thalidomide
during thalidomide treatment
treatment
yeretal (143 131 leprosy patients  ND Patients were  Precnisoloneto  Plasma. Neopterin Neopterin no significant difference between ENL and non-ENL
indonesia & (44 ENL), 112 HC classified treat reactions
irespective of
MO status
Mohantyetal. 14 ENLbeforeand  Before Al patients on  Before Urine Urinary nitric oxide  Urinary nitric oxide metabolite higher in ENL compared to non-
(203); India after resolution of ENL,  commencing mDT commencing metaboltes reactional LL
5L antireactional antireactional These levels were reduced with resolution of reaction following
therapy and after treatment antireactional therapy
resolution of ENL
Santos et al. 8 leprosy: 3 ENL ND MDT during the ~ Thalidoride during  PBMC B7-1 expression (fow  Higher B7 expression in ENL and T1R patients than non-
(204); Brazi study: length of  the study Skin cytometry and IHC)  reactional in both PBMG and cutaneous lesions

MDT descried
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TABLE 5 | Continued

Reference; Study population  Timing of MDTstatus  ENLtreatment  Type of samples Measures Findings
study site(s) sampling status
Siva et al. (205); 25 leprosy: SENLand 0, 2, 4, 6, and All patients on Untreated Plasma PGL- levels Serum PGL-| levels did not differ significantly between ENL and
Brazi 8TIR 12 months of MDT  MDT non-ENL
Neopterin No significant correlation of neopterin between ENL and
non-ENL
BiitoMdeetal. 104 reactionsafter  ND Al patients were  ND Plasma ML flow (1gM “The patients with positive serology after MDT presented a 10.4
(206); Brazi completion of MDT (44 treated with anti-PGL-| positive  fold greater chance of developing post-treatment reactions (ENL.
ENL), 104 with no post- MDT; half had serology) or TIR)
treatment reactions finished MDT
BENY
yeretal. (207);  78leprosy (36 ENLand ND 30untreated  Reactionswere  Serum Chitotriocidase Serum citotriosidase activity elevated in ENL compared with HC
indonesia 3T1R), 36 HC and 48 treated  treated using but not with non-ENL leprosy
patients prednisolone Skin Significant decline of serum chitotriosidase following
corticosteroid treatment in ENL.
Leeetal (24  BENL 7LL ND ND ND Skin Microarrays and gene  Upregulation of gene expression: in ENL lesions of the selectin
USA« expression; IHC for  family of achesion molecules
E-selectin IHC: higher levels of E-selectin in ENL lesions
Massoneetal.  20leprosybiopsies  Biopsiesatthe 10, 12and Untreated Skin Presence, frequency  CD123 expression was observed in 2/3 ENL biopsies
(116): Brazily  (3ENL) time of diagnosis 13 months after and distribution
beginning of of plasmacytoid
MDT for LL dendric cells
Radaetal. (135) 81LL,41BL 4188, ND ND ND Blood Serological Mean antibody values against complete mycobacterial proteins
Venezuela y 3% BT immunological tests to _higher in non-reactional individuals
various mycobacterial
proteins
Teles etal. (176); 32leprosy: 10ENL, 4 ENLpatients Al patients were ND Skin MMP-2, MMP-9, RT-PCR for MMP-2 and MMP-9 versus TIMP-1 in ENL
Brazil & 8TIR before and during  receiving MDT Serum TIMP-1 sequential samples in 4 ENL patients: TNF-a, MMP-2 and MMP-
reaction biopsy 9 mRNA enhanced IHC and confocal microscopy: absence of
samples MMP positivity in ENL epidermis ELISA in sera of ENL_: elevated
MMP-9 but not TIMP-1 compared to non-reactionl patients
Jadhavetal. 303 MB folowed upfor Serumsamples  Newly registered Untreated Serum Antibodies to PGL-I,  No statistically significant outcome for ENL
(149); Indias  2years: 5 ENL at the time of MB patients: no LAM, ceramide, $100
recruitment mDT
Lockwood etal.  303newMB leprosy ~ Skinbiopsiesat  BeforeMDT  Before Skin Immunostaining for  Reactional biopsies had significantly fewer CDG8" cells than
(178); Incia & (13ENL) enroliment treatment antireactional CDB8 and iNOS non-reactional
started treatment Nearly all biopsies in the LL group had CDB8" cells present and
these were ot altered in ENL
Nerve ENL showed some iNOS staining but not significant differences

with non-ENL
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TABLE 5 | Continued

Reference; Study population Timing of MDTstatus  ENLtreatment  Type of samples Measures. Findings
study site(s) sampling status
Martinivk etal. 7 ENL Pre- and post- ND Pre- and post- Skin RT-PCR for hRORyT,  Reduction in CD70, GARP, IDO and increase of RORyT, ARNT
(179); Nepal and treatment with treatment with hCD70, hCD27, following thalidomide treatment
USAS thalidomide thalidomide hPLZF-1, hCTLA4,
hAHR, hiNOS2,
hARNT, hiDO, hGARP,
hCD46
Singh et al. (208); 240 leprosy: 19ENL,  ND ND ND Serum 19G antibodies against No significant difference in ENL.
india 69 BULL keratin
Dupnik etal. (56); 11 ENL, 11 T1R, ND 3/11ENL Excluded patients  PBMC Microarray and GPCR  Top 3 KEGG pathways in ENL were S.aureus infection, SLE,
Brazil p, § 19 leprosy controls pre-treatment,  on steroids for transcriptional cytokine-cytokine receptor interaction
without reactions for 2/11ENLon  within 7 days profile of PBMC; No significant difference in the proportion of circulating
microarray; addtional treatment and  and thalidomide Flow cytometry for  monocytes between reactional and non-reactional PBMC
28 leprosy (6 ENL, 11 /11 post- within 28 days of monocyte populations
TIR, 11 non-reactional) treatment; enroliment
for gPCR validation; 3 leprosy controls
ENL for IHC matched
for stage of
treatment
Mandal et al. 15 reactional (both ENL  ND ND ND PBMC Vitamin D receptor Al the individuals with low VDR expression manifested ENL
(209); India and T1R), 15 HC (VDR) mRNA
Dias etal. (80 30 ENL, 24 BULL, Upon diagnosis of - BL/LL before  Before treatment  PBMC Expression of TLR9  Skin lesions and PBMC of ENL express higher levels of TLR-9
Brazil § 31HC reaction MDT but most  with thalidomide o ~ (monocytes,
ENLOnMDT  steroids Bcels, pDCs)
Skin
Schmitzetal. 62 leprosy: 22 ENL,  ENL: before Patients before  Before and after  Skin CDB4 expression by CD64 mRNA and protein expressed in ENL lesions
(25); Brazil « 16 HC and 7 daysafter  andafter MDT  thalidomide QPCR and IHC Thalidomide reduced CDB4 expression
thalidomide

@, also in Table 1; f, also in Table 2; y, also in Table 3; 5, also in Table 4.
BB, mio-borderiine leprosy; BL, borderine lepromatous leprosy; BT, borderiine tuberculoid leprosy; ENL, erythema nodosum leprosum; HC, healthy contros; ICAM-1, keratinocyte intracelluiar adhesion molecule 1; ICs, immune

complexes; LAM, lipoarabinomannan; LL, lepromatous leprosy polar; MLSA, M. leprae sonicated antigens; ND, not described; PGL I, phenolic glycolioid I; SLE, systemic lupus erythematosus; T8, tuberculosis; TT, tuberculoid leprosy;
polar. %GO, proportion of oligosaccharide chains on the Fc fragment of IgG which terminate with N-acetyiglucosamine and not galactose.
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Reference; Study population  Timing of MDTstatus  ENLtreatment  Type of samples Measures Findings
study site(s) sampling status
Waters et al. (22); 38 lepromatous ENL  ND ND ND Serum Immunoglobuiins No differences in immunoglobuiin levels
United Kingdom
and Malaysia
Reichinetal.  13LLofwhich7ENL  ND ND ND Blood Euglobuiin IgG. Levels of euglobuiin IgG higher in the ENL-positive patients than
(180); Malaysia Serum IgG in ENL-negative patients
Anthony etal. 25 LLENL, 10LL Active ENL ND ND Serum Immunoglobuiins High levels of immunoglobuiins in both LL and ENL
(60); Incia p without ENL lesions?
Harikrishan et al. 20 active LL; 15 ENL  ENL: during ND ND Plasma Immunoglobuiins 19G, ~ Serum levels of IgG and IgM during subsidence of ENL were
(71); India during active and the active and IgM, IgA significantly lower compared to that during the active phase of
subsided phase; 20 HG ~ subsided phase ENL
Humphres etal. 14 LLENL, 28BULL,  Muliple Serial 10A9 L Corticosteroids day PBMC Natural kllr cel Natural kiler cel activity significantly depressed in ENL.
(181); USA 21HC sampling patients prior to iniial assay activity
untreated, 9/19  for NK activity and
LL patients was continued
Dapsone through treatment
Rea and Yoshida 108 leprosy (4 ND 54untreated  Untreated Blood Macrophage Positive serum inhibitory actity strongly associated with
(182); USA untreated ENL, 14 patients reactional states (ENL or T1R or Lucio's reactior) in both treated
dapsone-treated active and others activity and untreated patients
ENL, 10 dapsone- dapsone-treated
treated inactive ENL),
25HC
Mille et al. (183); 9leprosy: 3T1Rsand  Serial sampling  On MDT Reactional Plasma Antibodies to High levels of antibody to Arabinomannan in 2 ENL patients
UsA 2ENL from date of episodes were Mycobacterial
initation of therapy treated with Arabinomannan
untilthe first year corticosteroids and
of treatment 1 ENL received
thalidomide
Narayanan etal. 35 leprosy patients: 7 ND ND ND Skin B cells No increase of B cells in any of the lesions
(89); India y LL with ENL, 6 BT, 6
BT with T1R, 4 BL, 56L
with T1R, 8 LL
Reaetal (96  19ENL, 67BULL4LL ND Some patients  ENL before PBMC B-cells B-cell percentage in the PBMG of ENL similar LL
UsAy with Lucio's, 13 T1R, onMDT receiving
18 Tuberculoid, 13 thalidomide

Tuberculoid long-term
treatment
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Reference; Study population Timing of MDTstatus  ENLtreatment  Type of samples Measures Findings
study site(s) sampling status
Schwerer etal. 121 leprosy (including  ND ND ND Serum Anti-PGL11gM levels  Serum anti-PGL | IgM levels lower in ENL compared to patients
(184); USA ENL), 28 contacts, with comparable BI
15HC
Andreoli et al. 12 ENL ND Al patients Treated with Serum Circulatory IgM During ENL: decrease of circulatory IgM antibody levels to PGL.
(40); India onMDTwith  prednisone and/or antibody levels to the | but no significant change to IgG, IgM or IgA antibody levels to
specified thalidomide PGLI;IgM, 19G, IgA  the soluble antigens from M. leprae
duration antibody levels to
M. leprae antigenic
preparation
Laaletal (94 15ENL, 13LL During active ENL Treatment with ~ First sample PBMC B cells B-cell percentages in PBMC of ENL patients were similar to
indiay andiweekto  combination  before initation those of uncompiicated LL
4 months after antileprosy of antireactional
stopping treatment  drugs was. treatment; second
continued sample 1 week
throughout t0 4 months after
treatment
Blavy etal. (185); 34 ENLand 50 leprosy ND ND ND Lymphocytes  HLA phenotyping Not significant findings of any HLA phenotype regarding ENL
Senegal patients
Levis et al. (186); ND ND ND ND Serum IgM and 19G ENL lower anti-PGL-I IgM than non-ENL of comparable BI
USA antibodies to PGL-1
RaoandRao 44 ENL,39LL, 22 ENL cases before  From 39 ENL before startingBlood 8 lymphocytes in B cels: no diference between groups
(123); India y post-ENL starting treatment  non-reactional: ~ ENL treatment, peripheral blood
for ENL, post-ENL 20 untreated  post-ENL after
after the patient  and 19 with the patient had
had not taken dapsone for less ot taken anti-
anti-inflammatory  than a year inflammatory drugs
drugs or steroids or steroids for at
for at least 3 and least 3 and 7 days
7 days
Sehgal et al. (76); 21 patients with leprosy ND ND ND B-cells Percentage During ENL a significant increase in the percentage and
India p reactions either T1R Serum and absolute absolute count of B-lymphocytes Significantly elevated serum
orENL count of B-cells; immunoglobuiin values after subsidence of ENL
Immunoglobuiins IgG,
IgA, IgM
Levisetal. (187); 40ENL, 63leprosy ~ ND ND ND Serum IgM antibody to No correlation between Ig or IgG Ab to LAM and bacilary index
USA without ENL, HC PGL; IgM and IgG
Abs to M.th and M.

leprae LAM
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Reference; Study population  Timing of MDTstatus  ENLtreatment  Type of samples Measures Findings
study site(s) sampling status
RaoandRao 44 ENL, 39 ENLblood before 20 patientsno  Beforestarting  Blood Leukocyte migration  Lower migratory indices to whole M. leprae during ENL
(85); India lepromatous, 22 Starting ENL. previous MDT  treatment with anti- inhibition test
post-ENL treatment, post-  and 19 treated  inflammatory drugs
ENLafter patient  with dapsone  or steroids
does ot take any
anti-inflammatory
drugs o steroids
for the last 3 or
7 days
RaoandRao 44 ENL,39BLAL,22  ENL before 20BULL Before starng ~ Serum 19G, IgA, Igt 19G and IgM decreased in ENL than lepromatous and post-ENL.
(78); India p post-ENL Starting anti-ENL  untreated and  treatment with Serum IgA elevated in ENL than lepromatous group and further
treatment, post- 19 BU/LL treated steroids or anti- increase post-ENL
ENL ensuring that ~ with dapsone  infilammatory drugs
the patient had
not taken anti-
inflammatory drugs
or steroids for at
least 3 or 7 days
Filey etal. (168); 7 ENL Before, duingand Al patientson ~ ENL was treated  Serum %GO During ENL%GO transiently raised, and this rise paralels an
india afterthe episode  MDT vith steroids and/ increase in circulating IL2R
or thaiidomide
Bhoopatetal.  57ENL(19acute/38  26BLand35LL  ND When treatment  Blisters IgM antibody to PGL-1 - IgM antibody to PGL-1 and Tac peptide levels were elevated in
(127); Thailand y ~ chronic), 61 active L, newly diagnosed with corticosteroids induced overa  and Tac peptide chronic ENL lesions.
33 control patients and untreated and/or thalidomide  representative Corticosteroids reduced IgM antibody to PGL-1 but did not
‘whose leprosy had was initiated skin lesion change the levels of Tac peptide
been cured precise timing
‘was recorded with
respect to the time
of collection of
specimens
Ramanathan  26BULLofwhich11  Bloodwastaken Untreatedand Treated butafter  Serum 19G, IgA and IgM ENL no significant relation with immunogiobuiin levels
etal. (49); Indiap  ENL, 24 HC before nitiation ~ then on MDT  blood sampling
of treatmentand  samples every
thento 2-month 2 months
intervals up to
20 months.
Sulivanetal.  ND ND ND ND Skin ICAM-1, ICAM-1 Prominent keratinocyte IGAM-1 expression
(173); USA & ligand LFA-1
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5'-TTC CAG GAG ACC TTT
GAG GA3'

5'-AGG GAA ACC TCA
TCC GTT TG-3

5'-AGG GAA GCA AGC
ACT GGA TA-3"

5'-GGG TCA GTG TGA
CCG AGG AT-3'

5'-TGG GOC TCC ATA TGA
CCT CGA GTA G-3'
5'-TCA GAT CTC TTC AAG
GCT GTG CTG-3

5'-AGC CGA CTC GTT
CCTTICTC-3

5'-AGC CCC CAG TCT
GTATCC TT-3

5'-CCG GAG AG GAGA
CTT CAC AG-3

5'-ACT CAT TGT GGC TGT
GGA GAA G-3'

5'-CGG GTG ACA GTA
TCA GCA AC-3

5'-AGA GTG AAA AGG
CGG AAT CT-3

5'-CGA GGA AGA TTC
CCACAG AG-3'

5'-GGT AGT AAG GGC TGG GGA
AG-3

5'-GAG CCG GAA ATA AGG CAC
AG3

5'-GCT GGC TGG AAT CAC ATC
T3

5'-GGA AGT CAG AAG TGG GTG
GA3

5'-TCA AAG GCT TGT AAA TTG GAG
GAG T3

5'-GTG CCA AAT GAG TTC AGA GTG
ATG-3"

5'-CGT ATT TGC GGA TCA GAC C-3'

5'-CTC CCT TTG CAG AAG TCA
GG-3'

5'-TTC TGC AAG TGC ATC ATG
GT-3"

5'-GCC GTC TTT CAT TAC ACA
GGA-3'

5'-GAC AAA CTT CTG CCT GAC
GA3

5'-TTT GTA CTG AGC ATC CAG
CA-3'

5'-CAG TGA AGT CAC AGC CCT
CA3
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TABLE 4 | Continued

Reference; Study population Timing of MDT status ENL treatment status  Type of samples Measures Findings
study site(s) sampling
Sampaioetal. 18 MBwith ENL  Biopsies at 7patientswith  Pentoxyfyline, 2ENL  PBMC Serum TNF-q, IL-6,  Elevated TNF-a n the sera of ENL
(147); Brazi (6BL/13LL) diagnoss, at onset  ENL newly patients on thalidomide IL-10
of reaction, and after ~diagnosed; others Serum TNF-q, IL-6, IL-10 Treatment with pentoxifyline reduced TNF-a
3and/or 7 days on MDT release by PBMC  Serum levels of IL-6 increased during ENL
of pentoxifyline; following M. leprae  High TNF-a mRNA expression i lesions during ENL which
Serum: day 0 stimulation or LPS  decreased following treatment with pentoxifyline
(during ENL), stimulation
3-7,10-14,30 Skin TNF-a, IL-6, IL-10 IL-6 mMRNA reduced by up to 50-fold after treatment
and 60 days after gene expression at
pentoxifyline skin
Moraes et al. 53leprosy: 20 Atthe time of MOT was No anti-inflammatory ~ PBMC IL-1, IL-6, IL-8, In 7 ENL higher incidence of IFN-, perforin, GM-CSF, IL2R
(161); Brazi ENL, 11 TIR leprosy diagnosis  continued through ~ drugs at the time of GM-CSF, IFN-yJL-  mRNA in blood
(unreactional) and  the study ‘sample collection 2RpS55, perforin, Upregulation of IL-1p, IL-6, GM-CSF, IL-2R, IFN-y mRNA in
at the onset of first TNFp, TNF-a mRNA  blood at onset of ENL at 3 ENL follow-up
reactional episode in PBMC;
(reactional) 3 patients sequential  Skin IL-4, IL-6, IL-8, IL10,  Skin lesions ENL: IFNy and IL-4 differentially expressed
‘sampling and ater IL-12, IFNy, TNFa
thalidomide mRNA in skin
Oliveira et al. 10BULL: 6ENL, ND OnMDT ND Blood, TNF-a, IL-8 Stimulated nevtrophils secrete IL-8 and TNFa
(33);Brazil « 10HC PBNeutrophils Increased TNF-u secretion from neutrophils after LPS
stimulation
Thalidomide inhibited TNF-a by neutrophils
Goulart et al, 19leprosy: 5 Untreated samples ~ Untreated Untreated samples PBMC TGF-p1in Adherent PBMC from ENL secrete higher TGF-f1
(174); Brazil ENU3TIR, 9HC samples. supernatants from
adherent PBMC after
stimulation with PGL-
1, LPS or serum-free
RPMI
Moraes et al. 13MB: 10ENL,  Beforeandduring Al patientson  Before and during Skin MANA expression:  Expression of IFN-y, IL-6, IL-10, IL-12 p40, TNF-a at the onset
(164); Brazil 3TIR pentoxyfiline or mDT pentoxyfiline or IFN-y, IL-6, IL-10,  of reactional episodes (T1R and ENL) but IL-4 rarely detected
thalidomide thalidomide IL-12 p40, TNF-a,  Follow-up: TNF-a mRNA and IFN-y, IL-6 and IL12p40 mRNA
IL-4 decreased after thalidomide or pentoxyfyline
Nathetal. (162 36ENL 105TT/ ND Alpatientson ~ ENL patients before  PMBC IFN-, IL-4, IL-10,  ENL: 58% demonstrated a polarized Tht pattern with only
india BULL 7T1R, 9HC MDT antireactional treatment IL-12 30% expressing both cytokines
Nathetal. (163); 1BL7LLENL 2 ND Most patients on ~ ENL patients priorto  PBMC Real-time PCR IFN-y detectable in all and IL12p40 in half of ENL IL12p40
india BL/6 LL8 stable MDT antireactional therapy forlFN-y, IL4, 1L10,  mRNA higher in ENL compared to stable lepromatous
pA0IL12
Sampaioeta.  15lprosy: 10  ND On MDT ND PBMC, TNF-aafter Isolated monocytes from ENL released significantly more
(157); Brazi ENL monocytes, stimulation with M. TNF-a in response to M. leprae than monocytes from
monocytes/T- leprae non-reactional
lymphocytes

cocultures
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Reference; Study population Timing of MDT status ENL treatment status Type of samples Measures Findings.
study site(s) sampling
Tadesse et al. 14 BT, 11 BTT1IR, ND ND All ENL treated with PBMC TNF-a in culture Thalidomide resulted in suppression of TNF-a production
(132); Ethiopiay ~ 8 ENL, 11 HC steroids supematants
Haslett et al. 20ENL,20LL  Blood samples: Al except 1 Excluded patients Plasma Plasma levels of Girculating TNF-a levels lower at ENL diagnosis than controls
(115); Nepal withnohistory  days0,3,7, 14,and patient) on MDT  who had received IFN-y, TNF-a, soluble
of ENL withinthe 28 of thalidomide; immunomodulating IL2R, IL-12, IL-12
preceding 30 days  ELISPOT: days 0, 7, therapy within the pd0 and IL-12 p70
21,and 28 preceding month Toells ELISPOT for IFN-y;  Upward trend during thalidomide ENL baseline plasma levels
Flow cytometry: Flow cytometry for  of IL-12 lower than control
days 0, 7, and 21; oytokine production
GRT-PCR: PBMCs by T cells
0ays 0,7, 21 Skin QPCR: IL-2 genes  Baseline levels of sIL2R higher in ENL than controls.
Thalidomide increased T cel subsets expressing both IL-2
and IFN-y
Vilahermosa 22ENL Before thalidomide  MDT was ‘Samples untreated for  Plasma TNFa, IL6 TNF-a levels not detected
et al. (134); and at study weeks ~ continued antireactional drugs and IL-6 unchanged or reduced following thaiidomide from week
Phiippines v, e 3and 7 during during thalidomide Oto week 3
thalidomide IL-6 undetectable at weeks 3 and 7
Belgaumkar etal. 71 BT/BB/BL, Untreated samples  Untreated Patients on antileprosy ~ Serum IL-6, IFN-y The one patient with ENL had higher levels of IL-6 and IFN-y
(169); India 11 pure neuritc, samples treatment or steroids in comparison to the BL/LL patients without reactions
6TIR,1ENL, were excluded
30HC
yeretal (143; 131 TI/BT/BB/  ND Patients on MDT  Prednisolone to treat ~ Serum IL-6, IFN-y, TNFa,  IFN-y and IL-6R increased in ENL compared to non-ENL
indonesia e BULL, 44 ENL, 5 reactions IL-6R, IL-10, IL-4,  Gompletion of corticosteroid treatment: IFN-y, TNF-a, SIL6R
TIR, 112 HC scD27 decined
Stefani et al. 10ENL, 10 T1R, Newly detected Untreated Untreated samples Plasma TNF-a, IFN-y, IL-6, IL-7 and PDGF BB elevated in ENL
(151); Brazi 29 non-reactional  untreated patients  samples. IL12p70, IL-2, IL-17,
controls IL-1p, IL-6, IL-15,
L5, IL-8, MIP-x,
MIP-B, RANTES,
MCPI, COL11/
eotaxin, CXCL10,
IL-4, IL10, 1L13,
IL-1Ra, IL-7, 1L-9,
G-CSF, PDGF BB,
bFGF, VEGF
Motta et al. (175); 44 leprosy of Baseine and 7 days  ND ND Serum IL-1, TNF-a, IL-6,  No specific finding for ENL
Brazil which 15 ENL,  ater therapy for oral IFN-7,IL-10
10HC infection
Teles etal. (176); 32leprosy: 10 4 ENL patients Allpatientson  ND Skin TNF-a gene PBMG stimulated with M. leprae: upregulation of gene
Brazi ¢ ENL, 8 TIR beforeand during  MDT PBMC expression and levels ~ expression of TNF-a and increase of TNF-a in superatants
reaction in supernatants after 1,3,and 6 h
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Reference; Study population Timing of MDT status ENL treatment status Type of samples Measures Findings.
study site(s) sampling
Jadhav et al. 303MB:SENL  Serumsamples  Newly registered:  Untreated Serum TNF-a No significant outcome for ENL
(149); India e at the time of noMDT
recruitment
Madan et al. 61leprosy: 4 ENL  Untreated samples,  Untreated Patients on steroids ~~ Serum TNF-a, IFN-y, IL-1p, Al cytokines were raised in reactional (both T1R and ENL)
(144); India and2ENLduring  during reactional  patients were excluded IL-10 compared to non-reactional IFN-y, IL-1p and IL-10 were
study episodes and after higher in ENL but only IL-10 was statisticall significant
completion of compared to T1R
treatment Levels of all cytokines decreased after MDT
Rodrigues etal.  18LLwith ENL  Beginning of Samples before  Untreated samples and ~ Serum TNF-a TNF-a higher during ENL than prior to the reaction
(145); Brazi during treatment;  leprosy treatment,  and during MDT  after treatment with
13 non-reactional  at diagnosis of prednisolone
BT, 37 non- reactional episode
reactional B/LL, ~ and at 3-5 years
25 BLwith TIR post-treatment
during treatment;
21HC
Chatanyaetal.  21ENL 80 TIR,  Untreated samples  Untreated Untreated samples Serum IL-17F IL-17F elevated during T1R but no significant difference in ENL
(177); India 80 leprosy without samples
reaction, 94
non-leprosy
Lockwood etal.  303MBleprosy:  Skinbiopsiesat  Before MDT Before antireactional  Skin TNF-aand TGF-p  TNF-a: similar levels ENL and non-ENL TGF-p: no difference in
(178); India e 18 ENL enoliment treatment immunostaining ENL and non-ENL
Martiniuk etal. 7 ENL Pre- and post- ND Pre- and post- Skinbiopsies  RT-PCRfor hiL-17A,  IL17A, was consistently seen before and after thalidomide
(179); Nepal and treatment with treatment with hiL-178, hL-17C, Reduction in IL17B, IL17E and increase of IL17C following
USAe thalidomide thalidomide hIL-17D, hIL-17E, thalidomide
hIL17F
Sousa et a. SBENL,54TIR,  ND 63.8% presented  ND Plasma L6 Higher IL-6 in ENL and T1R compared to non-reactional
(170); Brazi 16 reaction-free ENL during MDT
leprosy
Abdallah etal.  43leprosy: 6 ENL, Untreated samples  Untreated Untreated samples Serum IL-17, 1L-4 Overproduction of L4 in LL patients
(171); Egypt 43HC samples
Sainietal (136 21MB:16ENL,  ENLbloodduing  Duration of MDT  ENL patients received  PBMG PBMC stimulated  During ENL stimulated PBMC showed IFN-y release
india y 5TIR reactionand at 0.5 described steroids with M. leprae,
and 1 year after the recombinant Lsr2 and
onset of reaction 6 synthetic peptides
spanning the Lsr2
sequence: IFN-y
Abdallah etal.  43leprosy: 6 ENL, Untreated patients  Untreated Untreated samples Serum IL-1, L4, IL12p70,  IL-4 highest among LL compared to ENL
(109; Egypty ~ 40HC samples. IFN-y
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Reference; Study population Timing of MDT status ENL treatment status Type of samples Measures Findings.

study site(s) sampling

Attiaetal. (110);  43leprosy: 6 ENL, Untreated samples  Untreated Untreated samples Serum IL-17,1L-22, 110, No statistically significant difference between groups

Egypty 40HC samples TGF-p

Berrington etal. 85 leprosy: 9 ND ND ND Skin RT-PCRfor CCL1,  CCL18, IL12b and CD14 elevated i lesions of ENL but failed

(167); Nepal ENL, 35 BULL CCL2, CoLi7, o reach significance when adjusted for multiple comparisons.
non-reactional CCL18, IFNAT,

IFNAS, IFNB1, IFNG,
IL10, IL12a, IL12b,
IL13, IL17a, IL18,

IL1b, IL1ra, IL21,
1L22, 1L.23, IL27, IL29,
L4, L6, TNF
Sallam et al. 43leprosy: 6 ENL, Untreated samples  Untreated Untreated samples, ~ Serum IL-1p, IL-12 Higher IL-1 in ENL compared to non- reactional
(166); Egypt 43HC samples excluded patients on No significant difference for IL-12
corticosteroids
Dupnik et al. (58); 11 ENL, 11 ND 3/11ENLpre-  Excluded patientson  PBMC Microarrays followed  Gytokine-cytokine receptor interaction has been in the top
Brazil p, e TIR, 19 leprosy treatment, 2/11  steroids within 7 days by aPCR 3KEGG pathways in ENL CCLS followed by IFN-y was the
without reactions ENL on treatment ~ and thalidomide within most significant upstream regulator of the expression changes
for microarray; 6 and 6/11post- 28 days of enrolment in the array
ENL, 11 T1R, 11 treatment; leprosy
non-reactional controls matched
for GPCR; 3 ENL for length of
for ICH treatment
Sainietal (113); 66leprosy: 15 Newly diagnosed  Untreated Untreated samples PBMGC Antigen (MLSA) IL-23A MRNA expression increased in ENL
india y TIR, 15ENL, 36  leprosy patients  samples stimulated and 1L-23R expression increased in ENL
stable leprosy  prior to institution of unstimulated PBMC:  High expression of CCL20 and GOL22 in ENL
without previous  antireaction therapy gene expression with  ENL significant fold increase in IFN-y
history or clinical PCR array for 84 Culture supernatants:
evidence of genes Higher IL-17AVF in ENL patients compared to LL
reactions ELISA for cytokines  1L23A increased compared to LL
IL-A7AF, IL-21, IL-1p increased in ENL
IL-22, IL-23A, IL-6,
IL-1B, IFN-y, TGF-Bin
supernatants
Dias etal. (30);  30ENL, 24 BULL, Upondiagnosisof  BL/LL before MDT Before treatment with  PBMC TNF IL-6and IL-1p Higher production of TNF-a, IL-6, IL-1§ in response to TLR9
Brazil e 31HC reaction butmost ENL  thalidomide or steroids inresponse to LR agonist
patients on MDT agonist TLRY antagonist inhibited the secretion of cytokines in

response to M. leprae lysate

«, als0 i Table 1; f, also in Table 2; 7, also in Table 3; ¢, also in Table 5.
BB, mid-borderiine leprosy; BL, borderline lepromatous leprosy; BT, borderline tuberculoid leprosy; ENL, erythema nodosum leprosum; HC, healthy controls; ICs, immune complexes; LL, lepromatous leprosy polar; ND, not described;
P B.neutrophils, peripheral blood neutrophils: SLE. systemic lupus ervthematosus: TB, tuberculosis: TT. tuberculoid leprosy polar.
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Abcd2 ATP-binding cassette, sub-family D (ALD), member 2 ~520+1.41 0013
Ketd12b Potassium channel tetramerisation domain containing 120 ~214£022 0.038
Mmp12 Matrix metalopeptidase 12 —203£0.15 0038
BIOFILM-RELEASED CELLSINFECTEDMICE
Abcd2 ATP-binding cassette, sub-family D (ALD), member 2 -531£1.73 0.005
Cor2 Chemokine (C-C motif receptor 2 ~243£0.40 0017
Semata Sema domain, ransmembrane domain (TM), and cytoplasmic domain, (semaphorin) 6A -238+037 0014
Ketd12b Potassium channel tetramerisation domain containing 120 2354024 0.003
Pedha7 Protocadherin alpha 7 -234+030 0.005
Gm3376 Precicted gene 3376 -2334023 0.004
Rgs2 Regulator of G-protein signaling 2 -233+0.39 0012
T8 Tollike receptor 8 ~226+0.36 0.028
Kenj16 Potassium inwardly-rectiying channel, subfamiy J, member 16 -2174£027 0.009
Mmp12 Matrix metaliopeptidase 12 -2184054 0045
BIOFILMCELLSINFECTEDMICE
Abcd2 ATP-binding cassette, sub-family D (ALD), member 2 ~483+1.66 0012
Ketd12b Potassium channel tetramerisation domain containing 120 -221£027 0013
Sema6a Sema domain, transmembrane domain (TM), and cytoplasmic domain, (semaphorin) 6A -220£0.15 0012
Rgs2 Regulator of G-protein signaling 2 ~211£021 0012
Mmp12 Matrix metaliopeptidase 12 ~2.07:4003 0005
Prrsl Proline rch 6 like ~1.80£0.15 0.040
Gm13710 Predicted gene 13710 ~1.78:£0.06 0016

Vstmd V-set and transmembrane domain containing 4 ~1.76 £0.13 0.032
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Description Fold change

g1 Immunoresponsive gene 1 30.08:+4.02 <0001
Clecde C-type lectin domain family 4, member & 17.46:£4.73 0004
Cxel2 Ghemokine (G-X-G moti igand 2 16636364 0003
Cxel10 Chemokine (C-X-C moti) igand 10 873+2.98 0012
Clecsa C-type lectin domain family 5, member a 7.80£092 0003
Slc7at1 Solute carrier family 7, member 11 7.88+2.47 0.013
Cri2 Chemokine (G-C moti receptor-ike 2 7.20+067 0.006
Mmrgpraza MAS-related GPR, member AZA 715247 0012
Gpré4 G protein-coupled receptor 84 631£1.23 0.009
im Interleukin 1 receptor antagonist 5934096 0008
BIOFILM-RELEASED CELLSINFECTEDMICE
Irg1 Immunoresponsive gene 1 49.02+5.41 <0.001
Cxcl2 ‘Chemokine (C-X-C motif) ligand 2 25.90+3.85 <0.001
Clecde C-type lectin domain family 4, member e 2024£024 <0001
Slc7at1 Solute carrier family 7, member 11 13.33+1.99 <0.001
Mrgoraza MAS-related GPR, member A2A 969:+0.14 <0001
Cerl2 ‘Chemokine (C-C motif) receptor-like 2 8.83+1.03 <0.001
Clecsa C-type lectin domain family 5, member a 8521.10 <0001
Cxcl10 ‘Chemokine (C-X-C motif) ligand 10 7.34+0.46 <0.001
Fprt Formyl peptide receptor 1 7224118 <0001
Cd14 CD14 antigen 7.15+047 <0.001
BIOFILMCELLSINFECTEDMICE
Irg1 Immunoresponsive gene 1 4297 £4.79 <0.001
Clecde G-type lectin domain family 4, mermber & 18.49:+2.67 <0001
Cxcl2 ‘Chemokine (C-X-C motif) ligand 2 18.2243.27 <0.001
Sic7at1 Solute carrer family 7, member 11 1051£2.77 <0001
Cxcl10 ‘Chemokine (C-X-C motif) ligand 10 1024 £1.37 <0.001
Ceri2 Chemokine (C-C molti receptor-ike 2 854047 <0001
Clec5a C-type lectin domain family 5, member a 8.61+1.07 <0.001
Mrgoraza MAS-related GPR, mermber A2A 7.68087 <0001
Fprt Formyl peptide receptor 1 6.59+0.83 <0.001
Gpre4 G protein-coupled receptor 84 618037 <0001
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Reference; Study population Timing of MDT status ENL treatment status Type of samples Measures Findings.
study site(s) sampling
Filey et al. (168); 7 ENL Before, duringand Al patients on ENL treated with Serum IL2R IL2R increase during ENL.
india e after the episode  MDT steroids and/or
thalidomide
Reaand Modin  ND ND ND ND Skin IL-2 positive and IL2- positive lymphocytes prevalent in ENL and in tuberculoid
(102); USA Y IFN-y positive mRNA- _lesions
bearing lymphocytes  Cells expressing IFN-y mRNA in ENL lesions sightly increased
compared to lepromatous
Samoetal. (138); 18ENL,39BT/  ND 16/18 patients on 3 ENL on thalidomide  Serum Tumor necrosis factor  TNF varied from undetectable to extremely high levels in ENL
Brazil BL/BB/LL, 4 TIR various stages of  and 7 ENL on (TNFracand IL-1 No correlation between severity of ENL and cytokine level
MDT/2 untreated predhisone; others Neither TNF nor IL-1 correlate with number or duration of ENL
untreated for reaction episodes
Treated patients with steroids or thalidomide lower TNF
Sehgal et al. 11ENL, 14 TIR,  Before starting On MDT Samples before Serum IL-2R T1R upgrading group higher IL-2R than ENL
(172); India 20 leprosy non-  antireactional and after starting
reactional, 10HC treatment and when antireactional treatment
clinical signs of
reaction had abated
Sulivan et al. ND ND ND ND Skin IFN-y and TNF-« IFN-y mRNA in ENL simir to tuberculoid
(173): USA e MANA InLL and ENL lesions about 0.2% of cells expressed TNF-a
Barmes et al. 12 active ENL, 14 ND Allpatientshad ~ ND PBMC TNF-a ENL: the levels of TNF-a release by PBMG were higher than
(155); USA inactive ENL, 6 received less any other leprosy
TIR 1T LL than 5 years Thalidomide reduced TNF-a by more than 90%
chemotherapy
Parida et al. 12 ENL, 64 ND Most patients ~ ND. Serum TNF and IL-1 Patients undergoing T1R or ENL showed high TNF levels
(140); India leprosy TT/BT/BB/ before MDT Significant correlation between TNF and IL-1 in reaction
BULL, 14 TIR treatment
Sampaio et al. 13LLENL, 15LL, ND Al patients were 7 ENL patient blood Plasma TNF-a ENL patients greater release of TNF-a from monocytes
(150); Braziland 9 HC receiving MDT  samples before PBMC High plasma TNF-a in ENL.
USA during the study. ~ starting treatment Monocytes
with thalidomide and
6 1-2 weeks after
thalidomide
Bhattacharaya  11ENL, 14 TIR,  Before treatment  on MDT Before antireactional  Serum TNF TNF levels in acute ENL were higher but not significant and
etal. (146); India 20 leprosy without - and after ciinical treatment with steroids rose to become significant following treatment and clinical
reactions, 20 HC  remission of reaction remission than HC and MB controls
Fossetal. (128) 28lepromatous:  ND 86% of Time of blood collection  Serum TNF-a TNF was elevated in the serum of ENL patients
Brazil y 11ENL, 23 lepromatous no immunosuppressive
tuberculoid, 19 patients treated  drug
HC with dapsone
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Reference; Study population Timing of MDT status ENL treatment status Type of samples Measures Findings.
study site(s) sampling
Sampaio et al. 49 BULL: 24 At the time of MDT was Thalidomide treatment ~ Sera TNF-a, IL-6, IFN-y ENL highest TNF-a levels, which decreased significantly
(139); Brazile  developed ENL  developing ENL,  continued through for ENL during thalidomide treatment Serum IFN-y elevated in patients
during thalidomide  the study with high TNF-a levels
treatment, or
after thalidomide
treatment was
discontinued;
collected at
1-8,6-7, and/
or 13-21 days of
thalidomide and
1-2 months after
thalidomide
Santos et al. 14ENL(4BLIO  ND Half untreated  ENL patients PBMGC TNF-a: spontaneous  ENL patients showed significantly greater release of TNF-a
(156); Brazi L), 12BULL, and the other half  were treated with and M. leprae both spontaneously and induced by M. leprae-induced
11 HC, 4 ENL treated with MDT  thalidomide? stimulated release in ENL patients
post-reactions
Vieira et al. (131); 95 MB (30LL/65 At leprosy diagnosis  Time of MDT for  Sample before Serum TNF-a, soluble IL-2R  TNF-a increased in 70.6% of ENL patients
Brazil v, e BL)ofwhich51  and at onset of each ENL thalidomide and
ENL reactional episode steroids?
Memon et al. 12 ENL, 27 Atthe onset of ENL  10/12 ENL Samples before Serum TNFa TNF levels higher during acute phase of ENL and deciined
(141); Pakistan  leprosy (TT/BT/BL/ before initiation received previous  antireactional treatment after clinical remission of the reaction
LL), 14 household  of treatment for MDT
contactsand 22 reaction and after
endemic HC with  the reaction had
no known leprosy  subsided
contact
Moubasher etal. 35 reactional (19 ND Untreated ENL?  Untreated ENL? Serum IFN-yJL-2, IL-2R,  Both T1R and ENL showed significantly higher serum IFN-y,
(148); Egypt ENL/16 T1R), 55 IL-10, TNF-a, IL-1p IL-2R and IL-1p compared to non-reactional leprosy ENL
leprosy, 20 HC showed increased levels of IL-10 compared to T1R
Moubasher etal. 35 reactional (19 PB patients Before andafter  Corticosteroids were  Serum IL-2R, IL-10,IL-1p IL-1 levels may have a prognostic marker for the
(165); Egypt ENL),36non-  assessedafter6 treatmentwith  given to control the development of reactions
reactional, 20 HG  and 12 monthsof ~ MDT reactions
MDT/MB assessed
after 12 months of
MDY, Before and at
the end of treatment
with MDT
Partida-Sanchez 9 ENL, 10non-  Beginning of Allpatientson  Untreated samples and ~ Serum TNFa, IFN-y TNF-a was significantly higher in ENL compared to non-ENL.
etal. (142); ENL, 10HC reaction and after  MDT after 1 and 2 months of TNF levels decreased after ENL treatment
Mexico e 1 and 2 months of thalidomide IFN-y significantly lower in patients at the onset of ENL and

thalidomide

increased after thalidomide
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TABLE 3 | Continued

Reference;  Study population Timing of MDTstatus  ENL treatment status Type of Measures Findings
study site(s) sampling samples
Wallach etal. 9 recent ENL, 6 Describedin Al treatment  Some on antireactional  Blood T cell subsets; ENL patients have elevated Helper/Suppressor ratio
87); France  bacteriologically positive  detail each describedin  treatment Lymphocyte Mean proliferative responses elevated in ENL
(samples from  patients of which 1 ENL  patient duration ~ detail transformation tests:
multiple ethnic  more than 5 years ago, 9 of disease proliferative responses to
groups) treated leprosy patients of mitogens
which 3 had ENL
Bach et al. 8treated lepromatous  ND. ND ND PBMC Toell subsets; Profferative  ENL decreased CD8" T cell percentages and increased
(121); France  without recent ENL with response to M. leprae  CD4*/CD8 ratios T-cell subset percentages returned to
Bl <1+, 6 lepromatous and PPD of isolated T-cell - normal either when the bacterial load was reduced by
with Bl > 2+ (untreated subsets treatment or when the ENL reaction resolved ENL episodes
or suffering a relapse, ‘associated with improvement of T-cell unresponsiveness to
without recent ENL various antigens or mitogens
reaction), 12 lepromatous
Who underwent at least
one ENL episode, 13
tuberculoid, 41 HC
Modiin et al. 15 non-reactional ND Results didnot ~ 3ENL had no therapy ~ Skin Tlymphocyte subsets  The helper/suppressor ratio in ENL was significantly higher
(97); USA leprosy BT/BB/BLILL, 17 differ between than in non-reactional lepromatous disease
reactional (6 T1R, 9 ENL, treated and
2 Lucio's reaction) untreated
subjects
Modiin et al. 14 leprosy patients (4 ND 6 treated ND Skin Tlymphooyte subsets  ENL lesions showed 2:1 predominance of helper cells
(98); USA tuberculoid, 2 borderline in patients. ‘whereas in the lesions without ENL the helper: suppressor
TIR, 1BL, 7 lepromatous ratio was 1:1 smaller
of which 5 ENL), 8 HG
Sasiainetal. 16 ENL, 12 HC First blood Al patients on  Thalidomide in patients  PBMC ConArinduced suppressor  Suppressor T-cel function was reduced during ENL and after
(122); Argentina sample MDT with ENL. response ENL than HC
ND; 9 ENL
20-30 days
after stopping
thalidomide
Narayanan etal. 7LLENL, 6 BT T1R,58L ND ND ND Skin T cell phenotypes Lesions of ENL showed increase in T cells with a
(89) India e TIR, 18BT-LL predominance of the helper/inducer subset; CD4+/CD8" ratio

‘was higher in ENL and T1R than non-reactional lesions
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Reference;  Study population Timing of MDTstatus  ENL treatment status Type of Measures Findings
study site(s) sampling samples
Reaetal (96 19 ENL, 24 LLnon- ND Some patients  ENL before receiving ~ PBMC T cell subsets Active LL patients have lymphopenia, a proportionate
USAe reactional with treatment, on MDT thalidomide reduction in the numbers of each of the three T cell subsets
12 LL non-reactional no Insignificant changes i T cell subsets expressed as
treatment, 18 LL with percentages and in the helper: suppressor ratio
long-term treatment, 4
LL with Lucio’s, 13 BL,
13 T1R, 18 Tuberculoid,
18 Tuberculoid with long-
term treatment
Laaletal. (94 1S ENL, 13LL During active  On MDT First sample Blood Leukocyte migration ENL significant inhibition of antigen-induced leukocyte.
India & ENL and before initiation of inhibition test migration
1 week to antireactional treatment Lymphoproliferation Lymphoproliferation enhanced during the acute phase of ENL
4 months Second sample 1 Suppressor cell actiity;  Enhanced antigen-stimulated suppression of mitogen
after stopping week to 4 months after T cell subsets responses in ENL
treatment stopping treatment Leukocyte migration inhibition, lymphoproliferation, and
suppressor cell activty were reduced in post-ENL to the
unresponsive state seen in stable LL.
Lower CD4+/CD8* ratio in ENL compared to LL
Modiin et al. 12 ENL and 10 non- ND ENLbiopsies:  Some ENL were Blood Tlymphocyte subsets  ENL tissue more cells of the helper-inducer phenotype and
(99); USA reactional leprosy; 19 ENL 8/12treated  treated fewer of the suppressor-cytotoxic phenotype, as compared
blood samples with dapsone; with non-reactional LL.
ENL blood: Skin No correlation between tissue and blood helper-suppressor
15/19 treated ratios
Wallach etal.  ND ND ND ND Blood T cel helper-suppressor  HS ratio higher in ENL lesions and blood than non-ENL
(91) France Skin (HS) ratio leprosy controls
Modin et al. Biopsies: 25 ENL, 23 ND Some patients  Some patients on Blood Skin: number of T cells,  Increases in both CD4*/CD8" ratio and the number of IL2-
(100); USA tuberculoid, 23 non- received treatment? T cellsubsets; Blood: ~ positive cells in ENL
reactional lepromatous; treatment lepromin-induced Suppressor activity decreased significantly in ENL
Blood: 18 ENL suppression of the Con A~ Suppressor activity returned to normal after ENL subsided
Skin stimulation
RaoandRao  44ENL,G9BLAL 22  ENLpatients From39non-  Before starting Blood Sub-population of T cells  Ty/Tr ratio higher in ENL than lepromatous and post-ENL
(123); Indiae  post-ENL before starting  reactional cases: - treatment for ENL with receptors for Fo patients
ENL treatment, 20 untreated  with steroids or anti- portion of IgG (T and Fo
post-ENL after  and 19 with inflammatory drugs, portion of IgM (Tp)
patient had dapsone for less  post-ENL: ensuring
not taken anti-  than a year that the patient had not
inflammatory/ taken anti-inflammatory
steroids for drugs or steroids for
atleast 3and atleast 3and 7 days,

7 days

respectively
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Reference;  Study population Timing of MDTstatus  ENL treatment status Type of Measures Findings
study site(s) sampling samples
Rao and Rao 77 leprosy: 44 ENL ENL: before 19 patients Before starting Blood Leykocyte migration No significant difference in mean migratory index to PHA,
(85); India Staring anti-  treated with treatment for ENL with inhibition test (LMIT) PPD, sonicate M. leprae
ENL treatment, dapsone for less ~ anti-inflammatory drugs Enumeration of early and  Whole M. leprae increased response in ENL compared to LL
POS-ENL: After ~than 1 year or steroids total T lymphocytes Lower migratory indices to whole M. leprae in post-ENL than
patient had L
noe taken anti- %age of early T lymphocytes increased in ENL compared
inflammatory toll
drugs or 9%age of early T lymphocytes remained high in post-ENL
steroids for compared to LL
atleast 3and Cell-mediated immune responses enhanced during ENL and
7 days return to LL levels once the episode is over
Shen et al. 10ENL, 8TT/BT, 10BL/  ND ND ND Skin CD3,CD4,CD8and Tal D3, CD4 and CDB showed percentages of positive cells in
(101); USA LL, 10TIR (memory) positive cells lesions similar between patient groups
PBMC No significant difference in%age of memory T-cels in ENL
compared to LL
Bottassoetal.  8LLENL 17LL,9TT,  ND Patients on MDT _Patients with ENL were ~ Blood TLymphocytes count  Active LL showed a decrease in T-ymhocytes
(124); Argentina 11 HC not on thalidomide absolute and relative; ENL showed a restoration of the levels of T-ymphocytes
treatment but unknown Lymphocyte functional
whether they were on assay: capacity of rosetta
steroids formation
Rasheed et al. 167 leprosy of which 21 ND ND ND Serum Lymphocytotoxic activity  Lymphocytotoxic activity scores were significantly raised in
(125); Zambia  LU/ENL, 12 BUT1R, 24 Lymphocytes patients with reactions
and Pakistan  BT/T1R, 46 endemic HC
Sasiinetal.  53leprosy patients T/ ND Received MDT  Thalidomide for ENL  PBMC Proportion of CD8* cells  Proportion of CD8* cells was low in LL patients and tended
(126); Argentina  BT/BB/BLLL and 9 LU/ M. leprae-induced to nomalize during ENL episodes
ENL, 23HC suppression of T-cel
proliferation; Induction of
IL-2R by culture with M.
leprae
PHA- and ConA-induced
prolferation
Bhoopatetal. 57 ENL (19 acute/38 26BL/35 ND If corticosteroidand/ ~ Blisters T cell subsets in situ The lesions of chronic ENL showed a decreased number of
(127); Thailand e~ chronic), 61 active LL, 33 LL newly orthalidomide was  induced over a CD8" cells and increased helper/suppressor ratio compared
cured leprosy diagnosed and initiated before or representative tothose in acute ENL and non-reactional leprosy; Systemic
untreated during the study, skin lesion ‘administration of corticosteroids caused a reduction in the
precise timing of CD4 cell population but did not change CD8 cel population
medication was
recorded with

respect to the time of
collection of laboratory
specimens
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Reference;  Study population Timing of MDTstatus  ENL treatment status Type of Measures Findings
study site(s) sampling samples
Rea and Modiin  ND ND ND ND Skin T-cell phenotypes: CD4* ENL lesions predominance of CD4* cells similar to those in
(102); USA & versus CD8* cells, y/6  tuberculoid (TT/BT?) and T1R
and /p receptorbearing L patients showed an excess of CDB"cells
lymphocytes, T-memory
and T-naive cells
Tyagietal (53 4TT/BT,5BULL 4ENL ND ND ND Blood Effect of isolated PEG precipitates isolated from BL/LL or ENL subjects had
india circulating ICs from B/ a significant suppressive effect on lymphocyte proliferation
LL or ENL patients to in HC
lymphocyte transformation
test on T cells of HC
Foss etal. (128); 28 lepromatous: 11 ENL,  ND. lepromatous 11 ENL at time of Blood T lymphocyte response to - Marked reduction on concanavalin A-induced
Brazi & 23 tuberculoid, 19 HC patients 86%  blood collection no concanavaiin A lymphoproliferation in patients with ENL.
treated with immunosuppressive
dapsone drug
Santosetal. 59 LL/BL, 10ENL 4 TIR, ND OnMDT No specific treatment  PBMC Lymphocyte proiferation  T1R showed greater lymphocyte proliferation compared to all
(129); Brazile 4 post-reactional for reactions before after ConA and M. leprae ~ other groups
biood collection
delaBarera 7 TT/BT, 20 BULL of ND Al patients on  ND PBMC T-cell cytotoxic activy M. leprae hsp65 induced cytotoxic responses only in those
etal. (130 which 3 ENL mDT induced by M. leprae and  MB patients undergoing ENL
Argentina M.tb heat shock protein
(HSP)
Vieira et al. 95 MB leprosy Atleprosy Time of MDT for - Sample before PBMC Lymphocyte Some patients showed lymphoproiferative response during
(131); Brazil 5, ¢  (30LL/BSBL) of which diagnosis each ENL thalidomide and transformation test (LTT) ~ ENL
51 ENL and at onset steroids?
of reactional
episode
Mahaisavariya 17 non-reactional, 8 T1R,  Biopsy at ND ND Skin T-ymphooyte subsets  %age of CD8 infitration reduced in ENL compared with non-
etal. (103); 12 ENL the time of reactional lepromatous
Thailand diagnosis and The CD4*/CD8" ratio of ENL statistically significant higher
not the time of than from the non-reactional lepromatous group
reaction
Tadesseetal.  33leprosy: 14 BT, 11BT  ND Certain leprosy ~ AllENL treated with ~ PBMC Lymphocyte blast Thaiidomide treatment did not alter the lymphoproliferative
(132); Ethiopia & T1R, 8 ENL, 11 HC patients were  steroids transformation response to the mycobacterial antigens during ENL
treated on MDT
Mohanty etal. 21 BULLENL, 38 TI/BT/ ND ND ND PBMC Immune responses ENL: no significant role of stress proteins except a
(133); India BULL, 29 BT/BLTIR, Serum against Stress heightened lymphoproiferative response to the 28 kDa

19HC

proteins of M. leprae
(ymphoproiteration)

antigen
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Reference;  Study population Timing of MDTstatus  ENL treatment status Type of Measures Findings
study site(s) sampling samples
Vilahermosa 22 ENL Before MDT continued ~ Samples untreated for ~ Blood Lymphocyte prolferation  Low LPA values pre-thalidomide in both PBMC and whole
et al. (134); thalidomide and  during the study ~ antireactional drugs ~ PMBC assays (LPA) to blood
Phiippines 8, e at study weeks and during thalidomide phytohemagglutinin and
3and 7 during treatment concanavaiin A
thalidomide
Attia et al. (107); 38 leprosy: 6 ENL, 38 HC  Untreated Untreated Untreated samples;  Blood Frequency of ciculating  Significantly lower frequency of Tregs but higher FoxP3
Egypt samples samples excluded patients on Tregs; FoxP3 expression  expression in ENL
immunosuppressive
drugs
Massone etal. 20 leprosy: 3 ENL Biopsies at 10,12 and Untreated for Skin Presence, frequency and  No statistical diference in FoxP3 expression between TT, BT,
(116); Brazile the time of 13 months after ~ antireactional treatment distribution of Tregs BLand LL
diagnosis beginning of Signiicant increase in FoxP3 expression in T1R compared
MDT for LL 10 ENL
Radaetal (135 ?ENL8TLL 41BL,41  ND ND ND Blood Cell-mediated Tlymphocyte prolferative response in reactional and non-
Venezuela e B8, 3% BT immunological tests to  reactional patients was negative
mycobacterial proteins
Saini etal. (136); 21 MB: 16ENL, 5TIR  ENL blood Duration of MDT ~ ENL patients received ~ PBMC Lymphoproliferation of Al patients with active ENL showed lymphoproliferation in
india during reaction  described steroids PBMC stimulated with M.  response to peptides A and F
andat05 and leprae, recombinant Lsr2
1 year after and 6 synthetic peptides
the onset of spanning the Lsr2
reaction
Abdallah et al. 43 leprosy: 6 ENL, 40 HG  Untreated Untreated Untreated Blood Girculating Tregs Tregs/Teffs lowest in ENL
(109); Egypt & patents samples
Attia et al. (110); 43 leprosy: 6 ENL, 40 HG  Untreated Untreated Untreated Blood CDA4(+) CD25(nigh)Foxp3  CDA(+)CD25(high)FoxP3(+) Treg levels lowest in ENL
Eqypt & patients samples (+) reguiatory cells Treg/Teffs lowest in ENL
Hussainetal  50leprosy (28 without  ND. Reactional ND Blood CD3, CD4*, CD8*and  CD4* counts raised during ENL compared to MB patients
(92); India reactions, 11 T1R, episodes CD4*/CD8" ratio with fow  whereas CD8* counts lower The CD4*/CD8 ratio doubled
11 ENL), 50 HC, 50 following cytometry during reactional episodes of T1R and ENL
pulmonary TB (25 HIV- antileprosy
B codnfected and 25 treatment
without HIV infection), 50
HIV-positive:
Parente et al. 2 ENL, 108 leprosy 2ENL:12and 2 ENL after ND Skin Frequency and distribution  No significant differences in ENL
(187); Brazil  TI/BT/BB/BLLLY 10 months initation of MDT of regulatory T cells

indeterminate, 8 TIR

after initiation of
MDT
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Reference;  Study population Timing of MDTstatus  ENL treatment status Type of Measures Findings
study site(s) sampling samples
Saini et al. (113); 66 leprosy: 15 T1Rs, 15 Newly Freshly Newly diagnosed PBMC MLSA stimulated and Increase in FOXP3 gene expression in ENL
India ENL, 36 BTALL diagnosed diagnosed leprosy patients unstimulated PBMC: gene  Thi7 cells with intracellular IL-17A, F are increased in ENL.
leprosy patients: prior to institution of expression with PCR and CD4'IL-21+ cells are higher in ENL.
patients prior  untreated antireaction therapy array for 84 genes; Tcell  Significant upregulation of CD4*CCR6:* cells in ENL
toinstitution ~ subjects phenotypes Tregs decreased in ENL
of antireaction
therapy

@, also in Table 1; f, also in Table 2; 5, also in Table 4; ¢, also in Table 5.

BB, mid-borderiine leprosy; BL, borderine lepromatous leprosy; BT, borderiine tuberculoid leprosy; ENL, erythema nodosum leprosum; HC, healthy controls; HS, helper-suppressor; HSF, heat shock protein; ICs, immune complexes;
LL, lepromatous leprosy polar; LTT, lymphocyte transformation test; LPA, lymphocyte prolferation assay; MB, multibacillary; ND, not described; PEG, polyethylene glycol; PHA, purified phhytohaemagglutinin; PPD, RT23 tuberculin-
purified protein derivative: SLE, systemic lupus erythematosus: TB, tuberculosis: TT. tuberculoid leprosy polar.
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Approaches Findings Reference
A fumigatus * Rubicon-, Cybb-, Atgdb-, or Uki-deficient » A, fumigatus phagocytosed by macrophages induces LAP formation @3)
mice « LAP, but not canonical autophagy, is required for clearance of A. fumigatus
« Atg3vLysM-Cre mice, Atg5™Lysh-Cre in vitro and in vivo,
mice, Atg7"LysM-Cre mice, Atg12¥iLysM- = Lack of LAP enhances fungi-induced pulmonary inflammation and granuiomas
Cre mice, Atg14"LysM-Cre mice, * SNPinAtg16L does ot affect LAP formation
Becn1"LysM-Cre mice, RbTcc1viLys-
Cre mice
« ShANA for Rubicon
. 3MA
« Rapamycin
. 3MA « Autophagy suppresses inflammasome-mediated inflammation during ©9)
« Chioroquine A. fumigatus infection
« IL-1R blockade restores autophagy and suppresses fungal growth in GGD mice.
C. neoformans ~ » RNAi screening « Knockdown of AtgS, Atga, and Atg12 decreases phagocytosis of 4
« SiRNAfor Atg2a, Atg5, Atg9, Atg12, and C. neoformans by macrophages
Mapiic3a (Coding LC3) « Knookdown of Atg2a, Atg5, Atg9a, Atg12, and LC3 decreases fungal replication
. 3MA and escape of C. neoformans
« Autophagy inhibition by 3-MA reduces phagocytosis, fungal replication, and
escape of C. neoformans
« ShRNA for Atg5 « Phagocytosed C. neoformans are surounded by LAP in macrophages 0)
« Atg5"LysM-Cre mice « Atg5-knock down by shRNA does not affect phagocytosis
« Atg5-knock down by ShRNA or Atgs-knock-out decreases fungicidal activity in
macrophages
C. abicans © SNRNA for Atg5 « Phagocytosed C. albicans are surounded by LC3 in macrophages ©0)
 Atg5viLysM-Cre mice « Atg5-knockdown decreases phagocytosis and fungicidal activity of
macrophages in vitro
« Lack of ATGS in myeloid cells enhances susceptibilty of mice against systemic
C. albicans infection
« Atg7"LysM-Cre mice « Lack of ATG7 in myeloid cells does not impact on susceptivilty of mice against (@)
. 3MA systemic C. albicans infection
« Cohort study of candidemia patients « Autophagy inhibition by 3-MA does not affect phagocytosis and fungicidl
actiity against C. albicans in human monocytes
« SNPin autophagy-related genes does not associate with incidence of
candidemia
« Atg7vLysM-Cre mice « . albicans induces autophagy in macrophages enhances susceptibilty against @9)
. 3MA systemic C. albicans infection
« Rapamycin « Phagocytosed C. albicans are not surrounded by LC3
* Autophagy does not affect phagocytosis and fungicidal activity of macrophages
and neutrophils
« Autophagic sequestration of A20 enhances NFxB-mediated chemokine
production in tissue-resident macrophages and increases neutrophil recruitment
to infected site
«  Lack of autophagy in myeloid cells
I vivo imaging using zebra fish « Very few LG3* phagosome contain C. albicans in vivo @6)
« LCB-deficient BMMs Dectin-1-induced signaling triggers LAP formation in macrophages @s)

HIK C. albicans induces LAP in macrophages

Live C. albicans induces modest level of LAP in macrophages
LC3-deficiency decreases fungicidal activity of macrophages against
C. abicans
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study site(s) sampling samples
Lim et al. (84); 7 LLENL, 20 active LL, ND Al patients 5 had received various  Blood T lymphocyte numbers by  ENL showed T-lymphocyte numbers significantly higher than
USAand Korea 9 inactive LL, 4 BB, 3 treated with  doses of steroids and the rosette assay s
(mixed ethnic  indeterminate leprosy Dapsoneor 3 were treated with LL had lower T-ymphocyte numbers than HC
background) Clofazimine steroids at the time of
or Rifampicin  the study
for varying
durations
Andersetal. 31 leprosy: 13 BULL ND Approximately 2 ENL at testing: Blood Lympohocyte Patients with a history of frequent ENL had greater cell-
(119); Papua  with amyloidosis (11/13 half patients on 1 steroids and 1 transformation tests mediated responses to PHA than patients without ENL
New Guinea  frequent ENL), 9 BLLL. clofazimine and  stibophen
ENL without amyloidosis, other half on
9 BULL with few or no dapsone
ENL episodes
zumietal. (70); 12 ENL, 49 active ND ND ND PBMC Percentage and number  No significant differences between different ciinical groups
Japan p lepromatous, 24 inactive of Ty (T cells with Fc
lepromatous, 7 borderiine, receptor for IgG) and Ty
6 tuberculoid, 9 HG (T cells with Fc receptor
for IgM)
Bachetal (36 9BLLLwithnorecent  ND Some untreated  Certain ENL on Blood T cel subsets; Profferative Increased %age of helper T cells in ENL.
France (multiple  history of ENL, 9 BL/LL andotherson  antireactional treatment responses to mitogens  Decreased %age of suppressor T cels in ENL
ethnic groups)  suffered from ENL less mDT Elevated proiferative responses to mitogens in ENL
than 2 months prior to Con Avinduced Most ENL decrease of suppressive index, whereas none of
the investigation, 13 BT/ suppressive activity the LL or TT patients had a diminished suppressive activity
T HC
Dubeyetal. 41 untreated cases ND 64caseson  Untreated casesof  Blood Lymphocytic culture: Blast percentage in ENL slightly higher than T1R
(120); India of leprosy, 64 TT and antileprosy ENL? percentage of Blast
LL taking antileprosy treatment transformation
treatment, reactional (8
ENL and 10T1Rs), 11/41
follow-up from untreated
leprosy patients
Mshanaetal.  21BLLL, 10BT.5ENL  ND Al patients No patient on Blood Lymphoprolierative Higher responses to PPD or PHA in ENL Decreased number
(90); Ethiopia received MDT  thalidomide responses to PPD or PHA ~ of suppressor cells prior to ENL, which increased with clinical
but unclear T-oell subsets recovery from ENL
whether
sampled prior to
MDT
Mshanaetal. 69 leprosy patients: 26 Untreated Untreated Untreated samples  Blood Tlymphocyte ENL patients had decrease in suppressor cells and an
(88) Ethiopia  ENL, 13 HC samples samples subpopulations; increase of CD4*/CD8" ratio compared to LL ENL had higher

lymphoproliferation using
M. leprae, PHA and PPD

responses to both PHA and PPD BL/LL patients with or
without ENL lower proiferative responses to M. leprae than
BT patients and HC





